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Abstract: Single-pixel hyperspectral imaging (HSI) has received a lot of attention in recent years due
to its advantages of high sensitivity, wide spectral ranges, low cost, and small sizes. In this article, we
perform a single-pixel HSI experiment based on an untrained convolutional neural network (CNN)
at an ultralow sampling rate, where the high-quality retrieved images of the target objects can be
achieved by every visible wavelength of a light source from 432 nm to 680 nm. Specifically, we
integrate the imaging physical model of single-pixel HSI into a randomly initialized CNN, which
allows the images to be reconstructed by relying solely on the interaction between the imaging
physical process and the neural network without pre-training the neural network.

Keywords: single-pixel imaging; untrained neural network; hyperspectral imaging; deep learning;
deep image prior

1. Introduction

Hyperspectral imaging (HSI) is a new imaging technique developed in recent years to
acquire spectral data cubes in scene space. It usually uses multiple well-defined optical
bands in a wide spectral range to capture objects, so it contains a set of two-dimensional
(2D) images at different wavelengths. Due to its spatial and spectral resolution, HSI is
significantly useful and important for measuring scenes and extracting detailed informa-
tion [1]. Over the past two decades, HSI has evolved from its original applications in
remote sensing using satellites and airborne platforms to many scenarios including mineral
exploration [2,3], medical diagnostics [4,5], environmental monitoring [6], etc. In general,
dispersive optical devices, filters, and interferometers were used to separate the light-
intensity information of different wavelengths in most of the existing HSI systems, which
were measured and recorded by the array detectors. Specifically, dispersive spectral imag-
ing technology uses prisms, gratings, and other instruments to achieve dispersion, which is
relatively mature and widely used at present. Filter-type spectral imaging technology is
mainly used for tunable filters, which have the characteristics of fast speeds and ease of
use. Interferometric spectroscopy imaging techniques use an interferometric spectrometer
to split the incoming beam in half, as well as vary their optical path differences to produce
different interference intensities at each spatial point. Then, spectral information can be
extracted by the Fourier transform of these intensities, measured by the array detector [7].

In HSI, it is usually necessary to acquire high-resolution images to distinguish the
specific details of the scene, which inevitably requires the acquisition of a huge amount
of data and increases the cost of processing and storage. Compressed sensing (CS) [8,9]
has brought a new vitality to spectral imaging, which has boosted to produce a new field
of compressed spectral imaging (CSI). CS shows that if the signal is sparse, the object
images can be reconstructed from a number of samples far below the number required
by the Nyquist sampling theorem. Specifically, the spatial and spectral information of
the target scene can be retrieved from a small number of samples in CSI, which is based
on the premise that hyperspectral data are redundant in nature. Using the theory of CS,
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multispectral images can be multiplexed together to reduce the required sampling rate
(SR) [10]. To date, several CSI schemes have been developed. Typical examples include the
spatial–spectral coded compression spectral imager [11], coded aperture snapshot spectral
imager [12,13], and dual-coded hyperspectral imager [14]. However, 2D detectors are used
in most of these spectral imagers, which inevitably limits the spectral range of detection,
reduces the efficiency of photon collection, and increases the cost [7,15].

It is gratifying that single-pixel imaging (SPI) [16,17] provides another promising
solution for HSI, which uses a single-pixel detector (SPD) instead of traditional 2D detector
arrays to capture the single-pixel bucket signals. The spectral images of the scene are
recovered by various recovering algorithms using these bucket signals of different central
wavelengths and a set of 2D modulated bases for the spatial light modulator (SLM), respec-
tively. Therefore, it has lower cost, a wider spectral detection range and a higher photon
efficiency [18–20]. In the past decade, SPI has achieved great success in various applica-
tions [21–26]. Many HSI schemes using SPD have been proposed [7,27–37], among which
the CS-based algorithm is undoubtedly one of the most popular reconstructions to obtain
reconstruction spectral images at a lower sampling number. However, these methods
usually require a large number of iterative operations, which significantly increases the
computational cost.

Recently, data-driven deep learning (DL) [38–40] has become another widely used
reconstruction algorithm for single-pixel HSI which stems from DL’s proven power in
solving various computational imaging inverse problems [41–47]. Unlike CS, DL-based
methods do not require complex iterative operations, allowing higher-quality reconstructed
images to be obtained at a lower SR. Although data-driven DL methods show excellent
performance in single-pixel HSI, these methods require a lot of input and output data pairs
to train the neural network. Therefore, these methods have inherent defects in generaliza-
tion, interpretability, and model training time. One of the solutions is the recently proposed
fusion of the physical process of imaging into a hand-crafted randomly initialized untrained
neural network. Because there is no need to train neural networks on large datasets, this
method has strong competitiveness in interpretability, generalization, and efficiency of time.
Specifically, the idea of such an untrained neural network is derived from the deep image
prior (DIP) theory proposed by Ulyanov et al. [48] in 2018, which states that the structure
of a reasonably designed generator network has an implicit prior to natural images, so it
is sufficient to capture a large number of image statistics before any learning. It has been
reported that many targets of image reconstruction in optical imaging have been achieved
by this method [49–54]. In general, the input to the network is just a set of one-dimensional
optical intensity values collected by the SPD. The neural network weight and deviation
parameters can be optimized to generate high-quality reconstruction images through the
interaction between the neural network and the imaging physical model. A typical example
is that a ghost imaging (GI) scheme using deep neural network constraint (GIDC) has been
proposed in Ref. [50] to achieve a far-field super-resolution GI.

Inspired by the DIP and GIDC, this article proposes a single-pixel HSI scheme via un-
trained neural network constraints, which integrates the physical model of the single-pixel
HSI into a randomly initialized convolutional neural network (CNN) to obtain high-quality
reconstruction results without data training. Different from the GIDC, the differential
bucket signals are fed into the network, which could greatly reduce the noise caused by the
detector and the environment. A fuzzy reconstruction using CS is also fed into the network.
With the interaction between the neural network and the imaging physical model, the de-
viation parameters of the network are constantly optimized, so as to obtain high-quality
reconstruction results. Experimental results show that the proposed method has a better
image quality, higher signal-to-noise ratio (SNR), and contrast, compared with CS.
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2. Principle and Method
2.1. Experimental Setup

The experimental setup is sketched in Figure 1. A white light beam from a LED
light source passes through a transmissive object and the imaging lens ( f = 10 cm) in turn
and then illuminates onto a digital micromirror device (DMD, V-7000, ViALUX), where
the focal length of the imaging lens and the distances from the lens to the object and to
DMD meets the Gaussian convex lens imaging formula. The Hadamard matrices based
on the Haar wavelet transform (a value of “0” or “1”) [55]. Figure 1a were chosen as the
modulation matrices, which are loaded in advance onto the DMD before the start of the
experiment. One of the reflected light beams from the DMD that carries the information
of the modulation matrices is collimated into a grating monochromator to be dispersed
into the different spectral channels (Figure 1b). The SPD (DET36A2, Thorlabs) is set at
the exit of the monochromator to capture a series of these channels’ bucket signals, which
is then connected to an analog-to-digital converter (ADC) to be digitized. Finally, these
digital signals are stored in a computer by a data acquisition card (DAQ, NI-6002) for
reconstruction of the spectral data cube. In the following experiments, the modulation
frequency of the DMD is set to 20 Hz while the acquisition card works at 1 kHz. That is,
during an illumination time for each modulation, 50 digital data can be acquired and then
averaged as one synchronous bucket signal that corresponds to this modulation basis.

Figure 1. Diagram of experimental setup. (a) The modulated matrices H. (b) The different spec-
tral channels.

There is no doubt that DMD is one of the most-used core modulation devices in SPI
because of its significant advantages of high modulation speed and wide wavelength
ranges [56], whose optical unit is an array composed of hundreds of thousands of indi-
vidually addressable optical micromirrors. Each micromirror can be individually oriented
to ±12◦, which represents 1 and 0 when a binary modulation is used. Usually, DMD is a
binary optical intensity modulation device, while it can also realize the gray modulation
at a low speed in some cases. In our experiments, i.e., in a typical SPI setup, a set of
computer-generated binary patterns that are loaded onto the DMD are generally used to
encode the optical intensity that is the target image imaged on the DMD. Commonly used
modulation patterns include the random binary speckle patterns, the Hadamard transform
patterns, and the Fourier transform patterns.

2.2. Data Collection and Processing

For simplicity and convenience, suppose the hyperspectral image is O(x, y, λ) that is
imaged by the imaging lens on the DMD, where (x, y) is the spatial coordinate and λ is
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the wavelength. The Hadamard bases H(x, y) are chosen to encode the image of the target
object, which would be mathematically expressed as [57]

O∗ = O(x, y, λ)H(x, y), (1)

where O∗ represents the encoded images that would be sent to the detection system.
The spectrum detection system includes two parts of a grating monochromator to discretize
the spectra of signals that is fed into it according to each central wavelength λ and an SPD
that captures the bucket signals for each spectral band in turn. The kth (k = 1, 2, . . . , M)
measurement process for the lth (l = 1, 2, . . . , L) spectral band can be described as

ylk =
∫

O∗(x, y, λl)Hk(x, y)dxdy, (2)

where L and M denotes the number of spectral bands and the number of modulation bases
(or the sampling number). In SPI, {ylk}M

k=1 and {Hk}M
k=1 are used to reconstruct the images.

In addition, if the size of the reconstruction image is N × N pixels, the sampling rate (SR)
would be defined as SR = k

N2 .
In general, the bucket signals directly collected by SPD contain a lot of signal-related

Poisson noise as well as noise caused by signal-independent environmental fluctuations,
which will seriously affect the quality of the reconstruction image. Ferri et al. [58] proposed
a differential GI (DGI) scheme in 2010 to overcome the influence of background noise,
in which the relative value of object information was kept. It is shown that this scheme
can greatly improve the SNR of reconstructed images. Inspired by the DGI, we proposed
an iterative differential SPI scheme using a deep image prior-based network, where the
detected bucket signals can be treated as [59]

y
′t
lk = y

′t−1
lk −

〈
y
′t−1
lk

〉
〈Ik〉

Ik. (3)

Here, Ik = ∑ Hk(x, y) represents the intensity sum of the kth Hadamard basis Hk(x, y),
and the superscript t represents the iterative times of differential process.

2.3. Image Reconstruction by Untrained Neural Network

So far, we have established the process of data collection in single-pixel HSI. Now let
us set up the process of reconstructing spectral data cubes using untrained neural networks.

In the field of SPI, object images are usually reconstructed using the correlation
or CS algorithm. However, it is difficult for traditional methods to obtain high-quality
reconstruction results at a low SR. The data-driven DL algorithm proved to be able to
solve this challenging problem. Unfortunately, it is difficult to obtain sufficient training
data in many tasks, and the limited generalization ability of the model, as well as the
lengthy model training, are the big issues that needs to be addressed. Here, a single-pixel
HSI reconstruction method based on an untrained neural network is proposed to make
a compromise between the image quality and the computational cost. It integrates SPI’s
physical model into a randomly initialized CNN to obtain high-quality reconstruction
images by interacting with the imaging physics process during network optimization,
which allows a low time-consumption in data preparation and image reconstruction [53].
The reconstruction process of the proposed method is shown in Figure 2a. Specifically,
given a randomly initialized CNN Rθ(z) (where θ ∈ Θ is the deviation parameter of the
network and z is the input image of the network), a function space is also defined (for
each argument θ, there is a function in the function space corresponding to it). Assuming
that the image we are looking for is in this space, we can get the image by looking for a
reasonable θ∗. The output of the network is given by the following equation [48]

Õ = Rθ(z), (4)
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where z is the fuzzy reconstruction image obtained by CS. When the network output Õ
passes through the imaging model defined in Equation (2), a 1D bucket signal estimated
by the network is obtained that is ỹlk = HkRθ(z). It is worth noting that ỹlk also uses

the iterative differential instead of the original value, which is ỹ
′t
lk = ỹ

′t−1
lk −

〈
ỹ
′ t−1
lk

〉
〈Ik〉

Ik.
The optimization process of the network can be defined as [50,59]

Rθ∗ = arg min
θ

∥∥∥ỹ
′t
lk − y

′t
lk

∥∥∥2
+ ξT[Rθ(z)], (5)

where ξT[Rθ(z)] is the total variation (TV) regularization constraint term. It is usually

used to improve the quality of the reconstruction images.
∥∥∥ỹ
′t
lk − y

′t
lk

∥∥∥2
represents the mean

square error between the measured bucket signals and the estimated ones by the network,
which is also the loss of the network. What we need to do next is to choose a reasonable
optimizer to update the weights and bias parameters of the network, as well as obtain
the best reconstruction results, which is achieved by ending the network optimization
early. Figure 2b shows the change of loss in the process from 1 to 1000 iteration steps of
the network. The corresponding reconstruction images are shown in Figure 2c. One can
clearly see that the reconstruction effect of the network is the best when the iteration is
about 200 times.

Figure 2. Schematic diagram of network operation. (a) The reconstruction image process overview of
the proposed method. The measured ylk and Hk can be used to obtain low-quality reconstruction
results, which are then used as the input of the neural network. At the same time, the differential value
y
′t
lk of the ylk is also input into the neural network. The output of the neural network is multiplied

with Hk to obtain the estimated bucket signals by the network. Then we obtain its differential value
ỹ
′t
lk and measure the MSE between y

′t
lk and ỹ

′t
lk as the loss function to optimize the weight θ of the

neural network. (b) Loss value along with the iterative steps from 1 to 1000. (c) The corresponding
reconstruction images of these steps (display every 100 times).

2.4. Network Architecture

In our method, a pure CNN of U-net [60] is used. The simplified structure of the neural
network is shown in Figure 3. It consists of two main paths. The first is the encoder path
(left side) which has the repeated application of two convolution blocks (5× 5 convolution
(stride 1) + batch normalization + leaky ReLU) and a 2× 2 max pooling operation with
stride 2 for downsampling. Second is the decoder path (right side) has an up-convolution
block (5× 5 de-convolution (stride 2) + batch normalization + leaky ReLU) that halves the
number of feature channels, and a concatenation with the corresponding feature map from
the encoder path, and two convolution blocks. The network takes the degraded model of
the object as its input, and outputs estimated high-quality reconstruction results. Sigmoid
is used for the activation functions in the output layer. The loss function is the mean square
error (MSE), and the Adam optimizer is adopted to optimize the weights and biases of the
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network with the default learning rate of 0.05 [50,60]. Note that the proposed algorithm
was implemented in Python using a computer with an AMD CPU R5-5600H, 16 GB RAM.
For an image of an object with a size of 64× 64 pixels, it is estimated that it only needs
about 46 s to reconstruct a feasible result when SR is set to 12.5%.

Figure 3. Diagram of neural network architecture.

3. Results and Discussion

To demonstrate the effectiveness of our proposed method, a multispectral imaging
experiment for a common third-order Rubik’s cube (with the RGB color distribution).
Figure 4a is first demonstrated in the frameworks of SPI by removing the monochromator.
The light source in Figure 1 was reset to be suitable for illuminating a reflecting object and
an interference filter with a 10 nm bandwidth was inserted after, as shown in Figure 4b,
where three interference filters with the central wavelengths of 440 nm, 532 nm, and 650 nm
were selected, respectively, corresponding to the RGB channels. It should be noted that the
number t of iterations of the differential bucket signals was chosen as 3, and the number of
the network optimization (the standard of early stopping) was set as 200. For comparison,
one of the well-used CS reconstruction algorithms in SPI was used, which is the famous
total variation augmented Lagrangian alternating direction algorithm (TVAL3). Using
three different colors of light, the images with the size of 64× 64 pixels are reconstructed
by TVAL3 at the SR of 6.25%, 25%, and 50%, respectively, which are depicted in Figure 4c.
For the proposed method based on the untrained neural network, the images in Figure 4d
are recovered in the same conditions. It can be seen that our method can capture clearer
images of the Rubik’s cube and distinguish more of its details under different spectral bands
and different SRs. Especially the images reconstructed by TVAL3 have lost some features
and details of the Rubik’s cube at the ultra-low SR of 6.25%, while those reconstructed by
the untrained neural network-based method are still clear enough to recognize most details.
Even when SR was increased to 50%, TVAL3 alone could not fully recover the details of
the Rubik’s cube, such as the curved edge contour of each unit of the cube. More details
are shown in Figure 4e, which are the enlargements of the images in the yellow dotted box
of Figure 4c,d at the SR of 50%.

To further qualify the performance of our method, some comparisons between the
details of the reconstruction images by two methods were made, where cross sections
(see the white dotted line in Figure 4) of the reconstruction images at the SR of 50% in
Figure 4c,d are examined and plotted in Figure 4f. In these cross-sections, two groups of
particular pixels ¬ and ­ are selected which correspond to the points with the maximum
gray value in the region at the two upper and lower edges of the Rubik’s cube. In Figure 4f,
two groups of particular pixels of the images that are reconstructed by the three colours of
light are labelled and connected by the green dotted lines, respectively. It can be clearly seen
that the white edge features of the Rubik’s cube in the images reconstructed by the proposed
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method can well be retained for all the three colours of light, while the upper edge features
of the cube reconstructed by the TVAL3 in the 650 nm red light even almost completely
disappear. Meanwhile, as the wavelength increases in Figure 4f, an obvious phenomenon
appears that the corresponding pixel points in group ¬ move to the left (see the left green
dotted line), which is because of the existence of longitudinal chromatism at the upper edge
in the experiments. Fortunately, the very recently-proposed chromatic-aberration-corrected
single-pixel HSI can solve this problem very well [61].

Figure 4. Multispectral imaging of a third-order Rubik’s cube with RGB color distribution. The size
of the reconstruction images is 64× 64 pixels. (a) The object. (b) A setting suitable for the reflecting
object. (c,d) Reconstruction spectral images with central wavelengths of 440 nm, 532 nm, and 650 nm
at the SR of 6.25%, 25%, and 50% by TVAL3 and the proposed method, respectively. (e) Enlargements
of the images in the yellow dotted box of (c,d) at the SR of 50%. (f) The intensity profiles across the
white dotted line in the reconstruction images at the SR of 50% in (c,d) vs. pixel number for different
spectra bands. We select two groups of particular pixels ¬ and ­, which are connected across the
spectral bands with the green dotted lines.

An unavoidable fact in the above experiments is that the reconstruction images by the
red light are not as good as those at the other two wavelengths, because the red light has the
weakest intensity. Considering this, a transmissive object of a USAF1951 resolution plate
was selected as a target scene in the following single-pixel HSI experiments of Figure 1.
The spectral range of imaging is set to 432–680 nm according to the spectrum range of
light source and divided into 32 different bands with a step of about 8 nm. The size of the
Hadamard basis is 32× 32 pixels and the rest of the parameters settings are the same as those
in the above experiment. We first recovered target images of different spectral channels
with an SR of 100% through the TVAL3, shown in Figure 5a. Overall, as expected, TVAL3
shows strong performance at an SR of 100%, achieving good results in the reconstruction
of most spectral channels. However, TVAL3 faces significant challenges in reconstructing
images at lower SR. At the same time, the proposed method shows excellent performance.
The specific reconstruction results are shown in Figure 5 by comparison, where Figure 5b,c
depict the target images of different spectral channels reconstructed by TVAL3 and the
proposed method under different SR, respectively. A naked-eye evaluation shows that the
quality of reconstruction images obtained by both methods decreases with the decrease
of the SR. However, compared with TVAL3, the proposed method has a higher image
quality and contrast. Specifically, the TVAL3 only obtains very vague reconstruction at
an SR of 25%, with three vertical slits almost indistinguishable. In contrast, one can see
that the proposed method obtains images with better vertical slit features as well as fewer
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artifacts under each spectral channel, which can be clearly seen from the background of
the reconstruction images. In particular, TVAL3 fails at the SR of 12.5%, as evidenced by
the inability to obtain detailed features of the object. By contrast, the proposed method
is robust in most spectral channel image reconstruction and can reconstruct more of the
details. It should be noted that the proposed method is based on untrained neural networks,
so it does not require a large number of datasets and a large amount of time to train the
neural networks.

Figure 5. The reconstructed 32 spectral bands hyperspectral images for a unit component of a
USAF1951 resolution plate. Spectrum range is from 432 to 680 nm and the image size is 32× 32 pixels.
The reconstruction images using TVAL3 at the SR of (a) 100% and the ones using TVAL3 and the
proposed method at the SR of (b) 25% and (c) 12.5%, respectively.

More quantitative analysis results are shown in Figure 6. Two particular pixels are
selected along the red dotted line (as shown in Figure 6a) for the reconstruction images
obtained by the two methods at different SR and wavelengths, respectively. The pixel
¬ represents the light transmission part of the resolution plate (i.e., the intensity is 1),
while the pixel ­ represents the light, not transmission, part of the resolution plate, and its
intensity is 0. Therefore, a simple way to measure the quality of the reconstruction image is
to compare the difference between the intensity obtained by each method and the real at the
two pixels. The specific comparison results are shown in Figure 6b (corresponding pixel ¬)
and Figure 6c (corresponding pixel ­), where the normalized intensity is used as a function
of wavelength and SR. The black curve and the red one represent the results of TVAL3
at the SR of 12.5% and 25%, respectively. The blue curve and the green one represent the
reconstruction results of the proposed method under the same conditions. It is not difficult
to find that at the pixel ¬, the value obtained by the proposed method at the ultra-low
SR of 12.5% is better than that obtained by TVAL3 at any SR, which can be seen from the
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fact that the blue and green curves are above the other two curves. However, when the
SR is 25%, the reconstruction results obtained by the proposed method at any wavelength
are almost the same as the real ones. At the pixel ­, although the results obtained by the
proposed method at some wavelengths are higher than those obtained by TVAL3 under
the same conditions, the reconstruction results at other wavelengths are still closer to the
real values, showing robust reconstruction performance.

Figure 6. Quantitative analysis results of the hyperspectral imaging. (a) Two particular pixels posi-
tions are selected along the red dotted line for the reconstruction images obtained by the two methods
at different SR and wavelengths, respectively. (b,c) The results of the two methods obtained at differ-
ent wavelengths and SR in the pixels ¬ and ­, respectively. The black, red, blue, and green curves
represent the results of TVAL3 and the proposed method at the SR of 12.5% and 25%, respectively.

4. Conclusions

In conclusion, we have proposed and demonstrated a new single-pixel HSI scheme
based on untrained CNN. Rather than using spectrometers or array detectors as usual, only
a grating monochromator and an SPD are used for each spectral channel’s bucket detection.
Such a setup allows it to have a lower cost, and wider spectral detection range though it
is more time consuming. In the HSI experiments demonstrated, the proposed method is
validated with an SR of 12.5% of the Nyquist sampling limit, and the image quality across a
wide spectral range of 432–680 nm is much better than that by the commonly used TVAL3,
which receives benefits from the strong denoising performance of the DIP-based untrained
neural network and DGI. Therefore, our scheme can be used to reduce the amount of
data needed to obtain high-quality images in microscopy, remote sensing, and satellite
applications, as well as SPI applications.

In addition, it should be noted that although the untrained neural network method
greatly saves the time previously used for network training, it still takes more time to
obtain feasible results than the commonly used CS-based algorithm. Some feasible ways
to improve the computational efficiency of this scheme include designing better neural
network architecture, adopting better initialization strategy and learning rate, and the
employment of a better computing platform. Another practical problem is that this method
of combining specific imaging physical processes with an untrained neural network to
obtain object reconstruction images requires accurate imaging models, which are extremely
challenging tasks in some fields. Therefore, using this image reconstruction strategy in
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a complex environment will be a problem to be solved in the future. Last but not least,
the proposed method only demonstrates the ability to reconstruct images of single spectral
channels in each wavelength SPI, which actually is not the most time-efficient. In fact,
several recent works [7,62] have reported more time-saving single-pixel HSI schemes,
which allow reconstructing target images of multiple spectral channels from single data
collected by the SPD. It is believed that the proposed method can perfectly fit these schemes,
which benefits from an SPI’s accurate imaging physical model.
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