
 

 
 

 

 
Photonics 2024, 11, 1108. https://doi.org/10.3390/photonics11121108 www.mdpi.com/journal/photonics 

Communication 

Prediction of Power Fluctuations of Gaussian Beams After 

Transmission Through Turbulent Atmosphere 

Zhihao Wan 1, Jiayi Zhu 1, Cheng Huang 1, Zhimin He 1, Jun Zeng 1, Fuchang Chen 1, Chaoqun Yu 1, Yan Li 1,  

Huanting Chen 1, Yongtao Zhang 1, Jixiong Pu 1,2,3 and Huichuan Lin 1,* 

1 Key Laboratory of Light Field Manipulation and System Integration Applications in Fujian Province,  

College of Physics and Information Engineering, Minnan Normal University, Zhangzhou 363000, China; 

wzh2023@mnnu.edu.cn (Z.W.); zjy2022@mnnu.edu.cn (J.Z.); hc0223@mnnu.edu.cn (C.H.); 

hzm0191@mnnu.edu.cn (Z.H.); zj1838@mnnu.edu.cn (J.Z.); cfc1614@mnnu.edu.cn (F.C.); 

ycq1650@mnnu.edu.cn (C.Y.); ly1734@mnnu.edu.cn (Y.L.); cht1521@mnnu.edu.cn (H.C.);  

yongtaozhang@mnnu.edu.cn (Y.Z.); jixiong@hqu.edu.cn (J.P.) 

2 Fujian Provincial Key Laboratory of Light Propagation and Transformation, College of Information Science 

& Engineering, Huaqiao University, Xiamen 361021, China 

3 Dongguan Guangda Intelligent Technology Co., Ltd., Dongguan 523808, China 

* Correspondence: lhc1810@mnnu.edu.cn; Tel.: +86-18876330655 

Abstract: As laser beams propagate through free space, power fluctuation occurs due to atmos-

pheric turbulence, which significantly increases the bit error rate of free-space optical communica-

tion. If the precise prediction of power fluctuations can be achieved, it will be of great benefit for 

improving communication efficiency. To achieve this goal, this paper proposes a novel Time Series 

Long Short-Term Memory Fully Connected Processing Network (TSLSTMFCPN), which consists of 

two long short-term memory (LSTM) network layers and a fully connected layer, for predicting the 

power fluctuations of laser beams caused by atmospheric turbulence. The experimental results show 

that the mean absolute percentage error of the TSLSTMFCPN in predicting laser power fluctuations 

is only 1.2%. This result indicates that this model can accurately predict the laser power fluctuations 

caused by atmospheric turbulence. Our results are expected to be applied in free-space optical com-

munication systems and imaging laser radar system. 

Keywords: atmosphere turbulence; laser propagation; power prediction; long short-term memory 

(LSTM) network 

 

1. Introduction 

Due to the combined effects of various natural factors, such as pressure differences, 

temperature changes, wind shear, and more, a unique optical turbulence field is formed 

at the Earth’s surface. When a light beam traverses this turbulence field, refraction and 

scattering occur due to the uneven distribution of the air refractive index, a phenomenon 

known as the atmospheric turbulence effect [1–3]. This effect significantly disrupts the 

photoelectric systems within the Earth’s atmosphere, including laser communication sys-

tems, target detection equipment, and astronomical observation devices [4–9]. Specifi-

cally, in applications like remote sensing and long-distance imaging, atmospheric turbu-

lence significantly degrades image quality, resulting in optical distortions and blurring 

[10,11]. Especially in the field of free-space optical communication, the random fluctua-

tions in laser power induced by atmospheric turbulence directly elevate the bit error rate 

during the communication process, adversely affecting the reliability and efficiency of in-

formation transmission [12,13]. In situations where the impact of atmospheric turbulence 

on laser beam propagation cannot be completely avoided, the ability to accurately predict 

the fluctuations in laser power caused by atmospheric turbulence, even if only for short-
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term fluctuations, would be of paramount importance for enhancing the stability and per-

formance of free-space optical communication. For instance, if the range of power fluctu-

ations can be accurately predicted, a precise evaluation of the error rate of free-space op-

tical communication systems can be obtained. As is well known, the intensity of atmos-

pheric turbulence is closely dependent on meteorological conditions, and this intensity 

directly determines the amplitude of power fluctuations in laser beams propagated 

through the atmosphere [14–16]. Given the relatively straightforward and feasible acqui-

sition of meteorological data, investigating how to utilize these routine meteorological 

data to predict laser power fluctuations undoubtedly represents a research topic of great 

significance. 

Apart from being influenced by meteorological data such as temperature, pressure, 

and humidity, the effect of atmospheric turbulence on laser beams is also significantly 

constrained by the wavelength and mode of the beams themselves [17–19]. As a result, a 

complex nonlinear relationship exists between fluctuations in laser power and meteoro-

logical conditions, which renders research on optical turbulence based on traditional 

physical models often unsatisfactory [20–23]. In the past few years, the rapid development 

of artificial intelligence and computing power has enabled deep learning to be widely ap-

plied in various fields. For instance, in 2016, Wang et al. pioneered the introduction of 

artificial neural networks at the Mauna Kea Observatories, conducting a month-long 

study on estimating atmospheric optical turbulence intensity, thereby opening a new 

chapter in this field [24]. Subsequently, in 2017, Lv et al. collected three key meteorological 

parameters—temperature, wind speed, and relative humidity—over four consecutive 

days in Sanya, and leveraged a Back-Propagation Neural Network (BPNN) to accurately 

estimate the atmospheric refractive index structure constant (e.g., 
2

nC  ) [25]. Following 

this, Chen et al. further innovated by integrating neural networks with a Genetic Algo-

rithm (GA) to optimize and upgrade the neural network models of Wang and Lv, ulti-

mately achieving effective prediction of 
2

nC  using actual meteorological observation data 

from the northwest plateau of China [26]. These research achievements demonstrate the 

remarkable feasibility and potential of deep learning methods in establishing complex 

nonlinear relationships between meteorological data and atmospheric turbulence inten-

sity. Based on this, to achieve the accurate prediction of power fluctuations in laser beams 

propagating through a turbulent atmosphere with the aid of meteorological parameters, 

this study designs and constructs a model named the Time Series Long Short-Term 

Memory Fully Connected Processing Network (TSLSTMFCPN). This model, meticulously 

constructed with two LSTM layers and a fully connected layer, aims to deeply mine infor-

mation from measured meteorological data, thereby enabling the precise prediction of 

power fluctuations in laser beams propagating through a turbulent atmosphere. 

2. Data Acquisition and Processing 

Data represent the foundation of deep learning, and data preprocessing is an indis-

pensable prerequisite step in building efficient machine learning models. In order to train 

a model with excellent performance, the data used must fully reflect the essential charac-

teristics of the problem to be modeled. Meanwhile, the testing set should have a certain 

degree of representative consistency with the training set to ensure the model’s generali-

zation ability on unseen data. The first step of our research was to obtain adequate and 

appropriate data to form data sets for training, validating and testing the neural network 

model proposed. 

To initially validate the concept, a turbulence pool simulating a turbulent atmosphere 

was constructed in the laboratory, in which some meteorological parameters can be arti-

ficially controlled. A hot plate in the turbulence pool is used to heat the air above it so that 

a simulated atmospheric turbulence layer is formed above the hot plate, the intensity of 

which can be effectively controlled by adjusting the temperature of the hot plate. The air 
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in the turbulence pool can be heated up to temperatures well above the atmospheric tem-

perature of natural environments so that a wider range of turbulence intensity can be ob-

tained. Other meteorological data that were collected during the turbulence pool experi-

ment included ambient illuminance, wind speed, and atmospheric pressure, which re-

mained nearly constant during the experimental process. The setup of the turbulence pool 

experiment is illustrated schematically in Figure 1. A laser beam is expanded and then 

travels through the simulated atmospheric turbulence in the turbulence pool. An optical 

power meter and meteorological detection sensors are connected to a computer to meas-

ure and record the output laser power and meteorological data in the turbulence pool 

simultaneously at fixed intervals (time steps). The meteorological data collected include 

temperature, atmospheric pressure, humidity, wind speed, and illuminance along the la-

ser transmission path. The laser employed is a helium–neon laser, which outputs a Gauss-

ian beam in the fundamental mode. Note that the laser beam is simply expanded without 

any further modulation of the wave-front phase or polarization, so the beam propagating 

through the turbulence pool is a Gaussian beam in the fundamental mode. 

 

Figure 1. Diagram of simulated turbulence experimental setup. OBJ: objective; MDS: meteorological 

detection sensors; PR: photocurrent receiver. 

As described above, the atmospheric turbulence in this experiment was simulated in 

a laboratory setting, and its intensity actually depends merely on the temperature of the 

hot plate, which directly determines the air temperature along the laser propagation path. 

In addition, the measured meteorological data showed that the ambient illumination, air 

pressure, and wind speed in the turbulent pool remained almost constant, but the humid-

ity of the air along the propagation path of the laser beam was significantly different at 

different hot plate temperatures. The temporal fluctuations of the output laser power at 

different air temperatures are plotted in Figure 2. Comparing the power fluctuations at 

different air temperatures, it can be clearly observed that the amplitude of the laser’s 

power fluctuation increases significantly with an increase in the temperature of the air in 

the laser’s transmission path. This reflects that with the elevation of the hot plate temper-

ature, the intensity of the turbulence above the hot plate is remarkably strengthened due 

to deeper air convection. 
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Figure 2. Fluctuations in laser power at different temperatures. T: air temperature of the turbulence 

pool; H: air humidity of the turbulence pool. 

The ultimate goal of the proposed approach is that it can be used in real-world ap-

plications, especially in outdoor applications, so the data acquisition experiment was then 

moved from the laboratory to outdoors. The outdoor data acquisition setup was similar 

to that in the laboratory. As shown in Figure 3, the helium–neon laser was placed on the 

fifth floor of the Science and Technology Building of Minnan Normal University, and the 

data acquisition instrument was installed on the fifth floor of the Dali Building. A minia-

ture meteorological station was set up in the transmission path of the laser for the simul-

taneous acquisition of meteorological data, including atmospheric temperature, atmos-

pheric pressure, atmospheric humidity, wind speed, and ambient illuminance, at fixed 

intervals. The experiment was conducted at night to minimize the impact of ambient light 

on the measurements. 

 

Figure 3. The data acquisition setup in the outdoor experiments. (a) A schematic diagram of the 

experimental optical path. (b) An actual photograph of the experimental optical path. The length of 

the optical link is 200 m, and the beam waist radius of the emitted Gaussian beam is 5 mm. 

Before being used for the training of the neural network model and the prediction of 

laser power fluctuation, all the collected data were first pre-processed. A sliding window 

algorithm was used to segment the laser power data and meteorological data into groups, 

each of which contained the laser power and the meteorological parameters collected in 

one acquisition step. Taking each group of the above data as the input and the laser power 

collected at the next acquisition step as the output, an input–output data pair was formed, 

through which a data set was finally established. The data being input into the neural 

network model were actually a two-dimensional array, each row of which contained the 

results of one data acquisition step (one time step) and whose columns indicated the pa-

rameters being acquired (number of features). The inputs of batch size, time step length, 

and output dimension were also required for the LSTM model, which are specified in this 

study as 32, 32 and 8, respectively. These values signify that the model takes 32 data 

groups coming from 32 consecutive time steps into a batch as a single input, and then 

predicts the laser power of the 8 time steps following those 32 time steps. The data seg-

mentation and prediction method are illustrated in Figure 4. In addition, the numerical 

ranges of different features in a data set may vary significantly, which may lead the neural 

network model to exhibit bias towards features with larger numerical ranges during train-

ing, thereby degrading the model’s performance. Normalization of the data in the data set 

is a typical solution to this problem. In this study, a min–max normalization method was 

utilized, which computes the minimum and maximum values for each feature and then 

maps the value of each data point to the interval [0,1], ensuring that the model treats all 

features equally during training. The min–max normalization method is expressed as fol-

lows: 
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Figure 4. Sliding window algorithm diagram. 

After completing the data preprocessing, the data set used for training was inputted 

into the TSLSTMFCPN. After the training was completed, the TSLSTMFCPN was utilized 

to predict the laser power fluctuation. 

3. Construction of the TSLSTMFCPN 

Predicting laser power fluctuation caused by turbulence is essentially a process of 

processing time-series data, which utilizes memory mechanisms and prior information to 

effectively process sequence data of arbitrary length. The most commonly used network 

architecture for time-series data prediction is the Recurrent Neural Network (RNN), as 

shown in Figure 5a. The chained structure of RNNs comprises repeating modules, which 

enables them to retain and utilize prior information. For instance, let xt represent the input 

value at time t, and ht−1 be the hidden state obtained after learning from the previous mo-

ment. The prediction of xt+1 at the next moment depends on the value of ht at the current 

moment. The updating of the previous layer involves multiple arithmetic product opera-

tions, which usually leads to gradient vanishing (gradients approaching zero) or gradient 

explosion (gradients growing exponentially) in the learning process of the RNN. To ad-

dress this issue, an LSTM (Long Short-Term Memory) architecture was adopted in this 

study, which is shown in Figure 5b. The fundamental structure of an LSTM unit comprises 

a forget gate, an input gate, and an output gate. By utilizing these gates to either remove 

information from or add information to the cell state, it can mitigate the issues of vanish-

ing or exploding gradients that arise in RNNs. An LSTM unit updates six parameters dur-

ing each iteration, with the specific algorithm detailed as follows: 

Step 1: The forget gate decides what information should be discarded or forgotten by 

the cell state. This is decided based on the previous hidden state 1th − , the current input 

tx , the learnable weights Wxf, Whf, and the biases fb , as expressed by 

)( 1 fthftxft bhWxWf ++= −  (2) 

The 𝜎 curve maps values between 0 and 1, in which 1 represents the prior infor-

mation being completely retained, and 0 represents the prior information being com-

pletely forgotten. 

( )
( )

1

1 exp
x

x
 =

+ −
 (3) 

Step 2: The input gate determines what information is to be stored in the cell unit, 

which involves two main components. The first one utilizes the σ  function to decide 
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which data need to be updated, and the second one employs the tanh function to create a 

temporary cell state tC  for the new candidate values. 

( )1t xi t hi t ii W x W h b −= + +  (4) 

1tanh( )t cC x t hc t cW x W h b−= + +  (5) 

Once the memories that need to be forgotten and those that need to be added are 

determined, the old cell state 1tC −  can be updated to the new cell state tC . 

Step 3: The updated cell state tC  is combined with the output gate to  to calculate 

the new hidden state. 

( )1t ox t ho t oo W x W h b −= + +  (6) 

( )tanht t th o C=   (7) 

In Equations (6) and (7), the operator   represents an element-wise product, 
oxW  

and 
hoW  are the weight matrices, and ob  is the bias vector. 

In order to improve the performance of the entire model, two LSTM layers are 

stacked and followed by a fully connected layer to output multiple predictions in chron-

ological order. As shown in Figure 6, the Time Series Long Short-Term Memory Fully 

Connected Processing Network (TSLSTMFCPN) architecture consists of two LSTM layers 

and a fully connected layer. In each time step of data acquisition, five meteorological pa-

rameters, including temperature, humidity, wind speed, atmospheric pressure, and am-

bient illuminance, are measured and stored simultaneously. The data from 32 consecutive 

time steps are grouped into a batch as a single input for the model. Then, the 

TSLSTMFCPN outputs eight values of laser power predictions for the 8 time steps that 

just followed the previous 32 time steps of the input. 

 

Figure 5. (a) Schematic of RNN chain structure; (b) schematic of LSTM unit structure. 
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Figure 6. Schematic of TSLSTMFCPN architecture. 

For the training of the TSLSTMFCPN, a Root-Mean-Square Error (RMSE) function is 

used as the loss function, which is defined by 

2

1

1
RMSE

N

i i

i

y y
N =

= −  (8) 

In Equation (8), yi represents the measured value at time i, and iy  represents the 

predicted value at time i. In order to minimize the training error while avoiding the oc-

currence of local minimum points, an Adam optimizer was utilized, which has an adap-

tive learning rate for back-propagation. Meanwhile, normalization was applied to the data 

of laser power and meteorological parameters for data preprocessing, and L2 regulariza-

tion was applied to the TSLSTMFCPN to reduce overfitting. Figure 7 illustrates the pre-

diction error rates of the TSLSTMFCPN after being trained for different rounds of training 

epoch (training iteration), in which (a) was obtained using the data collected in the turbu-

lence pool experiment and (b) in the outdoor experiment. From both curves, it can be seen 

clearly that the model’s prediction error decreases with an increase in training epoch, and 

remains constant as the training epoch reaches about 30 rounds. 

 

Figure 7. Prediction error rate of TSLSTMFCPN vs. rounds of training epoch (a) using data collected 

in turbulence pool experiment and (b) using data collected in outdoor experiment. 

4. Prediction Results and Discussion 

The performance of the TSLSTMFCPN in the prediction of laser power fluctuation 

caused by atmospheric turbulence was initially inspected using the data collected in the 

turbulence pool experiment. The training epoch and the initial learning rate were set to 50 

and 0.01, respectively. A staircase learning rate decaying strategy was adopted, in which 

the learning rate is reduced to 0.1 times its previous value in each training epoch, and the 

beta parameter in the Adam optimizer was set to the default value (0.9, 0.999). The 

TSLSTMFCPN employs the Root-Mean-Square Error (RMSE) as the loss function and 
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adopts Adam as the optimization strategy. The Adam optimizer boasts computational ef-

ficiency, low memory requirements, and applicability to large-scale data and parameters. 

Additionally, its adaptive learning rate adjustment mechanism can significantly enhance 

training efficiency. This aids us in rapidly converging to optimal network parameters, 

thereby improving the network’s prediction accuracy. Moreover, two benchmarks, the 

mean absolute error (MAE) and the mean absolute percentage error (MAPE), were used 

to evaluate the performance of the TSLSTMFCPN in predicting the laser power fluctuation 

caused by atmospheric turbulence, which give a quantitative indication of the difference 

between the predicted and measured values. The MAE and MAPE are defined as 

2

1

1
MAE

N

i i

i

y y
N =

= −  (9) 

and 

2

1

100%
MAPE

N
i i

i i

y y

N y=

−
=  , (10) 

where yi represents the measured value at time i, and iy  represents the predicted value 

at time i. If the predicted value given by a neural network model perfectly matches the 

measured value, the MAE equals 0, indicating an ideal model capable of accurate predic-

tion. The MAPE is the mean absolute error obtained by the normalized error of each point, 

which can effectively mitigate the effect of individual outliers on the overall absolute er-

ror. A lower percentage value of the MAPE signifies higher prediction accuracy of a neural 

network model. 

As mentioned previously, the laser power and the meteorological parameters, in-

cluding atmospheric temperature, atmospheric pressure, humidity, wind speed, and am-

bient illuminance, were acquired simultaneously in the turbulence pool experiment. The 

data collected by the experiment were divided into a training set, a verification set, and a 

test set according to proportions of 85%, 10%, and 5%. The data of laser power and mete-

orological parameters were used as the input and the laser power as the output for the 

training of the TSLSTMFCPN. Once the trained model was fed with new input data, mul-

tiple predicted laser power values for the subsequent time steps were output. Figure 8a 

illustrates a comparison between the measured laser power values and those predicted by 

the TSLSTMFCPN using the data obtained in the turbulence pool experiment. It can be 

seen that the profile of the laser power values predicted by the model matches well with 

the measured one. The MAE and MAPE were calculated as 0.0598 milliwatt and 0.3%, 

respectively. These results demonstrate that the TSLSTMFCPN is able to accurately pre-

dict laser power fluctuations caused by atmospheric turbulence. Note that the measured 

ambient illuminance and wind speed remained almost constant in the turbulence pool 

experiment. In other words, these two meteorological parameters do not contribute to the 

laser power fluctuation. Then, they were removed from the input data for the network 

training and prediction, that is, the new input data included laser power, temperature, 

humidity, and pressure, and the results of the prediction are illustrated in Figure 8b. By 

comparing Figure 8a and Figure 8b, it can be observed that the prediction accuracy of the 

TSLSTMFCPN is further improved when the data unrelated to the laser power fluctuation 

are excluded from the input data for network training and prediction, in which the MAE 

decreases from 0.0598 milliwatt to 0.0583 milliwatt. 
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Figure 8. Laser power measured and predicted by TSLSTMFCPN using data obtained in turbulence 

pool experiment (a) using all collected meteorological parameters as model input and (b) using me-

teorological parameters of temperature and humidity only as model input. 

Turbulence in outdoor natural environments is far more complex than the artificial 

turbulence in a turbulence pool, and thus, the laser power fluctuation they cause is far 

more difficult to predict. To examine the performance of the TSLSTMFCPN in the predic-

tion of laser power fluctuations in natural environments, data collected in the outdoor 

experiment were used for the neural network model training and laser power prediction. 

The outdoor meteorological parameters collected included atmospheric temperature, at-

mospheric pressure, humidity, ambient illuminance, wind speed, and wind direction. 

These meteorological data and simultaneously collected laser power data were also pre-

processed and prepared according to the procedure described in Section 2, and then used 

to train the TSLSTMFCPN. Once the model training was complete, new data were fed to 

the model to produce predictions of the laser power for subsequent time steps. The pre-

diction results are shown in Figure 9a along with the measured laser power. Comparing 

the predicted values with the measured values, it could be concluded that the trained 

TSLSTMFCPN is capable of making accurate predictions of future laser power fluctua-

tions based on the available laser power data and meteorological data. An MAE value of 

0.0121 milliwatt and an MAPE of 1.3% were achieved. It was also observed from the col-

lected outdoor meteorological data that two parameters of atmospheric pressure and am-

bient illuminance varied little in their values. After the data for these two parameters were 

excluded from the input data, the training of the model and the prediction of the laser 

power were performed again, and the results obtained are presented in Figure 9b. Com-

pared with the prediction results shown in Figure 9a, the accuracy of the prediction was 

improved to a certain extent after this operation, whereby the MAE dropped from 0.0121 

milliwatt to 0.0111 milliwatt and the MAPE from 1.3% to 1.2%. 

  

Figure 9. Laser power measured and predicted by TSLSTMFCPN using data obtained in outdoor 

experiment (a) using all collected meteorological parameters as model input and (b) using meteor-

ological parameters excluding atmospheric pressure and ambient illuminance as model input. 

5. Conclusions 
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A novel Time Series Long Short-Term Memory Fully Connected Processing Network 

(TSLSTMFCPN) is proposed to predict future laser power fluctuations caused by atmos-

pheric turbulence based on measured laser power and meteorological parameters. This 

neural network model is composed of two long short-term memory (LSTM) network lay-

ers and a fully connected layer. The power of a laser beam traveling through atmospheric 

turbulence and some meteorological parameters were collected simultaneously in time 

steps to form time-series data, which serve as the input to the model, and the laser power 

of the subsequent time steps was the output for model training. We found that the suc-

cessfully trained TSLSTMFCPN is able to predict future laser power fluctuations based on 

current measurements of laser power and meteorological parameters. The experimental 

results indicate that a high accuracy with a mean absolute percentage error as low as 1.2% 

in prediction was achieved by the TSLSTMFCPN. The results presented in this paper hold 

promising application prospects in various fields, including free-space optical communi-

cation and imaging laser radar system. 
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