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Abstract: Dorsal hand vein recognition, with unique stable and reliable advantages, has attracted
considerable attention from numerous researchers. In this case, the dorsal hand vein images captured
by the means of transmission infrared imaging are clearer than those collected by other infrared
methods, enabling it to be more suitable for the biometric applications. However, less attention is paid
to individual age estimation based on dorsal hand veins. To this end, this paper proposes an efficient
dorsal hand vein age estimation model using a deep neural network with attention mechanisms.
Specifically, a convolutional neural network (CNN) is developed to extract the expressive features
for age estimation. Simultaneously, another deep residual network is leveraged to strengthen the
representation ability on subtle dorsal vein textures. Moreover, variable activation functions and
pooling layers are integrated into the respective streams to enhance the nonlinearity modeling of
the dual-stream model. Finally, a dynamic attention mechanism module is embedded into the dual-
stream network to achieve multi-modal collaborative enhancement, guiding the model to concentrate
on salient age-specific features. To evaluate the performance of dorsal hand vein age estimation,
this work collects dorsal hand vein images using the transmission near-infrared spectrum from
300 individuals across various age groups. The experimental results show that the dual-stream
enhanced network with the attention mechanism significantly improves the accuracy of dorsal hand
vein age estimation in comparison with other deep learning approaches, indicating the potential
of using near-infrared dorsal hand vein imaging and deep learning technology for efficient human
age estimation.

Keywords: transmission near-infrared; attention mechanism; dorsal hand vein; age estimation; the
dual-stream enhanced network with attention mechanism (DSEANET)

1. Introduction

Automatic age estimation, which estimates individual ages based on facial images, is
a highly regarded topic in pattern recognition, machine learning, and computer vision [1].
In 1994, Kwon et al. published early research on age classification theory and practical
methods for facial images based on craniofacial features and skin wrinkle analysis [1].
By 2002, Lantis et al. [2] used learning-based age transformation features to explain the
impact of age on facial appearance, indicating that reliable and accurate age estimation
can be performed on facial images. Subsequently, with the establishment of numerous
age recognition-related datasets, researchers have conducted more extensive and in-depth
research on age estimation [3].

Early physiological age estimation methods used traditional machine learning algo-
rithms and can be generally divided into two stages. The first stage involved manually
extracting age-related features, and the second procedure employed the extracted features
to optimize the age estimation model through various algorithms to accomplish classifi-
cation and estimation tasks. With the advancement of deep learning technology, some
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works have gradually applied deep learning to facial age estimation, achieving encouraging
performance. Especially when the training samples are large enough, the performance of
convolution neural network (CNN) models becomes more excellent. It can learn diverse
and compact global features, thus strengthening the feature representation ability of the
models. Therefore, it has been successfully applied to face analysis tasks, such as face
detection, face recognition [4], face verification [5], and demographic estimation [6]. Fol-
lowing this principle, Niu et al. [7] developed an end-to-end facial age estimation model
based on CNNs. Sendik et al. [8] proposed a facial age estimation approach in combina-
tion with CNN and SVR, which has achieved good results on small-scale datasets. Chen
et al. [9] designed an unconstrained age estimation method based on a depth convolutional
neural network (DCNN). Zhang et al. [10] designed a multi-level residual network as an
age estimation model. The DCNN first pre-trains the model on the Image Net dataset
and then optimizes it on the IMDB-WIKI-101 dataset. Tao et al. [11] came up with a new
facial age estimation method based on the deep forest model. Liu H et al. [12] presented a
label-sensitive deep metric learning method for facial age estimation. Taheri S et al. [13]
combined the multi-layer features in a CNN with a series of age-related manual features to
estimate facial age. However, the visible facial imaging usually varies with the ambient
illumination and disguise, which makes facial age estimation extremely challenging.

Fortunately, physiological tissues are responsive to near-infrared light, which typically
ranges between 700 and 1000 nm in wavelength. When the hand is exposed to near-
infrared light of a specific wavelength, the light penetrates the epidermis and enters the
subcutaneous tissue, where it scatters. During the scattering process, the near-infrared
light is significantly absorbed by deoxyhemoglobin in the venous blood, resulting in a dark
shadow at the location of the hand vein when captured by an image sensor, while regions
without veins appear brighter. The absorption of near-infrared light by deoxyhemoglobin
at the vein sites ensures that the veins appear as dark shadows in the captured images,
whereas non-venous areas remain brighter [14]. This unique property of dorsal hand vein
images contributes to their high stability and robust resistance against spoofing attempts.

The distribution of subcutaneous veins varies among individuals, yet this distribu-
tion remains relatively stable over time, making venous patterns reliable physiological
characteristics for personal identity authentication [14]. Based on this finding, reflective
near-infrared methods are commonly used to capture dorsal hand veins. Nevertheless,
the original vein images captured by this method may be very blurry. To address this
issue, Shu et al. designed a transmissive imaging system to more clearly capture the dorsal
hand vein images. They further trained and applied deep residual networks with atten-
tion mechanisms for effective feature representation and recognition of dorsal hand vein
images [15].

Despite the significant advancements in biometric research based on dorsal hand
vein images, most scholars have concentrated on identity recognition, with relatively
little attention given to individual age estimation. However, it is statistically significant
that dorsal hand vein images reveal changes as individuals age. Specifically, younger
individuals tend to have thinner dorsal hand veins, which become thicker and more
pronounced with age. Meanwhile, as people age, their veins become more prominent and
curved. More importantly, unlike the facial images, the dorsal hand veins remain relatively
constant and cannot be easily disguised. In a word, near-infrared dorsal hand vein imagery
presents a promising solution for age estimation.

Currently, the deep learning networks are widely applied in biometric fields and have
shown good performance. For instance, He et al. [16] proposed a deep residual network
construction method based on the residual learning algorithm. Zhu et al. introduced a
convolutional attention module [17], which is used for facial recognition. Lee et al. [18]
designed a lightweight multitasking convolution algorithm to reduce model size. Although
this algorithm has good real-time performance, its accuracy is not satisfactory. Lin et al. [19]
developed the method of data enhancement and improved loss function to solve the
problem of face age and gender prediction under occlusion, but the network structure of
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this algorithm is extremely complex. Wang et al. came up with a facial age estimation
algorithm with a dual-stream enhanced shallow network under unrestricted conditions [20].
Given the strong learning capability of deep models, it is worthwhile to explore suitable
models for dorsal hand vein age estimation. Currently, according to the public literature,
most methods for dorsal hand vein recognition are CNNs or ResNets [21]. Specifically,
Kuzu et al. explored the similarity of vein patterns in the finger vein, palm vein, and dorsal
vein of a person’s left and right hands based on deep learning-based feature [22]. Cimen
et al. developed an advanced and complex fractal technique for extracting features from
the images of hand vessel patterns [23].

Dorsal hand vein age estimation provides an alternative solution besides facial age
estimation. The main motivation of our work is to explore an efficient deep learning
model for dorsal hand vein age prediction equipped with a suitable vein image capturing
system. Specifically, this paper proposes a dorsal hand age estimation system based
on transmission near-infrared and the dual-stream enhancement network with diverse
attention mechanisms, which can effectively extract discriminant age-aware features. The
main contribution of this work indicates the potential of near-infrared dorsal hand vein
imaging and deep learning techniques for efficient human age estimation.

2. Collection and Characteristics of Transmission Near-Infrared Dorsal Hand Vein Images

This study constructs a transmission-based capturing system for collecting near-
infrared dorsal hand vein images, as shown in Figure 1 [15].

Near-Infrared
Camera

Controller >| Near-Infrared LED

(a) (b)

Figure 1. The schematic diagram and three-dimensional layout of near-infrared dorsal hand vein
capturing system [15]. (a) the component diagram; and (b) the physical image.

Specifically, we designed a near-infrared dorsal hand vein capture system, which is
composed of a light source component, a collection component, and a peripheral compo-
nent. In the transmission near-infrared dorsal hand vein image collection system (Figure 1),
an 850 nm LED with a 7 cm X 7 cm area light source was positioned beneath the palm.
The wide motion camera (DAHUA, 3200_1080p), sensitive to wavelengths between 700
and 1100 nm, was arranged above the palms. This setup highlights the veins through
near-infrared transmission, enabling the camera to capture clear dorsal hand vein images.
Based on this configuration, a database of near-infrared dorsal hand vein images based on
the transmission near-infrared spectrum was established for different ages.

Figure 2 provides partial near-infrared dorsal hand vein images based on transmittance
across different age groups. The experiment primarily focused on adults, collecting images
from 300 individuals. The age of the samples is roughly evenly distributed from 10 to
85 years old. In total, 1800 samples were obtained, with each participant providing six
samples, thus forming a benchmark database of near-infrared hand vein images. As
reported in reference [3], compared to the original near-infrared hand vein images obtained
by reflection [15], the collected near-infrared hand vein images based on transmission are
clearer. From Figure 2, it is evident that the veins on the dorsal hand change as people
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grow and age. In younger individuals, the dorsal hand veins are thinner. As people mature,
these veins become more pronounced. With further aging, the dorsal hand veins become
even more prominent and curved. Additionally, aging leads to an increase in the number
of wrinkles on the skin of the dorsal hand, as shown in Figure 2s,t,u. The veins tend to
become more curved with age, as illustrated in Figure 2q—u.

()

Figure 2. Transmission near-infrared dorsal hand vein at some ages: (a) 10 years old; (b) 15 years old;
(c) 17 years old; (d) 20 years old; (e) 24 years old; (f) 26 years old; (g) 31 years old; (h) 35 years old;
(i) 39 years old; (j) 41 years old; (k) 43 years old; (1) 48 years old; (m) 52 years old; (n) 54 years old;
(o) 55 years old; (p) 56 years old; (q) 60 years old; (r) 62 years old; (s) 64 years old; (t) 66 years old;
(u) 69 years old; (v) 72 years old; (w) 77 years old; and (x) 85 years old.

Figure 3 shows the Local Binary Pattern (LBP) image [24] and LBP histogram [24]
of hand dorsal vein images for different ages. It can be seen that the LBP histogram
of the dorsal hand veins varies with age. In younger individuals, the LBP histogram
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distribution of the dorsal hand veins is relatively uniform. As individuals mature, the
distribution of LBP histograms becomes more uneven. However, the LBP histogram
distribution tends to return to a more uniform pattern in older individuals. Therefore, it
can be inferred that the statistical distribution of texture features in different ages tends to
have significant discrepancies.
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Figure 3. LBP and LBP histogram. (a) The LBP image (left) and LBP histogram (right) of the
15 year old; (b) the LBP image (left) and LBP histogram (right) of the 26 year old; and (c) the LBP
image (left) and LBP histogram of the 72 year old.

3. The Proposed Approach

Deep learning networks can automatically extract high-dimensional features from
near-infrared dorsal hand vein data. However, due to the extensive number of convolution
and pooling operations, CNNs can also lose some important features of near-infrared
dorsal hand veins, leading to an insufficient representation of the data features extracted by
the network. To cope with this problem, this paper proposes a dual-stream enhancement
network with an attention mechanism for dorsal hand vein age estimation. The network
model comprises a CNN and a residual network. Additionally, an adaptive fusion module
based on attention mechanisms is incorporated into the proposed model to achieve the
dual enhancement effect. This integration operator enables the model to capture the subtle
aging features of near-infrared dorsal hand veins more effectively.
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3.1. The Dual-Stream Enhanced Network with Attention Mechanism

To address the issue of insufficient feature extraction ability in a single neural network
model, a dual-stream enhancement network model with attention for estimating the dorsal
hand veins age is proposed. The dual-stream enhancement network model is composed of
a convolutional neural network embedded with an attention mechanism and a residual
network with an attention mechanism. Each single network model independently extracts
the features of the dorsal hand vein information and then separately predicts the dorsal
hand vein age. For the first stream, the basic structure of the convolutional neural network
with attention comprises a convolution module, an attention module, batch normalization
(BN), a nonlinear hyperbolic tangent function (Tanh) activation function, and the maximum
pooling layer. With regards to the second stream, the structure of the residual network with
attention includes a residual network, ReLU activation function, average pooling, and the
attention module.

The primary difference between the two single-stream networks lies in their activation
functions and pooling strategies. Due to the good performance of the Tanh in distinguishing
feature differences, making full use of the nonlinearity of the Tanh function is particularly
beneficial for handling the dorsal hand vein characteristics with obvious differences in
datasets, such as those between children and adults. In contrast, the residual network
model with attention employs the ReLU activation function, which helps each single-stream
network learn distinct features, thereby achieving complementary advantages. The detail
framework of the dual-stream enhanced network model with attention mechanisms is
illustrated in Figure 4. Initially, the output of the first fully connected layer in two single-
stream shallow convolutional neural networks is concatenated to perform feature fusion.
Then, it goes through two fully connected layers containing 512 neurons. In the end, the
SoftMax classifier from the fused stream is used to make the final age prediction, which
outputs the probability of belonging to a certain person in the age stage label.

. Max
>(‘°]""°.""'°“" »A“e:;"l‘m > pooling » Conv2_x — Conv3_x [ Conv4_x
ayer 1 module layer
Full Average .
i Attention e
Softmax [« |connected- pooling -« - ConvS_x -«
module -
layer layer
Full
“lassification ‘ Dropout Full
results I Softmax - connccted.. - [<—connected- Concat
R ‘ layer 0.5)
a) layer
‘ Full Full Max .
Softmax < ‘connected- connected |« pooling‘ AﬂC:lltllonq
e P module
layer layer layer ‘
Convoluti Convolutiona Convolutional
ax 2 Max
layer 1 Attention )1\3;: Attention ‘ ooiin layer 3
, . J no , N
BN module ll‘ ) s module ‘ P Ia\’erg BN
Tanh aver : Tanh

Figure 4. The framework of the dual-stream enhanced network with an attention mechanism (DSEANET).

3.2. Dual Enhanced Convolutional Attention Module

The attention mechanism focuses on the relative relationship between the target area
and the relationship of key features in the image, making it very suitable for images contain-
ing structured objects, such as the dorsal hand veins. Based on the above characteristics and
to deal with the problem of feature information loss during extraction, the convolutional
attention module (CAM) proposed by Zhu et al. [17] was introduced to the dual-stream en-
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hanced network, forming a dual enhancement effect. This integration enables the model to
capture subtle aging features of the dorsal hand vein. The CAM module includes two parts,
namely, the channel attention module and the spatial attention module. Considering the
given feature map, attention weights are derived along the two dimensions of channel and
space. These weights are then multiplied with the original feature map to dynamically
adjust the balance between useful and irrelevant features. This process enables the network
to learn global features and enhances the model’s generalization ability. The main intention
of the channel attention module is to highlight useful hand vein features while suppressing
irrelevant information. In contrast, the spatial attention module focuses on identifying
significant features of the dorsal hand veins and tracking changes in the hand vein contours.

3.3. Dorsal Hand Vein Age Estimation Based on the Enhanced Dual-Stream Network with
Attention Mechanism

The DSEANET incorporates an attention mechanism to accelerate the network’s
feature extraction capability via the feature fusion module. The DSEANET employs diverse
pooling and activation functions to address the challenge of easily losing certain features.
To further facilitate the network in learning global features and balancing the confidence
level of feature maps across various spatial and channel dimensions, we integrate the
CAM (Class Activation Map) module into the dual-stream enhanced network model. This
integration confirms the advantageousness of the DSEANET in furthering the identification
of hand vein images in age estimation models. It enhances the model’s nonlinearity and
feature recalibration, thereby enhancing the network’s classification ability and robustness.

A perfect neural network model not only excels on the training dataset but also
exhibits robust performance on the testing set. To minimize errors on the test set, meet
real-time requirements, and enhance the overall generalization ability, regularization of
the network model is imperative. Unlike single-stream network models, the dual-stream
enhanced network model expands network parameters due to an increased network width,
thus elevating the risk of overfitting, particularly with small-scale data. To capitalize on
the advantages of the dual-stream enhanced network model while mitigating potential
drawbacks, it is crucial to employ suitable strategies to prevent overfitting. Given the
basic network model’s three-layer architecture, the fully connected layer of the DSEANET
utilizes the Dropout (0.5) method to counter overfitting.

When estimating the age of an unknown dorsal hand vein image, the process involves
several steps. Initially, a single-stream CNN network and a residual network are employed
to simultaneously extract features from the dorsal hand veins. Subsequently, fundamental
aging characteristics are derived through a sequence of convolutional, pooling, and batch
normalization operations. Following this, a convolutional attention module is utilized
to further extract and filter aging features from the dorsal hand veins, considering both
channel and spatial dimensions. This ensures that pertinent features receive greater em-
phasis while disregarding irrelevant or less significant ones. Finally, the extracted features
are flattened and fed into two pathways: in the first pathway, they are inputted into the
last two fully connected layers of each single-stream network for age prediction, while
in the second pathway, they are fused with features extracted from the two single-stream
networks and then inputted into two fully connected layers for age estimation.

4. Experiments and Results
4.1. Experimental Platform and Dataset

The experimental setup utilized an Ubuntu 19.10 running on the TensorFlow frame-
work, implemented in Python. The hardware configuration facilitated the efficient exe-
cution of the deep learning tasks, particularly the computationally intensive operations
involved in training and inference processes.

The experiment utilized a database comprising dorsal hand vein images captured by
a near-infrared transmission acquisition instrument. This database contains dorsal hand
vein images from 300 individuals, with 3 images of the left hand and 3 images of the right
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hand captured for each person, resulting in a total of 1800 images. The age of the samples is
roughly evenly distributed from 10 to 80 years old: 41 people for 10~20 years old, 42 people
for 21~30 years old, 43 people for 30~40 years old, 45 people for 40~50 years old, 42 people
for 50~60 years old, 45 people for 60~70 years old, and 42 people for 70+ years old. An
example of the dorsal hand vein images can be seen in Figure 2. For the experiment,
800 dorsal hand vein images of the left or right hands from 200 individuals were allocated
for the training set, while the remaining 1000 hand vein images captured using near infrared
were designated for the test set.

All the input images were uniformly processed and resized to 227 x 227 before
being fed into the network model. During the training process, each iteration consisted of
800 images. To further optimize the network model, the random gradient descent algorithm,
cross-entropy loss function, and Momentum optimizer were employed for training. The
initial learning rate was set to 0.01, with a maximum of 2000 iterations. The momentum was
fixed at 0.9. The decay factor was set to 0.95, the decay steps to 80, and a decay coefficient of
0.1 was applied. The batch size during training was set to 80. After 200 epochs of training
iterations, a network model for classification was obtained. The training process of the
DSEANET, the deep residual network with attention mechanism (DRNAM), and ResNet
network models is illustrated in Figure 5.
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Figure 5. The training loss curves of different models.

This visualization provides insights into the progression of the training process and the
convergence of the models over iterations. Figure 5 clearly illustrates that during the initial
training period, although both the DSEANET and ResNet exhibit similar convergence
trends, the DSEANET method demonstrates a favorable advantage in achieving lower loss
values. Specifically, the loss value of the DSEANET method after training is notably smaller
compared to both ResNet and the DRNAM. This observation underscores the effectiveness
and rationality of the DSEANET algorithm in optimizing the model and enhancing its
performance. By prioritizing smaller loss values early in the training process, the DSEANET
showecases its capability to efficiently learn and extract relevant features from the input
data, thus contributing to improved model convergence and overall performance.

Figure 6 reveals significant fluctuations in the recognition rate of the ResNet algorithm
with changes in iterations. Conversely, the DSEANET algorithm consistently demonstrates
superior estimation performance on the dataset of dorsal hand vein images captured using
transmission near infrared. Particularly noteworthy is that during the early training iter-
ations, the estimation performance of the DSEANET algorithm surpasses that of ResNet.
Furthermore, after stabilizing around 200 training iterations, the recognition rate of the
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DSEANET remains consistently higher than that of ResNet as the training period pro-
gresses. This trend indicates the robustness and effectiveness of the DSEANET algorithm
in achieving superior recognition performance on dorsal hand vein images, especially in
comparison to ResNet, across various stages of the training process.

Accuracy of estimating the age of the dorsal vein of the hand
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Figure 6. Training accuracy of different models.

4.2. Experimental Results and Analysis

The experiments utilized a database comprising near-infrared dorsal hand vein images
captured using the transmission near-infrared spectrum to investigate and compare the
age estimation capabilities of different algorithms.

To evaluate the effectiveness of the DSEANET model in estimating the age of individ-
uals across different age groups, samples ranging from 10 to 70 years old were segmented
into intervals of 10 years each. Consequently, the final dataset of near-infrared dorsal hand
vein images was divided into 7 age groups: 10-20, 21-30, 3140, 41-50, 51-60, 61-70, and
70+. The estimated results obtained from the DSEANET model, ResNet, and the deep
residual network with attention mechanism (DRNAM) model for the seven age groups
in the dorsal hand vein images based on the reflection-type near-infrared spectrum are
presented in Table 1.

Table 1. Accuracy (%) of estimating the age of the dorsal vein of the hand on different CNNs.

Age Groups Neural Network Models
DSEANET DRNAM ResNet

10~20 years old 83 81 79
21~30 years old 70 68 66
30~40 years old 65 63 61
40~50 years old 63 61 59
50~60 years old 72 70 69
60~70 years old 71 69 68

70+ years old 82 81 79

Average accuracy 72.0 70.4 68.7

From Table 1, it is obvious that the age estimation accuracy of the DSEANET is
higher than that of the other two deep networks on the near-infrared dorsal hand vein
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image database. The integration of the attention mechanism empowers the DSEANET
to effectively emphasize salient age characteristics within near-infrared dorsal hand vein
images, thus boosting the accuracy of age estimation. Upon further comparison of the
results in Table 1, it is observed that the overall accuracy of age estimation for middle-aged
individuals in the dorsal hand vein dataset based on reflection-type near infrared has
decreased. This decline is attributed to the gradual and subtle changes in age characteristics
of dorsal hand veins throughout adulthood (21-50 years old). The minimal variations in
age characteristics among different adult age groups hinder effective feature learning and
subsequently impact the accuracy of age estimation.

To verify the effectiveness of the DSEANET algorithm, it was compared with other
age estimation algorithms on the near-infrared hand vein dataset. The precision and recall
metrics for each algorithm are presented in Table 2.

Table 2. Age classification results of hand vein dataset.

Neural Network Model Precision (%) Recall (%)
ResNet 59.5 82.4
DRNAM 61.2 83.6
DSEANET 62.7 77.3

As shown in Table 2, the precision of the DSEANET is better than that of ResNet and
the DRNAM, indicating a higher accuracy in correctly identifying age groups. However,
the recall of the DSEANET is smaller compared to ResNet and the DRNAM, implying
that it may miss some instances of certain age groups. Despite this, the overall perfor-
mance of the dorsal hand vein age estimation method based on transmission near-infrared,
leveraging the DSEANET, remains notably superior to other near-infrared hand vein age
estimation algorithms.

The combined insights from Tables 1 and 2 provide compelling evidence of the ef-
fectiveness of the DSEANET in estimating the age of dorsal hand veins. While precision
reflects the model’s ability to make accurate predictions, recall highlights its capability to
capture instances of each age group effectively. Although there may be slight trade-offs be-
tween precision and recall, the superior performance of the DSEAET confirms its suitability
and reliability for age estimation tasks in dorsal hand vein images.

Moreover, the Mean Absolute Error (MAE) and Deviation Coefficient (eqr0r) are
two important measurement criteria to further evaluate the performance of facial age
estimation [25-27]. Here, we also use the two metrics, MAE and €.,y [28], to present the
superiority of the proposed dorsal hand vein age estimation model.

Firstly, we can calculate the difference between the predicted age and the actual age
obtained by estimating the age of the dorsal hand vein in the test sample image. Then, the
absolute averages of the differences between all the samples are processed to obtain the
MAE. The computing formula is shown in Equation (1).

=

MAE = (1/N) Y |a; — & (1)

1

Il
_

where N represents the total number of samples to be tested; a; and 4 are the label age and
predicted age of the i-th sample. The smaller the MAE value, the better the performance of
the algorithm and the higher the accuracy of age estimation.
The specific formula for €.y, is shown in Equation (2) [28].
. 2
(bi — bj)

2
e 20 )

1=z

Eerror = 1 — (1/N)
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where §; is the standard deviation of the predicted age, b; is the average predicted age, and
b; is the actual age. €.y ranges from 0 (best) to 1 (worst); the closer it is to 0, the more
accurate the estimation is.

Considering the network models, the pre-trained ResNet, DRNAM, and DSEANET
are selected for further experimental comparison, with performance indicators of the MAE
and &¢ror, respectively. The experimental results on the dorsal hand vein dataset are shown
in Table 3.

Table 3. Comparison of accuracy results of hand vein dataset. Bold fonts indicate the best results.

Neural Network Models MAE (Year) Eerror
ResNet 5.637 0.437
DRNAM 5.271 0.418
DSEANET 5.138 0.395

Compared with other models, the DSEANET achieved better experimental results
on the near-infrared dorsal hand vein dataset. The main reason for the outstanding per-
formance of the DSEANET is that this model adopts two heterogeneous single-stream
neural networks to improve the learning ability. This is because the convolutional attention
module (CAM) introduced by the DSEANET can refine shallow features into high-level
features through attention modules. The CAM also enhances the network’s ability to
extract high-level features and improves the differentiation and expression of critical age
information. At the same time, the combination of the residual structure and improved
attention module can better express the correlation between different channel features,
thereby enhancing the expressive power of refined attention features. On the other hand,
there will be no network degradation due to network deepening, thus achieving better
recognition performance. The serial structure of the attention module and convolutional
layer first enhances the representation of key features in the feature map and then extracts
features more in line with the human visual mechanism. The DSEANET has shown sig-
nificant improvements compared to ResNet and the DRNAM in all aspects, proving the
feasibility of the DSEANET.

5. Conclusions

To enhance the generalization ability of dorsal hand vein age estimation, this paper
proposes a novel dual-stream enhanced network that integrates attention mechanism
modules. This model, built upon the foundation of CNNs, comprises two streams: a
convolutional neural network and a residual network, both augmented with attention
mechanisms. By leveraging attention mechanisms, the dual-stream enhanced network
model enhances the learning capacity of the network. To address the issue of feature
information loss during feature extraction, the two constituent single-stream networks
employ distinct activation and pooling functions. The experimental results demonstrate
that the dual-stream enhanced network model with attention mechanisms achieves notable
success in estimating age based on transmission near-infrared dorsal hand vein images.
However, samples of our hand vein database are relatedly limited for deep neural networks
and there is still room for good generalization on the gender and ethnicity factors. In the
future, more training and testing samples can be captured to facilitate training a deeper
model with the self-attention mechanism, which can further enhance the performance of
age estimation. Meanwhile, the differences in dorsal hand vein patterns between males
and females will be explored for the robust age estimation system.
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