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Abstract

:

When neuroscience’s focus moves from molecular and cellular level to systems level, information technology mixes in and cultivates a new branch neuroinformatics. Especially under the investments of brain initiatives all around the world, brain atlases and connectomics are identified as the substructure to understand the brain. We think it is time to call for a potential interdisciplinary subject, brainsmatics, referring to brain-wide spatial informatics science and emphasizing on precise positioning information affiliated to brain-wide connectome, genome, proteome, transcriptome, metabolome, etc. Brainsmatics methodology includes tracing, surveying, visualizing, and analyzing brain-wide spatial information. Among all imaging techniques, optical imaging is the most appropriate solution to achieve whole-brain connectome in consistent single-neuron resolution. This review aims to introduce contributions of optical imaging to brainsmatics studies, especially the major strategies applied in tracing and surveying processes. After discussions on the state-of-the-art technology, the development objectives of optical imaging in brainsmatics field are suggested. We call for a global contribution to the brainsmatics field from all related communities such as neuroscientists, biologists, engineers, programmers, chemists, mathematicians, physicists, clinicians, pharmacists, etc. As the leading approach, optical imaging will, in turn, benefit from the prosperous development of brainsmatics.
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1. Neurosciences Call for Brainsmatics


The brain is the body’s most complex organ. Although many efforts have been devoted to discovering the brain at different levels, many mysteries remain unsolved. As neuroscientists have moved their interests from merely molecular and cellular level to systems level [1], neuronal circuits has become a research hotspot and is emphasized in the The Brain Research through Advancing Innovative Neurotechnologies (BRAIN) initiative [2]. Either network neuroscience or connectomics concerns about the integrated multiscale and multimodality information implied by anatomical and functional connectivity [3,4], but neither of them put enough emphasis on the affiliated spatial information.



Spatial information is important. The word “map” originally refers to surveying the sites and roads diagram of the Earth’s surface. Each site owns unique geographic coordinates, affiliated to a specific street, district, city, province, and country. Each road contains properties not only at the sites at the two ends but also all sites in between. Similarly, the map of the brain represents the wiring diagram inside the brain, reflecting connectivities between synapses, neurons, and brain regions, corresponding to microscopic, mesoscopic, and macroscopic connectomes. The function of a projection is associated with not only the input and output neurons but also the brain regions along the projection.



After the inspiration of the first complete connectome of Caenorhabditis elegans (C. elegans) [5], whole-brain atlases of Drosophila [6], larval zebrafish [7], mouse [8], and adult human [9,10,11] have been obtained worldwide. Other than structural connectivity, functional connectivity like gene expression [12] and transcription [13,14], specific connectivity like the cholinergic system [15], and serotonin system [16], illustrate a broad landscape for future study. Furthermore, unlike the relatively static genome, the connectome of the brain is highly dynamic, adapted from distinct behaviors [17], ages, and diseases. Neural plasticity occurs from milliseconds (molecular events) [18] to years [19]. Such temporal varieties together with structural and functional connectomes require vast information acquisition, processing, storage, and visualization.



Since information science has never been urgently needed in neuroscience as it is today, neuroinformatics has emerged as a branch of neuroscience [20]. After twenty years of rapid and flourishing development, however, neuroinformatics still limits the research scope on data organization, annotation, integration into atlases and models, and simulation [21]. Although the EU’s Human Brain Project has already noticed the needs to integrate information and knowledge of the brain’s physiology and anatomy [22], the efforts to integrate spatial data are still at an early stage [23].



Inspired by geomatics, Luo has proposed another perspective to explore neurosciences [24]. From this point of view, spatial information is the essential property of a molecule, synapse, cell, activity inside the brain. The new term “brainsmatics”, shortened from “brain spatial informatics”, refers to the integrated and systematic approaches of measuring, analyzing, managing, and displaying brain-wide spatial information, which include but are not limited to the molecular, genetic, proteomic, transcriptomic, metabolic, cellular, structural, and functional properties affiliated to unique coordinates inside the brain at a certain moment. Therefore, it may provide a comprehensive understanding of the brain.



The core concept of brainsmatics is brain-wide precise positioning. Why is brain-wide analysis so important? Evidence shows a giant neuron encircles the entire brain [25]. Studies on a certain brain region may probably lead to fragmentary understanding and even an opposite conclusion. Therefore, exploring the whole brain is essential to guarantee the integrity of brain connectivity. The needs for brain-wide analysis in turn put a threshold on imaging technologies. Macroscale Magnetic resonance imaging (MRI) based approaches and mesoscale optical imaging approaches have been applied to obtain a whole-brain connectome of living human brains and mammal animal brains. But electron microscopy (EM)-based microscale and/or nanoscale methods only succeeded in entire brain imaging of C. elegans, Drosophila, and zebrafish larvae [26]. Taking the imaging resolution and the imaging range into consideration, optical imaging approaches are a suitable strategy to achieve a brain-wide connectome at single-cell resolution among the existing techniques. Moreover, the applications of optical imaging in living animals make it a potential tool for dynamic connectome study [27].



Precise positioning requires precise targeting and high resolution locating. Labeling techniques help to target specific cell types or circuits. Based on different omics techniques, connectome, genome, proteome, transcriptome, and metabolome over the whole brain may also be traced and surveyed with affiliated spatial coordinates. The imaging object should be at least in single-neuron resolution and co-localized with landmarks. In this review, we will summarize recent progress of optical imaging related techniques applied in the brainsmatics field, and discuss the current state-of-the-art techniques.




2. Roles of Optical Imaging in Brainsmatics


The scope of brainsmatics includes tracing, surveying, visualizing of brain-wide connectivity, and analyzing temporal and spatial information features extracted from the collected big data. The demands that brainsmatics raises for related techniques lies in following aspects: (1) to be capable of obtaining whole-brain data with high temporal and spatial resolution, (2) the method proceeds in an automated manner and is stable both in the short-term and long-term, (3) the generated data is standardized, and (4) the minimization of the total processing time. Although a majority of current efforts are contributed merely on high voxel resolution on an ex vivo brain, innovative methods developed for monitoring living milliseconds activities in a high voxel resolution throughout the whole brain is the ultimate aim.



Owning a balance of big volume (whole-brain), high voxel resolution (single-neuron resolution), and acceptable time cost, optical imaging is playing a leading role in tracing and surveying processes. Multi-color labeling makes it possible to visualize diverse neurons and projections in the same brain.



For whole-brain optical imaging, two issues need to be addressed: one is how to acquire clear images, i.e., how to block/minimize out-of-focus background; the other is how to break the depth limitation of optical imaging. The first issue can be solved by optical sectioning techniques such as confocal microscopy, multi-photon excitation microscopy, and light-sheet microscopy. For the second issue, since the brain is opaque tissue, a physical factor that limits imaging depth is light attenuation caused by absorption and scattering, both of which reduce intensity exponentially with depth. To tackle this issue, one can use chemical clearing to make the brain transparent, or image the shallow tissue and remove the imaged section via physical sectioning.



2.1. Tracing Approaches Prior to Optical Imaging


Without tracing aids, nothing special is captured. The earliest tracing approach applied to the brain tissue was introduced by Golgi in 1873 [28] and was named Golgi staining. Modified and developed by Cajal and others, the Golgi staining methods has become a conventional sparse labeling strategy which aims to reveal individual neuron morphologies at synaptic resolution especially in local neuronal circuits. Unlike Golgi methods, another staining strategy, Nissl staining and its modifications, are capable of labeling nearly all the neuron somas and therefore is widely used to detect brain cytoarchitecture [29]. Though conventional staining method can help to enhance the contrast of fine structures, neither Golgi nor Nissl staining has specificity, i.e., only labeling the structures of interest and with integrity. To target certain molecules, neurons, and circuits, specific labeling approaches have been developed based on chemical or genetic ways.



The tracing process before imaging includes a staining/labeling procedure and sample preparation. To complete brainsmatics’ mission, several bottlenecks should be broken through. For instance, quenching in fluorescence imaging, background noises, and light scattering may affect imaging results. Embedding chemicals may not only determine the samples’ rigidity, resulting in its applicability to the imaging strategy, but also deform the sample and/or affect labeling quality. Less preparation time is also desired.



2.1.1. Specific Labeling


Toxins such as fluorophores and fusion of fluorescent proteins and polypeptide toxins are examples of chemical dyes, which were designed to target receptors like ionotropic acetylcholine (AChR), sodium, and potassium channels [30]. Immunohistochemical staining utilizes antibodies to identify specific proteins and has become a conventional labeling method in biological studies, as well as in brain staining [31]. Co-injecting retrograde and anterograde tracers into separate brain areas makes neuron projections with different information flow patterns available [32].



In the flourishing genome era, a vast number of genetic tools were applied to specific labeling. Transgenic mice expressing red green, yellow, or cyan fluorescent proteins are able to sparsely label entire axons, dendrites, and spines [33]. Genetically modified Cre reporter mice, also expressing fluorescent proteins of different colors, combined with immunohistochemistry and in situ hybridization, may also provide fine dendritic structures and axonal projections of the labeled neurons [34]. The advantages of the Cre-lox recombination system were utilized to stochastically express three or more fluorescent proteins and then create about 90 colors, visualizing distinct adjacent neurons and circuits [35]. Green fluorescent protein (GFP) reconstitution across synaptic partners (GRASP) is based on functional complementation between two nonfluorescent GFP fragments and was successfully applied in the mammalian brain to detect the location of synapses [36].



Fluorescent proteins can be transfected into neurons by viral vectors. This strategy can target specific cell types with monosynaptic and transsynaptic labeling, indicating anterograde and retrograde transport. Among many applicable viruses, adeno-associated virus (AAV) was approved to be a low toxic and stable anterograde transsynaptic tracer for long axonal projections [37,38]. The remarkable progress and advantages of specific genetic tracing methodologies have been previously reviewed in detail [39,40].



Sparse and bright labeling are challenges in this part. It is difficult to label the full morphology of a neuron, especially to label the soma, the thin axons, the complex dendrites, and the long-range terminals with similar signal-to-noise ratio. Bright labeling requests high abundance of fluorescent protein expression in the entire body of neurons. But overexpression of fluorescent proteins will damage the neuron morphology. Sparse labeling is to label a minority of nerve cells, which helps to reduce the disturbance from neighboring neurons and identify the individual morphology and trace the projection in the later reconstruction. A recent attempt employed two AAV vectors and Cre mice and demonstrated a sparse labeling system that can be tuned to achieve the desired density for labeling specific neuron types [41].




2.1.2. Sample Preparation


Following conventional histological strategies, the object tissue sample should be embedded in a supporting medium before treated with a microtome. Plastic embedding such as resins are widely used in large-volume brain tissue with the advantages of its rigidity for fine sectioning aided by a microtome. However, lack of the ability to preserve fluorescence limits their applications. To tackle this problem, Luo’s team developed a modified glycol methacrylate (GMA)-based method that can optimize the fluorescence preservation capability and shorten the penetration time [42]. Another embedding manner is elastic embedding. Take agar as an example, it has minimal detrimental effects on fluorescence, but is relatively soft as an embedded material to be sectioned. Covalent cross-linking of brain-agar after embedding is needed to solve this problem [43].



To avoid the difficulties of 3D reconstruction of mechanical sectioning images, an optical sectioning method was introduced in whole-brain 3D visualization, which inspired a prosperous revolutionary development of tissue clearing techniques [44]. Without mechanical sectioning, the samples are often embedded in hydrogel or just immersed in organic solvents, high refractive index (RI) aqueous solutions, or hyperhydrating solutions [45].



Categorized by the chemical properties of the treated solvents, clearing methods may be divided into two groups: organic solvent-based and aqueous-based. Typical organic solvent-based methods include BABB [44], 3DISCO [46], iDISCO [47], uDISCO [48], vDISCO [49], and FDISCO [50]. Organic solvent-based clearing methods usually achieve a higher level of transparency but easily lose fluorescence, while uDISCO, vDISCO, and FDISCO have improved fluorescence preservation [48,49,50]. Aqueous-based clearing methods may be divided into three sub-groups according to their clearing solutions: ClearT [51], SeeDB [52], and TDE [53] simply immerse the sample in high RI aqueous solutions; Scale [54], CUBIC [55], and ScaleS [56] remove lipids from the sample by hyperhydration reactions in aqueous solutions; CLARITY [57,58] and PACT/PARS [59] embed the sample in hydrogel that preserves fine structure and implements following lipids removal and clearing. Generally, aqueous-based clearing methods preserve fluorescence better but need longer clearing time. Not all the clearing methods are compatible with immunohistochemical staining, so the selection of labeling methods and clearing methods should be considered systematically. The advantages and disadvantages of all the mentioned clearing techniques have been discussed thoroughly in review papers [45,60].



To summarize this part, the tracing process contains a staining/labeling procedure and sample preparation. Most considerations focus on fluorescence preservation and reducing of the sample preparation time. For instance, chemical reactivation was applied to keep EGFP/EYFP-labeled resin-embedded mouse brain from quenching [61]. An on-line optical clearing was demonstrated to reduce whole-brain imaging time by half [62]. There are plenty of modifications and improvements in the tracing processes developed for different imaging instruments.





2.2. Optical Imaging in Brain Surveying


It is undoubted that higher voxel resolution is always the pursuit of brain connectome studies, as well as brainsmatics. The lateral resolution of optical microscopy is at submicron resolution, which is able to clearly distinguish sparsely labeled cells. However, the axial resolution in the z-direction is restricted by the point spread function of the focused beam, i.e., the full-width half-maximum (FWHM) resolution. Generally, the light penetration depth of microscopy applied in the brain is no more than 500 μm. Therefore, to achieve micron or even submicron resolution in the z-direction, two major strategies are mainly utilized, based on mechanical and optical sectioning.



2.2.1. Mechanical Sectioning Strategy


Inspired by histology methodology, mechanical sectioning, also called tissue sectioning, is combined with light microscopy for whole-brain imaging. In the sectioning part, the microtome is constituted of a fixed cutting tool, e.g., a diamond knife, and the sample is moved toward the knife at a constant speed, and the resin-embedded Golgi-stained mouse brain is sectioned into thin slice with a thickness of 1 μm. Meanwhile, an optical microscope perpendicular to the surface of knife is used to image the thin slice simultaneously, the image data is acquired by a line-scan charge-coupled device (CCD) [63,64]. Therefore the axial resolution is determined by the sectioning thickness.



To perform specific-labeled fluorescence imaging, confocal and two-photon microscopy are employed [65,66]. Those tomography methods can obtain volumetric imaging reconstructed from optical section imaging in a limited thickness of the tissue. However, their inherent laser scanning mode suppresses the scanning speed for a whole imaged plane and therefore prolong the imaging acquisition time. For a 1-micron voxel resolution fluorescent transgenic mouse brain, the imaging acquisition time is about 18 days, thus more considerations should be carried on to keep long-term stability for both sectioning and imaging processed [65].



To speed up the imaging acquisition time, different strategies are applied. Serial two-photon tomography (STPT) applies mosaic field of view (FOV) imaging in two-photon tomography on every optical section and with less sectioning times (50 μm spacing in z-direction) [43]. Brain-wide positioning system (BPS) employs structured illumination microscopy, also holding tomography capability, to perform mosaic scanning on each optical section at 4 μm spacing in the z-direction [67]. Block-face serial microscopy tomography (FAST) utilizes a spinning disk-based confocal microscope, and mosaic FOV images are obtained by a scientific complementary metal oxide semiconductor (sCMOS) camera or an electron-multiplying charge-coupled device (EM-CCD) camera [68].




2.2.2. Optical Sectioning Strategy


The introduction of light sheet fluorescence microscopy (LSFM) to whole-brain imaging aims to overcome the difficulties in mechanical sectioning methods such as 3D reconstruction and mechanical distortions [44]. A thin sheet of excitation light is orthogonally oriented to the detection direction, and the emitted fluorescence signals are acquired from each illuminating plane by a CCD camera. Only when applied to optically transparent objects, LSFM can achieve an integrated imaging atlas. In that case, it can dispense with the time cost by mechanical sectioning, which is another strategy to reduce the imaging acquisition time. Although this method can save the sectioning time, the sample preparation process is complex and time-consuming. Moreover, the axial resolution of LSFM is limited due to the required long working distance for large samples, which compromise the numerical aperture of the objective lens.



Another limitation of clearing methods compatible with LSFM is the morphological changes. Organic solvent-based clearing methods often lead to sample size shrinkage, while aqueous-based methods easily cause sample expansion [60]. However, the expansion side effect of cleared tissue induced by a polymer gel can be utilized and modified to keep the sample isotropically expanded. Then it becomes an advantage of named expansion microscopy (ExM) that results in 70 nm lateral resolution in brain tissue [69].



Also depending on cleared samples, optical projection tomography (OPT), an optical analogue of X-ray computed tomography, was recently applied to whole mouse brain imaging. The acquisition time is extremely fast, only four to eight minutes, but the voxel resolution is only 50 × 50 × 50 μm [70].



As mentioned, the booming development of clearing techniques is intended for matching LSFM. However, when the inspiring demonstrations appeared, those clearing techniques were soon modified and applied in mechanical sectioning imaging strategies, which implement an increased voxel resolution and decreased imaging time in whole-brain connectome acquisition [71].





2.3. Data Processing after Optical Imaging


The huge volume whole-brain mesoscopic data collected by optical imaging systems bring challenges for data processing and analysis [72]. The current practice of whole-brain mesoscopic data processing starts with denoising using classical methods [73] and deep learning methods. Then the data is compressed using an encoder/decoder similar to those for video compression, taking the advantage of the continuity between sectioning slices. This compression greatly reduces the data size while preserving enough information for further analysis. Stitching is also necessary if the image is taken block by block [74]. Then we can extract semantic morphological information through brain region segmentation, neuron projection analysis, and neuron reconstruction [75]. Meanwhile, registration of the collected data to standard brain spatial template can be achieved by nonlinear transformation in order to comparatively study the samples in a fair approach [76]. After these processing procedures, new knowledge may be summarized and contributed to the neuroscience research community.



In summary, the considerations of an integrative strategy of whole-brain fluorescence imaging include but are not limited to voxel resolution, sample preparation time, data acquisition time, data processing time, and specific demonstration. Many relevant techniques have been developed and contributed to the brainsmatics field. To attain a set of single-neuron resolution brain atlases, a proper and complementary combination of techniques of tracing, imaging, and visualization is required. Each technique has specific purpose and features, and is influenced or requested by another employed technique. The influence and restriction relationships between the techniques in a combination is complicated. For better understanding, we summarized a few common relationships in Figure 1 to demonstrate a general consideration for brainsmatics studies.



In general, a mechanical sectioning strategy results in higher axial resolution but requires more imaging time, while an optical sectioning strategy reduces imaging time but results in restricted axial resolution. To demonstrate several cutting-edge practices, we compared in Table 1 the features of three typical strategies all utilizing mechanical sectioning methods. To balance the comparison, only reported applications on mouse brain are listed, emphasizing only tracing and imaging procedures. Since brain-wide precise positioning is the core of brainsmatics, strategies of optical sectioning methods are excluded due to the lower voxel resolution and lack of precise location information. As indicated in Table 1, only one practice provided positioning information. We expect more innovative methods to emerge and be applied in whole-brain studies in the near future.





3. Ideal Optical Imaging in Brainsmatics


Brain-wide precise positioning is the core of brainsmatics. To date, optical imaging is apparently the most appropriate solution to obtain a brain-wide mesoscopic atlas. Here we will discuss the prospect and development objectives of optical imaging in brainsmatics.



Higher spatial resolution. Due to the existing diffraction limit, the theoretical best lateral resolution of conventional optical imaging technique is ~300 nm, which is capable of identifying the dendrites and synapses, ensuring the studies on neural projections or neuronal circuits. However, poor axial resolution may lead to problems during 3D reconstruction. Hence, isotropic voxel resolution imaging techniques, such as oblique light-sheet, is getting more and more attention nowadays. In addition, neuroscientists always want to see how synapses contact/communicate, which requires higher resolution than 300 nm. To fulfill this requirement, researchers are spending efforts on two possible ways. One is the super-resolution imaging techniques, such as stochastic optical reconstruction microscopy (STORM), stimulated emission depletion (STED) and photoactivated localization microscopy (PALM) [77,78]. The other is developing deep learning microscopy that can predict the fine structures via neural networks [79,80]. Compared with single-cell resolution, the single-neuron resolution emphasizes the z-direction and the entire morphology display of a neuron. It requires full labeling on somas, axon ends, dendrites, and synapses of a specific neuron. For a specific circuit or network, transsynaptic labeling should be further developed to trace the entire circuit or network of a specific function.



High throughput imaging. The ultimate goal of neuroscientist is to obtain the brain connectome of higher mammals such as marmosets and humans. However, as the sample size increases, the imaging time increases. Take the marmoset as an example, it has a volume 90 times larger than a mouse brain. If we continue with the current techniques, the cost is unendurable. As a result, high throughput imaging techniques are highly needed. One possible way is to develop the array imaging techniques, through multi-point excitation and multi-point detection, one can possibly detect a large FOV at single acquisition [81]. Another possible manner is using large FOV microscopy with relatively low resolution to image the whole brain, then use a deep learning algorithm to regenerate high-resolution images [82].



Multi-dimensional information. To discover distinct cell types in a more precise way, one needs to obtain multi-dimensional information, e.g., morphology, transcriptomic, proteomic, location, and etc. However, to date, there is no such instrument that can perform all the aforementioned measurements. Therefore, it requests a brand-new platform/pipeline that integrates optical imaging with other techniques such as RNA sequencing and mass spectrometry to implement all the measurements. Besides, multi-dimensional information also means massive data. Take the micro-optical sectioning tomography (MOST) technique for example, morphology information for each mouse brain has reached ~10 Terabits alone, not to mention adding other types of information. Hence, it needs to develop a novel neuroinformatics method that can effectively integrate and analyze such big data.



Automation, standardization, and industrialization. Automation of imaging can reduce experimental time and manual uncertainty. Brain spatial information is huge and too much is unknown. However, publications on brain-wide mesoscale imaging and visualization are no more than five per year since 2007. Like the human genome project, the implementation of brainsmatics databank needs the collaborated input from many world-wide groups. Thus, the standardization of applied methods in every step, including the imaging process, is important. After standardization of certain methods, the industrialization of a full chain, including sample preparation, imaging, image processing, and reconstruction, helps to accelerate the data output and facilitate neuroscience research. Neuroscientists have already realized that large-scale, standardized data generation in an industrial manner will change the way neuroscience is done [83].



Brainsmatics is a big universe, which covers all the units in the brain, with both static and dynamic status. Based on the high-resolution brain atlas attained by optical imaging, brainsmatics will play an important role in understanding brain functions, defeating brain diseases, and developing brain-inspired intelligence.



The high-resolution databanks with various brain-wide spatial information, reconstructed from optical imaging data, will provide basic knowledge of cell type and brain connectome for neuroscience research. Comparison of structural and functional differences between normal and abnormal brains will help to discover the mechanisms of brain disease development. Understanding the neuronal circuits reconstructed by optical imaging data helps to mimic and develop new algorithms in artificial intelligence.



Optical imaging has been successfully demonstrated on both ex vivo and in vivo applications. But still, the universe needs more contributions from all the related communities such as neuroscientists, biologists, engineers, programmers, chemists, mathematicians, physicists, clinicians, pharmacists, etc. With the development of brainsmatics, optical imaging will also benefit from global and interdisciplinary collaborations.
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Figure 1. Relevant optical imaging technique categories and relationships employed in brainsmatics studies. The influence and restriction relationships between technique categories are indicated by dashed lines. 
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Table 1. Typical practices of whole-brain fluorescence imaging with single-neuron resolution.
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Procedures

	
Methods/Properties

	
Strategies




	
Brain-Wide Positioning System (BPS) [67]

	
Serial Two-Photon Tomography (STPT) [71]

	
Block-Face Serial Microscopy Tomography (FAST) [68]






	
Tracing Approach

	
Staining

	
Cell nuclei stained with propidium iodide (PI) in real time

	
NuclearID-Red

	
Cell nuclei stained with Hoechst 33,258 dye;

Vascular structures stained with fluorescein-labeled tomato lectin




	
Specific Labeling

	
AAV-CAG injected into the Cg of a C57BL/6J mouse;

AAV-CAGFLEX injected into the posterior region of the anterior hypothalamic area of a SOM-Cre mouse;

CAV-Cre and AAV-FLEx(loxP)-TVA-GFP injected into the olfactory bulb and the ipsilateral locus coeruleus of a wild-type mouse

	
AAV 2/1 Syn-iCre and AAV 2/1 CAG-Flex-eGFP injected into the motor cortex of C57/BL6 mice

	
Mature oligodendrocytes in proteolipid protein (PLP)::ChR2-EYFP mice;

Vasoactive intestinal peptide (VIP)-expressing interneurons and long projecting neurons in VIP: tdTomato mice;

Long-range axonal projections addressed by an adeno-associated virus (AAV) serotype 2-CMV-tdTomato vector injected into the anterior cingulate cortex




	
Embedded in

	
Resin

	
Gelatin

	
Agarose gel




	
Clearing

	
/

	
CUBIC-1

	
/




	
Sample Preparation Time

	
5 days

	
9–13 days

	
8 days




	
Imaging

	
Tomography

	
Structured Illumination Microscopy

	
Two-Photon Tomography

	
Spinning Disk-Based Confocal Microscopy




	
Voxel Resolution/μm3

	
0.32 × 0.32 × 2.0

	
0.3 × 0.3 × 1.0

	
0.7 × 0.7 × 5.0




	
Acquisition Time

	
3.2 days

	
1 week

	
2.4 h




	
Data Size (num. of coronal sections)

	
10.9 TB (4834 × 2)

	
30 TB

	
1 TB (2400)




	
Demonstration

	
Positioning Info

	
Yes

	
No

	
No




	
Knowledge

	
Co-localization of axonal long-range projections with cellular landmarks and complete 3D morphology of barrel cortex layer V/VI pyramidal neurons

	
Axonal morphology (length range: 23.6–121.2 mm) of five neurons innervated 28 distinct brain regions in the motor cortex

	
Whole-brain cytoarchitecture, vasculature, mature oligodendrocytes, interneurons, and long projecting neurons
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