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Abstract: Due to the effect of the complex scattering medium, the photons carrying target information
will be attenuated when passing through scattering media, and target localization is difficult. The
resolution of the target-position information from scattered images is crucial for achieving accurate
target localization in environments such as dense fog in military applications. In this paper, a
target localization network incorporating an attention mechanism was designed based on the robust
feature resolution ability of neural networks and the characteristics of scattering formation. A
training dataset with basic elements was constructed to achieve data decoupling, and then realize the
position estimation of targets in different domains in complex scattering environments. Experimental
validation showed that the target was accurately localized in speckle images with different domain
data by the above method. The results will provide ideas for future research on the localization of
typical targets in natural scattering environments.

Keywords: target localization network; neural network; military application; scattering

1. Introduction

The scattering phenomenon is primarily due to the modulation of the target photons
in a strongly scattering medium. The original target feature information has significant
attenuation, and the scattered image obtained by the camera is incomprehensible to the
human eye. Accurate and efficient analysis of target information, including location, from
target speckle images is important in daily life and security—particularly in military ap-
plications [1–5]. For example, in the military, aerial target positions are detected under
complex weather conditions, and ground targets are identified and tracked in harsh envi-
ronments. The target information obtained from speckle images is also valuable for civil
applications.

According to the principle of speckle formation, the scattering medium recodes the
incident light field that carries the target information. Several recent studies have investi-
gated the acquisition of target information carried by incident light fields under medium
scattering interference. For example, in the wavefront shaping technique, the field of
view is limited by the optical memory effect, the scattering scene is not fixed, and the
incident light field wavefront cannot be effectively recovered and measured [6–9]. In the
transmission matrix measurement technique, the incident and outgoing light fields of a
strongly scattering medium can be related to the transmission matrix of the medium. The
incident optical field information is combined with the transmission matrix of the measure-
ment medium to obtain the incident optical field carrying the target information [10–12].
However, this requires a complex optical experimental system and is computationally
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intensive. The acquisition of the target information is influenced by the variable properties
of the degree of medium scattering. In complex environments, it is difficult to deconvolve
target information by estimating the system point spread function (PSF) and by using the
convolution relationship between the scatter generated by the target and that generated by
the imaging system [13]. As only the amplitude spectral signal of the target is obtained,
speckle correlation-based methods can reconstruct the complete shape information of the
target using the hybrid input–output and error-reduction phase recovery algorithm pro-
posed by Fienup et al. [14–17]. However, the restoration effect has high randomness; thus,
the reconstruction quality is not guaranteed, and the location of the reconstruction target
cannot be determined [18]. On the basis of the autocorrelation principle, Guo et al. investi-
gated the lateral and axial motions of hidden targets, requiring the imaging process to be
within the optical memory effect and suitable for the actions of small objects [19]. In 2012,
Jakobsen et al. designed a spatial filtering function to perform the localization of a target by
analyzing the situation of the target scatter spot as the observation plane changed [20]. In
2015, K. Jo et al. combined the design of a theoretical model of scattering spot motion with
sensors to achieve self-motion position estimation [21]. Akhlaghi et al. (2017) analyzed the
target statistical characterization of scattergrams to track hidden targets [22].

To better address the limitations of conventional methods, machine learning and
deep-learning methods have been investigated for further resolving the target information
of scattered images without using complex physical models. In 2018, Hui et al. proposed
the use of a support vector regression algorithm to verify the feasibility of using machine
learning to achieve target imaging through scattering media [23]. Deep learning-based
algorithms were then used for target imaging in a scattered environment. In 2019, Yang
et al. attempted to recover handwritten digital images via U-Net structures using optical
fiber and glass diffusers [24]. Li et al. suggested that the IDiffNet network is effective
for scattering medium imaging [8], and Guo et al. achieved complex target imaging by
combining it with the autocorrelation principle [25]. In the aforementioned research on light-
scattering imaging, machine learning and deep-learning methods have been integrated into
conventional optical imaging systems with reasonable success. However, for deep learning,
the model training requires a large number of paired data. Table 1 shows the highly cited
public datasets for current mainstream tasks in the imaging domain.

Table 1. Comparison of the number of datasets in the deep learning image domain.

Imaging Domain Main Dataset Name Quantity

Object Detection MS COCO 300,000+
Image Classification Fashion-MNIST 70,000+
Image Segmentation PASCAL VOC 33,043+

Additionally, the single form of the learning problem affects the generalization of the
model, which cannot be fully adapted to real-world situations. It is important to investigate
how deep-learning methods can fully extract target information in scattered images. With
a limited amount of target information, it is crucial to estimate the target position hidden
behind the scattering medium.

To accomplish target-position information acquisition across data domains in strongly
scattering media, this study designed a single-stage target localization network based on the
robust feature-resolution capability of neural networks by incorporating global attention
mechanisms [26–33]. The construction of a basic element dataset combined with the target
localization network was then used to achieve data decoupling and extended to locate
unknown complex targets hidden in the scattering environment. In contrast to existing
deep-learning applications for light-scattering imaging, we utilized loaded elementary
elements as target images. The experimental dataset obtained by designing the optical
path was used as the training set for the model. The complex targets were used as the
test set. Neural network training was performed to decouple the data and extend them to
localize targets of complex objects [33–40]. Experimental results indicated that unknown
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target localization of speckle images was achieved by addressing the limitations of massive
datasets, categories, and target shape desensitization. Moreover, training was performed
with a small amount of multitarget data to more accurately evaluate the positions of
multiple targets.

2. Principle
2.1. Theory

Scattering imaging is determined when the light source angle is constant within a
specific field of view [23–25]. The scattering imaging system mainly consists of a laser
light source, target, scattering medium, and detector [27–31]. As shown in Figure 1, the
relationship between the input target image and the corresponding output scatter pattern
captured by the sensor can be expressed as

Eout = K · Ein, (1)

where Eout represents the received scattered image, K represents the PSF of the scattering
medium (in this study, the diffuser) with size W × H, and Ein represents the vectorized
input target image.
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Figure 1. Principle of scatter imaging.

At the same time, the scattering imaging system acts as an optical information trans-
mission system [31]. The operational process shown in Figure 1 relies on the photons
carrying the target information being randomly modulated by the scattering medium to
form an irregular distribution. The detector records this unstable distribution. The PSF
(point spread function) can describe the relationship between the object surface photon
distribution and the image surface photon distribution. The photon distribution can be
defined as the probability set of an optical image, which is macroscopically understood as
a light-intensity distribution.

For this process, the target is considered to be the object plane of size M× N. In a
conventional optical imaging system, a unit block (xi, xi + ∆x) on the object plane passes
through the optical system to the image plane (yi, yi + ∆y), where i is the index of the target
pixel, that is, the index of the unit block in the object plane. Let the intensity distribution of
the object be T(xi), and let the total number of photons emitted by the object surface be
proportional to ∑

i
T(xi). Then, the probability that a photon is emitted from the unit block

∆x in the neighborhood of point xi is

P(xi) =
T(xi)∆x

∑
i

T(xi)∆x
(2)

Equation (2) is normalized as follows:

P(xi) = T(xi) (3)
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Similarly, in the image plane,

P(yi) = S(yi) (4)

The conditional probability K
(
yj|xi

)
, which is the PSF of the system, was introduced

for the scattering imaging system. The entire scattering imaging system is described as

P
(
yj
)
= ∑

i
K
(
yj|xi

)
P(xi) = ∑

i
K
(
yj|xi

)
T(xi) (5)

Thus, the photons exiting the light field still contain the target information according
to the propagation process of the photons carrying the target information in the medium,
i.e., for coherent light, the light intensity captured by the sensor in the image plane is given
as follows:

P
(
yj
)
=

∣∣∣∣Re
[∫

E
(
yj, xi

)
· exp

(
i∅
(
yj, xi

))
· dxi

]∣∣∣∣2 (6)

where E
(
yj, xi

)
represents the amplitude distribution of the object plane xi in the image

plane yj, and ∅
(
yj, xi

)
represents the phase change in the image plane of a point light

source located at yj, which depends strongly on the geometry of the object and its position
relative to the image plane. Irradiation of the object in the specified wavelength range
of the light source produces complex, seemingly random interference images, known as
a scattered image. In the scattered image, the phase information is represented by the
light and dark distributions of the light intensity. A reasonable neural network model for
target localization can be designed by extracting the target-position information from the
scattering pattern.

2.2. Data Setup

In optical imaging, each pixel receives a beam of light at a corresponding spatial
position and has different pixel values according to light intensity. The final image obtained
by the camera is expressed as the sum of images formed by all lights independently, as
shown in Figure 2:
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The imaging process can be expressed as:

Ein =
n

∑
i=0

f (xi), (7)

where xi represents the beam of light emitted from the target object, and f () represents
the mapping function of light intensity and pixel value. When the scattering medium
is encountered in the process of light propagation, the scattering phenomenon occurs in
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every light beam, and the speckle image is superimposed on the final imaging surface. The
imaging process can be expressed as:

Eout = K · Ein = K ·
n

∑
i=0

f (xi), (8)

It is known from the principles of differential geometry that all complex geometric
figures can be approximated as an extensive collection of sufficiently small basic geometric
images (e.g., squares). The scattering map is based on the modulation of the target informa-
tion at each pixel point by scattering imaging. Combined with the propagation probability
of the target information, an image containing the target position information is finally
collected after the scattering medium. Therefore, this study proposes using basic geomet-
ric elements as the training set. Feature extraction using convolutional neural networks
involves traversing the principle of each pixel point of the image using a convolutional
kernel. A suitable target localization network is designed to learn the position mapping
relationship between the scattering map and the basic elements to achieve localization of
complex targets.

2.3. Model Design

Most target-position detection algorithms are based on convolutional neural networks
(CNNs). They mainly include single-stage detection algorithms represented by the YOLO
series and multistage detection algorithms represented by the fast R-CNN series. In this
experiment, a single-stage target detection algorithm was used. The flow of the algorithm
is shown in Figure 3.
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Figure 3. Single-stage target-position detection; that is, a single network can perform the target
location estimation task. The red box represents the target location results output by the model.

The feature-extraction module of the CNN mainly consists of three parts: feature
extraction, fusion, and a detection head that can accurately return the target location. A
structural block diagram of the network model is shown in Figure 4.

The feature-extraction module adopts the multichannel CSPDarknet-53 network as
its backbone network. The difference between CSPDarknet-53 and Darknet-53 is that
the latter contains of a jump-connection layer, which is directly spliced with the feature
maps obtained by convolution. It is used to reduce the negative effect of the gradient
from pooling and to improve the acquisition of target information. The path aggregation
network serves as the feature-fusion module of this network, and the YOLO head serves as
the detection head for the regression target location.
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Figure 4. Efficient position estimation method for unknown hidden targets based on data-decoupled
opaque scattering media. The input is the scattered image, and the output is the target-position
detection box. In the outputs image, the red box represents the target position result.

In scattering imaging, the image plane is also an optical image with a spatial distri-
bution. According to the target information propagation principle in scattering imaging,
the spatial information of the target photon is randomly modulated into the image plane
image after being modulated by the scattering medium; that is, the target position and
other information are recoded into the scattering image during the propagation process.
In this study, target-position information extraction was achieved using a CNN for the
resolution of target features.

Furthermore, according to the global characteristics of the target information in the
scattered image, i.e., the global distribution of the target information photons in the whole
scattered image [32]. In contrast, the conventional CNN feature-extraction network cannot
fully use global details, owing to its restricted perceptual field. Therefore, a multi-head
self-attention (MHSA) layer is introduced in the feature-extraction network (CSPDarknet-
53) [39,40]. The global feature relationships are modeled naturally in a hierarchical manner
by incrementally computing the global self-attention by increasing the grid and effectively
extracting the target associated with the location information in the scattered images. This
not only enhances the global feature-resolution capability of the network but also allows
the network to better handle multiscale target-position estimation without significantly
increasing the computational complexity. Experimental results confirmed that the target
localization accuracy of this method could be improved. As shown in Figure 5, the MHSA
layer was used to replace the 3 × 3 spatial convolution layers.
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Figure 5. Multi-decoupled feature pyramid network. Information is extracted at different scales and
fused to improve the targeting accuracy of the network. (A) is the MHSA network structure, and
the principle is to perform self-attentive transformations on Q, K, and V (V is the value vector, Q is
the query vector, and K is the key vector) in the MHSA module. In (B), (a) represents the improved
backbone, and (b) is the improved backbone.
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The target location detection algorithm used in this study was an end-to-end single-
stage target location detection algorithm. According to the network structure and target
characteristic analysis, DIOU loss was used as the loss function in the experiment [30]. The
loss function was consistent with the actual detection effect of the penalty term. The DIOU
loss is expressed as follows:

` = 1− DIOU = 1− (IOU −<DIOU) = 1− IOU +
ρ2(b, bgt)

c2 , (9)

where b and bgt represent the centroids of the two rectangular boxes, ρ represents the
Euclidean distance between the two rectangular boxes, and c represents the distance
between the diagonals of the closed regions of the two rectangular boxes. The optimization
objective of the DIOU loss is to minimize the Euclidean distance between the centroids of
the two rectangular boxes. c prevents the value of the loss function from being too large
and accelerates the convergence. This loss function enhances the accuracy of the network
localization for detecting and localizing targets in scattered images. To avoid network
overfitting, the weight decay coefficient was set as 0.0001. Stochastic gradient descent was
used to optimize the loss function, accelerate the model convergence, and improve the
model training.

3. Results and Analysis
3.1. Optical Imaging System

The optical experimental design used for the experimental data acquisition is shown
in Figure 6. A half-wave plate (Edmund, HWP, #49-210) modulated a 532-nm green laser.
The aim was to combine the spatial light modulator and adjust the polarization state of the
incident light to improve the utilization of the incident light by the modulator. Then, the
laser light source was used as an illumination light source ( fL1 = 35 mm, fL2 = 40 mm)
after being expanded and collimated through a lens combination. The incident beam was
modulated using a spatial light modulator (DMD digital micromirror array) (resolution
of 1024 × 768 and pixel size of 13.7 µm, used to encode and display the virtual target) to
obtain the target image. The collimated laser beam carrying the target information was
modulated by a ( fL3 = 250mm , fL4 = 100mm) system and scattered in the incident static
scattering medium. The detector received a scattered field image (PYTHON1300 CMOS
camera). The distance between the scattering target and the scattering medium was Z1.
Frosted glass (gross glass, 220 mesh) was placed between the CMOS and DMD, and the
detector was placed behind the scattering medium. The scattering intensity was recorded,
during which the distance between the detector target surface and the scattering medium
was d = 50 mm.
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To obtain speckle images of different targets, basic elements such as circles, triangles,
and squares of different sizes, their rotational variations, and random positions as virtual
objects were used as initial data for simple targets. Handwritten numbers and combinatorial
forms were used as unknown complex targets hidden behind the scatterer. The optical
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path design of the aforementioned experiments was used to obtain the scattered images
of the targets. To verify the feasibility of the method, the scattering data collected from
the basic elements were used as the training set for the experiment. The scattering data
collected from humans and complex unknown targets were used as the validation set for
the experiments. As shown in Figure 7, the basic geometric target entered the DMD, and
the obtained scattered images were not recognizable as targets by the human eye.
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Figure 7. Example of experimental acquisition data.

3.2. Data Preprocessing and Model Training

For the experiments, the collected datasets were normalized. A total of 8000 basic
element datasets from preprocessed training datasets and 2000 datasets from complex
target collection were used for testing. The 8000 sets of training images were fed into the
experimentally designed network, where scattergrams and truth location annotation files
were used as inputs to the network. For better model convergence, the batch size was
set to 8 using the Adam optimizer with a characteristic learning rate of 10−6 and a total
of 100 training epochs in our study. Meanwhile, the input scatter image size is (512,512).
The neural network models were run on a computing platform based on the PyTorch
deep-learning framework with a central processing unit (i7-8700) and graphics processing
unit (RTX2080Ti) as the core, accelerated by PyTorch 1.9 and CUDA10.1.

The loss function curves for the single primitive target training set and its validation
set under the gross glass scattering condition as well as the loss function and validation-
function curves for the case of training with the complementary addition of 200 sets of
targets consisting of two basic elements and three basic elements are shown in Figure 8 (S,
D, and T denote a single target, dual target, and triple target, respectively). As the number
of iterations increased, the loss function converged at approximately 65 cycles. The loss
function of the validation set also plateaued at this time, indicating that the training results
were satisfactory.
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3.3. Evaluation Indices

After the scattering data were obtained and preprocessed and the model was trained,
the proposed target-position estimation network was validated and analyzed. To demon-
strate the robustness and accuracy of the model, the center-position offset pixel value and
center-position offset angle between the predicted position box and the actual position box
were used as evaluation metrics for target-position estimation under different accuracy
thresholds, in addition to the evaluation metrics commonly used in target-position detec-
tion, such as the F1 score, average precision (AP), and mean average precision (mAP). The
F1 score and mAP are given as follows:

precision = NTP
NTP+NFP

recall =
1∫

0
precision(recall)dR

, (10)

F1 = 2
recall·precision

recall + precision
, (11)

RmAP =

N
∑

n=1
RAPn

N
, (12)

where NTP represents the number of correctly classified positive samples, NFP represents
the number of incorrectly classified positive samples, Recall represents the predicted recall
(R), Precision represents the predicted accuracy (P), Precision(Recall) represents the value
of P(R) in the curve, N represents the number of types of target objects, RAPn represents the
value of k for the class of target objects, and AP represents the area of the curve based on the
target detection P and R. The center-point offset pixel values and center-point field-of-view
offset angle are given as follows:

dpixel =

√
(x2 − x1)

2 + (y2 − y1)
2, (13)

θ = arctan
dpixel · h
104 · l , (14)

where (x1, y1) and (x2, y2) are the centroid coordinates of the real and predicted position
frames, respectively; dpixel denotes the centroid offset pixel; h represents the image element
size (4.8 µm); l represents the distance between the object plane and the camera (50 mm);
and θ represents the centroid offset angle.

3.4. Experimental Results and Analysis

Next, to verify the accuracy of the target localization network, experiments were
conducted on a single target dataset consisting of different displacements and their size
and shape variations. The test results are shown in Figure 9. Because the scattered images
did not characterize the target position significantly, the position was determined using a
thermogram. A darker red color corresponded to a larger value in the heat map. It can be
considered that the area highlighted in red is the primary basis for judging the accuracy of
the target position box. The prediction map was overlaid with an accurate value image to
present the results visually.

According to the heatmap analysis, the model can accurately regress the target loca-
tions for a single target dataset. To better represent the location estimation accuracy of the
model, accurate target locations were overlaid with the predicted results using different
transparencies, as shown in the visual results of Figure 9. The results indicated that the
model was effective for a single target dataset.

In addition, the accuracy of the model was further validated using a multitarget
dataset. The results of this experiment are shown in Figure 10. A total of 200 multitarget
datasets consisting of basic elements were selected to be added for model training, and the
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results were verified using an unknown multitarget test set. The position detection results
based on the heatmap indicated that the model accurately regressed the position of each
target in the multitarget scattering data. The ideas developed in this study are applicable to
target detection in complex multitarget scattered data.
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Figure 9. Test results for the validation set and a single target dataset of different categories. The
“Heatmap” column presents the heatmaps of the output network, where warm colors indicate
large values and cool colors indicate small values, i.e., red represents the highest confidence in the
regression out of the target position box. The “Result” column presents the output of the network. The
“Visual results” column presents results that were used to better characterize the location prediction
results. The red box represents the target location results output by the model.
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To better evaluate the prediction accuracy of the proposed model, the aforementioned
evaluation indices were used. The P–R curves are shown in Figure 11.
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When the threshold value was set as 0.5, the average accuracies for the S, S + D, and
S + D + T tests were 94.1%, 92.8%, and 91.4%, respectively. The F1 scores and mAP values
are presented in Table 2.

Table 2. Test set accuracy of the model for different numbers of targets.

F1/% AP/% mAP/%

S Target Test 92.3 94.1 94.1
S + D Target Test 91.0 92.8 92.8

S + D + T Target Test 90.2 91.4 91.4

As indicated by the data in the table, the accuracy decreased when a small amount
of multitarget data was added to the training set, but it was still greater than 90%. This
indicates that the model can accurately estimate the locations of targets hidden behind a
scattering medium.

To further evaluate the localization accuracy of the model, the number of offset pixels
and offset angle between the actual target location and predicted target location centroid
were calculated. As shown in Figure 12, the accuracy of the model results varied over
specific ranges of offsets and angles. When the number of offset pixels was less than 30 and
the angle was 0.25◦, the accuracy exceeded 90%.
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The results indicated that although the target scattered image cannot be used to clearly
identify the target, it contains the target-position information, and the target position in the
scattered image can be accurately extracted using the deep-learning method. This validates
the proposed approach of localizing complex targets by desensitizing the target shape and
limiting the dataset.

3.5. Ablation Experiments

Because the proposed method was improved using YOLO, a comparative study
involving ablation experiments was conducted to verify its effectiveness. As shown in
Table 3, in the module without the attention mechanism, the target localization accuracy
for the existing dataset was 94.1%. In the feature-extraction module, the target localization
accuracy was 97.3% when the attention mechanism was added. The number of parameters
was increased for the improved algorithm but not significantly. The results indicated a
significant increase in the accuracy of target localization in scattered images based on the
scattering characteristics due to the global characteristics of the attention mechanism.

Table 3. Results of the ablation comparison experiment.

Params [M] F1 [%] AP [%] mAP [%]

YOLO V4 64.36 92.3 94.1 94.1
MHSA + YOLO V4 66.12 95.2 97.3 97.3

3.6. Supplementary Experiments

The objects in this work are black and white, while the grayscale objects are closer
to reality. For further verification, the experiment was designed to add a dimmer to the
outgoing light field. Because the commonly used steady states of DMD are open and closed,
only black-and-white binary images are obtained. The total brightness entering CMOS is
reduced by adding a (Neutral Density filter) ND. The experimental optical path is designed
as shown in the Figure 13, and then the corresponding speckle image is acquired by
simulating the gray-level target image. The same 8000 basic elements datas were collected
as the train set and 2000 datas of complex targets as the test set.
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The verification results of the collected speckle image dataset are shown in the follow-
ing Table 4. The performance has decreased, but the idea of the target location of speckle
images based on basic elements to achieve complex targets is still feasible.

Table 4. Scatter test set performance of the model under simulated grayscale targets.

F1/% AP/% mAP/%

S Target Test 91.2 92.6 92.6
S + D Target Test 90.1 91.3 91.3

S + D + T Target Test 89.8 90.2 90.2
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4. Conclusions

According to the principle of scattershot imaging, the bright and dark spots in the
scattershot contain target information. The target location hidden behind the scattering
medium can be estimated using valid target information.

This study addressed the limitations of the target data type and shape via neural
network feature extraction using basic geometric elements for training. A single-stage
target-position estimation network was used for the position estimation of typical unknown
targets hidden behind the scattering medium. As shown in Figure 14, the accuracy of the
network for detecting the position of a typical target was evaluated.
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This network was proven to be widely applicable. It provides new insights and
inspiration for the position localization of realistic targets in complex scattering medium
conditions and their quantity statistics. In a future study, we will further investigate the
effectiveness of the proposed method for target-position estimation in natural environments
so that it can be quickly applied to meet practical needs.
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