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Abstract

:

The phase retrieval method based on the Transport of Intensity Equation needs to record the light intensity information on two or more planes perpendicular to the optical axis propagating along the optical axis. Usually, a single CCD camera is moved back and forth for recording, which not only brings the corresponding mechanical errors, but also has a certain time difference between the collected intensity images, which cannot meet the real-time requirements. In this paper, a single phase retrieval technique based on cube-corner prisms is proposed. This method can simultaneously collect the required initial intensity image in a single exposure, and then calculate the phase after registration and repair, so as to obtain high-precision results. According to the parallel reflection characteristics of the cube-corner prisms, the experimental system designed correspondingly can not only stagger the two beams separated by the beam splitter, but also ensure that the upper and lower propagation distances of a single beam are equal. Finally, the accuracy and effectiveness of the proposed method are fully verified by simulation experiments and experimental measurements.






Keywords:


image processing; phase retrieval; transport of intensity equation; registration; image restoration












1. Introduction


Phase is one of the important information in the field of optical measurement, which includes the depth, shape, refractive index, etc., of the surface of the object, but general optical imaging instruments cannot directly obtain phase information. In order to obtain the phase information of the light field, many methods have been proposed [1,2,3,4,5]. The phase retrieval algorithm based on the Transport of Intensity Equation (TIE) [6] can calculate the phase information from the intensity information of the object, which is proven to be an effective phase retrieval algorithm. This method is non-interfering and non-iterative, and does not require phase unwrapping [7,8]. It has been applied in many fields such as electron microscopy [9], X-ray diffraction imaging [10], three-dimensional reconstruction [11], and so on. The solution of the transport of intensity equation needs to record the light intensity information on two or more planes perpendicular to the optical axis propagating along the optical axis [12]. Usually, a single CCD camera moves back and forth for acquisition, which not only reduces the speed of acquisition, but the mechanical movement itself will also bring corresponding errors.



In order to solve the above problems, in 2010, Laura Waller et al. used volume holographic microscope to realize single phase imaging [13,14]. In 2013, Zuo et al. utilized a phase spatial light modulator to modulate the defocus distance [15]. In 2018, H. Kwon et al. realized the retrieval of complex field values by using random electrolyte super-surface diffuser device with known characteristics [16], and in 2020 proposed a quantitative phase gradient microscope, which can obtain three intensity images for phase calculation at the same time [17]. In 2019, A.K. Gupta et al. proposed a scheme based on refractive index change [18], and Zhang et al. used dual cameras to realize dynamic phase imaging [19]. In 2021, E. Engay proposed to use a single polarization-dependent all-dielectric element surface to promote the simultaneous recording of two images [20]. These methods have been proven to be effective TIE phase imaging techniques, but their equipment is complex and difficult to implement.



In 2018, Li et al. proposed a flip imaging scheme [21] which can easily obtain two defocused intensity images, but this method has high requirements on the collimation of the optical path, and if half-wave loss is considered there may be an additional phase difference of π between the two reflected lights in this method. In 2020, A.K. Gupta et al. applied a traditional Michelson interferometer-like structure for single-shot phase imaging based on the intensity equation [22]. In this paper, the mirror is tilted slightly so that, in a single shot, two laterally separated defocused images are obtained, and a single-shot TIE with a simpler configuration is realized. This method does not cause the problem of phase difference. However, due to the inclination of the mirror, the optical paths traveled by different parts of the optical path are not equal, resulting in a certain error in the intensity image after imaging.



In this paper, a single-shot phase retrieval technology based on cube-corner prisms is proposed. According to the parallel reflection characteristics of cube-corner prisms, it not only staggers the two beams split by the beam splitter laterally, but also ensures the up and down propagation distance of a single beam of light. It is not necessary to make the cube-corner prism plane strictly perpendicular to the optical path, and preprocessing operations such as registration and restoration are performed on the captured images. Through this technology, the intensity images at different defocus distances can be collected under a single exposure. After registration and repair, the phase can be solved by using the transport of intensity equation. In this paper, the corresponding simulation experiments and experimental measurements are designed, and the experimental results show that the method can effectively obtain the phase results.




2. Phase Retrieval Imaging Technology Based on Cube-Corner Prisms


The phase retrieval imaging technology based on cube-corner mainly includes three modules, the image acquisition module, registration repair module, and phase retrieval module. The specific flow is shown in Figure 1. The sample first obtains a combined intensity image through the image acquisition module. After segmentation, it enters the registration and repair module to obtain two intensity images with different defocus distances at the same spatial position, and finally enters the phase retrieval module and solves for phase.



2.1. Image Acquisition Module


As mentioned in the introduction, the mirror tilt method in reference [22] has to tilt the mirror slightly to obtain two laterally separated defocused images in a single shot. Assume that the parallel lights ab and de are irradiated on a mirror with an inclination angle of α, and then reflected to points c and f, respectively. As can be seen from Figure 2a, the distance traveled by de is longer than that traveled by the line segments ge and fh, which is the distance traveled when reflected with a flat mirror, and is not equal. In order to avoid the above problems, this paper puts forward the scheme of cube-corner prisms.



A cube-corner prism [23], also known as retroreflector, has three mutually perpendicular reflective surfaces; as shown in Figure 2b, no matter what the incident angle is, the reflected light is always parallel to the incident light, and the reflection angle is also always kept at 180 degrees. The reflection image is inverted and reversed. Based on its properties, cube-corner prisms are often used in long-distance measurement, optical signal analysis, and imaging of laser devices.



The principle of the light path of the cube-corner prism is shown in Figure 2c. Assuming that the light path is incident in the AB direction and exits after passing through the ABCDE point, according to the mirror image rule, the total path traveled is equal to the length of the line segment AE′, that is, the incident direction line is slanted by two mirror images. The length of the intercepted line segment is such that when the incident direction remains unchanged, the optical path traveled is a fixed value and will not change.



The optical path of the image acquisition module based on the cube-corner prism designed in this paper is shown in Figure 2d: it is composed of a point-shaped green light source (S), a collimating lens (L0), a test sample (O), two lenses with focal lengths f1 and f2 (L1 and L2, respectively), beam splitter (BS), mirrors (M1 and M2), cube-corner prism (P), and CCD camera (CCD). M2, P, and CCD are found in the dotted line box in the upper right corner, an enlarged view of the constructed cube-corner imaging module.



The light emitted by the point light source is adjusted into parallel light through the collimating lens for illumination. The lenses L1 and L2 form a 4f imaging system to ensure the equivalence of the object plane and the image plane. After the light path enters the pyramid imaging module, it will be divided into two paths; one is reflected by the beam splitter to M2, and finally imaged on the left side of the CCD, and the other involves the cube-corner prism. Due to the reflection characteristics of the cube-corner prism, the formed image can undergo a certain amount of lateral displacement, and is finally imaged on the CCD on the right. After adjusting the two paths to focus, we moved the corner prism P forward by a set distance, and moved the mirror M2 backward by the same distance, so that two defocus intensity images can be collected in one exposure. In this acquisition module, the optical paths experienced by each part of the image are equal, which avoids the errors introduced by the unequal optical paths in reference [22].



In order to verify the effectiveness of the method in this paper, we conducted experimental measurements and built the following optical path system, as shown in Figure 2e. The experimental apparatus in the figure is the same as that in Figure 2d.



The green light of LED (model: GCI-060403) with a central wavelength of    λ ¯   = 532   nm    was used as the light source in the experiment. The point light source emitted by the LED is adjusted into parallel light through the space diaphragm and collimating lens (  f = 30   cm  ), and then enters the 4f imaging system with the addition of the cube-corner prism (model: GCI-030502) imaging module. The focal lengths of the system lenses L1 and L2 are both 30 cm.



Firstly, the image formed by two light paths is adjusted to the focusing position; taking the focus position as a reference, two defocus images with defocus distance of 3mm are obtained by adjusting the plane mirror and cube-corner prism. The intensity distribution on the plane orthogonal to the optical axis under the same illumination state is collected by CCD, and then substituted into the registration repair module and the phase retrieval module to obtain the final retrieval result. In order to verify the effectiveness of the proposed method in real experiments, we use lithography samples and micro-lens array samples for qualitative and quantitative experiments in Section 3.2.




2.2. Registration Repair Module


2.2.1. Harris Corner Registration Algorithm


After obtaining two defocused images in one exposure image by using the above optical path structure, it is necessary to divide them into two defocused images. However, in practical experiments, it is impossible to guarantee that the two defocused images are evenly distributed in the collected image in equal proportion, so it is necessary to register the two images with a registration repair module after segmentation [24].



Assume that the collected over-focus image is   I ( x , y ,  z 0  + Δ z )  , and the under-focus image is   I ( x , y ,  z 0  − Δ z )  . Taking the under-focused image as the reference image, firstly detect and extract Harris feature points from   I ( x , y ,  z 0  + Δ z )   and   I ( x , y ,  z 0  − Δ z )  .



The principle is to take a window (usually a rectangular area) centered on the target pixel point and move it in any direction with a slight displacement, and record the amount of grayscale change in the window; we think that a corner point is encountered in the window and select it as a feature point. The gray scale change can be expressed as:


  E ( x , y ) =    ∑   w  x , y   (  H  x + u , y + v   −  H  x , y   )    2  =  ∑   w  x , y   [ u   ∂ H   ∂ X   + v   ∂ H   ∂ X   + o (    u 2  +  v 2    )    ] 2   



(1)




where  u  and  v  represent the offset of the window centered on   ( x , y )   in the  X  and  Y  direction, respectively,   E ( x , y )   is the grayscale change in the window,    w  x , y     is the window function,  H  is the image grayscale function, and   o (    u 2  +  v 2    )   is the infinitesimal term. The position information of the feature points is determined by the degree of grayscale change in each direction within the window.



Then, the feature points between the two images are matched, and the normalized cross-correlation between the feature points on the two matched images is compared, and the calculated maximum correlation coefficient corresponds to the best match. Then, the RANSAC algorithm is used to purify the feature point pair, and the root mean square error of the corresponding feature point is used as the purification standard, as shown in the formula:


  R M S E =       ∑ i k      ‖  f (   q ′  i  ,  T ′  ) −  p i   ‖   2     ω     



(2)







In the formula,     q ′  i    and     p ′  i    are a pair of matching point pairs, and  ω  is the number of matching point pairs. We consider the point where   R M S E < c   (threshold) is the matching point. When there are too many matching points between the two images, it is easy to be mismatched. The initial value of the threshold is preset to 0.85, and then the threshold is adjusted up or down according to the number of matching points in the matching result, and the number of matching points is adjusted between 3 and 5 pairs. Then, we solved the spatial transformation model   T ′   between images according to the matching points. The spatial transformation model   T ′   is as follows:


   T ′  =  [      cos  θ ′      − sin  θ ′        t ′  x        sin  θ ′      cos  θ ′        t ′  y       0   0   1     ]   



(3)







Finally, we geometrically transformed the over-focus image   I ( x , y ,  z 0  + Δ z )   according to the transformation model   T ′   to obtain the transformed defocus intensity image, and the relationship is expressed by the following formula.


   I r  ( x , y ,  z 0  + Δ z ) =  T ′  [ I ( x , y ,  z 0  + Δ z ) ]  



(4)








2.2.2. Fast Adaptive Repair Algorithm


Although two defocused images can be placed in the same spatial position by using registration algorithm, a hole error will be introduced at the same time. For the hole area in the image    I r  ( x , y ,  z 0  + Δ z )   after registration, the fast adaptive repair algorithm in the registration repair module is used to repair it. This algorithm is improved based on the Criminisi algorithm [25]. The principle of the Criminisi algorithm is shown in Figure 3a.



Denote the area to be repaired as  Ω , the part of   I − Ω  ,  p  represents the pixel with the highest priority on the boundary,    Φ o    represents the pixel area with    Φ o    as the center  p . The information of this area is partly known, and part of the information to be filled is unknown.   ∇  I p ⊥    represents the direction of the iso-illuminance line of  p .    n p    represents the  p  normal vector. The flow of the Criminisi algorithm is shown in Figure 3b.



First, we determined the pixel with the highest priority on the boundary of the area to be repaired in the image, and estimate    Φ p   . The priority   P ( p )   of the pixel on the boundary is calculated as follows:


  P ( p ) = C ( p ) × D ( p )  



(5)







Among them,   C ( p )   is the confidence item, which represents the proportion of the known information already contained in the pixel area of the target block   S × S  , and   D ( p )   is the data item to ensure that the target block with more structural information is repaired first. The combination of   C ( p )   and   D ( p )   can promote structure retention and texture matching to reach a balance point.


   C ( p ) =     ∑  p ∈  Φ p  ∩ I − Ω    c ( p )      |   Φ p   |      ;   D ( p ) =    |  ∇  I p ⊥  ×  n p   |   β    



(6)




where    |   Φ p   |    is the area of    Φ p   , where  β  is the normalization factor, and    n p    is the normal vector of  p , which is used to measure the proportion of the known information of the target block    Φ p   .



In the process of calculating the priority of the above algorithm, as the fill progresses, the confidence value will decrease rapidly, which makes the calculation of priority unreliable, leads to the wrong filling order, and then affects the repair result. In order to overcome this shortcoming, we give a more reasonable priority update function to ensure the correct filling of image structure and texture, and define priority as the weighted sum of these two items:


  P ( p ) = C ( p ) + α D ( p )  



(7)







Among them,  α  is the set weight value, so that the data item occupies a more important position in determining the priority, and the specific value is determined with the sample.



After finding the point  p  with the highest priority among the pixels on the boundary, we used the gradient information to adaptively judge the size of the window to be used, and then searched for the repair block with the highest priority. Let    Φ  p ^     represent the block to be repaired with the highest priority.     Φ ′  q    is the area for matching. The optimal sample block     Φ ′   q ^      is determined as follows:


    Φ ′   q ^   =   arg min d (  Φ  q ^   ,   Φ ′  q  )    Φ  q ^   ∈ Ω    



(8)







Among them,   d (  Φ  q ^   ,   Φ ′  q  )   represents the distance between    Φ  q ^     and     Φ ′  q   , and the calculation formula is as follows:


  d (  Φ  q ^   ,   Φ ′  q  ) =     ∑ i     ∑ j    |   Φ  q ^   ( i , j ) −   Φ ′  q  ( i , j )  |       2   



(9)







Then, we filled the repair block into the block to be repaired, and repeated the above process until the area to be repaired was completely repaired, and then stopped to finally obtain the repaired over-focus image    I r    ′  ( x , y ,  z 0  + Δ z )  .




2.2.3. Phase Retrieval Module


The principle of phase recovery module in phase recovery imaging technology based on cube-corner prism is to solve the phase based on intensity transfer equation, and the formula is as follows:


  − k ⋅  ∂ z  I ( x , y ,  z 0  ) = ∇ ⋅ ( I ( x , y ,  z 0  ) ∇ φ ( x , y ,  z 0  ) )  



(10)







Among them,   I ( x , y ,  z 0  )   is the light intensity at   z =  z 0   ,   φ ( x , y ,  z 0  )   is the phase at   z =  z 0   ,    ∂ z  = ∂ / ∂ z   is the change of the intensity distribution along the z-axis,  k  is the wave number, and the wavelength satisfies   k = 2 π / λ  , and   ∇ = (  ∂ x  ,  ∂ y  )   is the gradient operator.



In the above formula,    ∂ z  I ( x , y ,  z 0  )   represents the variation of the intensity distribution along the z-axis, which cannot be measured directly, but can be approximated by image difference, that is,


   ∂ z  I ( x , y ,  z 0  ) ≈    I r    ′  ( x , y ,  z 0  + Δ z ) − I ( x , y ,  z 0  − Δ z )   2 Δ z    



(11)







  Δ z   represents the defocusing distance. The TIE-based phase retrieval method is suitable for small defocusing distances. When the defocusing distance is too large, nonlinear errors will be introduced, which have a great impact on the accuracy of the retrieval results [26].



  I ( x , y ,  z 0  )   is the light intensity at   z =  z 0   , generally replaced by the mean value of over-focus and under-focus intensities:


  I ( x , y ,  z 0  ) ≈    I r    ′  ( x , y ,  z 0  + Δ z ) + I ( x , y ,  z 0  − Δ z )  2   



(12)







By substituting the intensity image into the TIE solved by the Fourier solution method [27], the phase information   φ ( x , y ,  z 0  )   at can be solved at   z =  z 0   .


    φ ( x , y ,  z 0  ) = −  ℑ  − 1    k ⊥     − 2   ℑ {  ∇ ⊥  · [  I  − 1   ( x , y ,  z 0  )  ∇ ⊥  ψ ( x , y ,  z 0  ) ] }     = −  ℑ  − 1    k ⊥     - 2   ℑ {  ∇ ⊥  · [  I  − 1   ( x , y ,  z 0  )  ∇ ⊥  [  ℑ  − 1    k ⊥     − 2   ℑ [ k  ∂ z  I ( x , y ,  z 0  ) ] ] ] }    



(13)







Among them,  ℑ  represents the Fourier transform, and    ℑ  − 1     represents the inverse Fourier transform.






3. Experiment


3.1. Simulation Experiment


In the first group of simulation experiments, a pure phase object with an intensity of 1 was selected as the sample, the phase range was   0 ∼ 2 π  , the pixel size was 256 pixel × 256 pixel, the wavelength was set to 532 nm, and the defocus distance was set to 50 μm.



Figure 4 shows the experimental process and results of the phase retrieval imaging of the cube-corner method (unregistered and registered repairs) and the plane mirror tilt method (registered repairs) were explored. The first row of gray dashed boxes is the experimental process of the unregistered repair of the cube-corner method, the second row of gray dashed boxes is the experimental process of the cube-corner prism method of registration repair, and the third row of gray dashed boxes is the experimental process of registration repair in the flat mirror tilt method in the literature [20] (assuming that the mirror is tilted 3°, that is, the difference between the propagation distance between the upper boundary and the lower boundary is set to be 5 μm).



Figure 4a is the selected sample. It first enters the image acquisition module, and simulates the intensity images obtained by the cube-corner method and the plane mirror tilt method that contain both under-focus and over-focus information, and then enters the registration repair module. The first dotted box in the row is the experimental process and results of the misregistered repair of the cube-corner method proposed in this paper. Different columns correspond to different modules. During the registration and repair module process, the cube-corner method in the first row is unregistered and repaired, while the blue dotted boxes in the second and third rows represent the registration and repair process. The over-focus intensity images shown in Figure 4i,p were registered and repaired based on the under-focus intensity images shown in Figure 4h,o, respectively. The images in the phase retrieval module show the intensity difference, and the last column is the retrieved phase.



It can be seen intuitively from the image that the restoration result of the cube-corner method after the registration repair is more similar to the input phase.



In order to quantitatively describe the accuracy of the above phase retrieval algorithm, the absolute mean square error (ARMS) between the retrieved phase    φ 1   (  x , y , z  )    and the original phase   φ  (  x , y , z  )    is defined as follows:


  A R M S =    1  M N     ∑        [  φ  (  x , y , z  )  −  φ 1   (  x , y , z ,  )   ]   2     



(14)







Among them,  M ,  N  represent the size of the image. The absolute mean square error of the cube-corner method (unregistered repair) calculated using the above formula is 0.1325, the absolute mean square error of the cube-corner method (registered repair) is 0.0344, and the absolute mean square error of the plane mirror tilt method (registered repair) is 0.0273. The method in this paper improves the accuracy of restoration through registration repair, avoids the error of unequal propagation distances in the plane mirror tilt method, and has a small absolute mean square error.



The second set of simulation experiments tests the sensitivity of the method in this paper to noise. We add noise on the basis of the first set of simulation experiments. Figure 5 shows the retrieval results of the cube-corner method and the plane mirror tilt method under the condition of adding noise with different variances. At the same time, the experiment gives the absolute mean square error value under different noise conditions. The first line is the cube-corner method in this paper, and the second line is the plane mirror tilt method in the literature [22]. It can be seen from the figure that, under the same noise condition, the retrieval effect of the corner prism method is better.



Figure 6 is the absolute mean square error curve of the method in this paper and the plane mirror tilt method after adding Gaussian noise with a variance of   0 ∼ 0.1  . The red line in the figure represents the error value of the cube-corner method, and the blue line represents the error value of the plane mirror tilt method. After adding noise, the algorithm proposed in this paper can still obtain good results, which proves that the method in this paper has good anti-noise performance.




3.2. Experimental Measurements


In order to verify the effectiveness of the method in this paper, we conducted experimental measurements, built the optical path system as shown in Figure 2e, and conducted qualitative and quantitative experiments using lithography samples and micro-lens array samples, respectively.



3.2.1. Qualitative Experiments Based on Lithography Samples


We use the computer generated hologram and direct writing system (model: HoloMakerlVB) to achieve the sample production. First, a sample pattern is generated by a computer, then the sample pattern is printed on a glass substrate attached with photoresist, and then it is immersed in a 10% NaOH solution for cleaning to obtain a photolithographic sample of a phase object as a test sample 1.



We placed the lithography sample in the imaging optical path shown in Figure 2e for the experiment, and Figure 7 shows the experimental process and results of the lithography sample. The dotted box above is the experimental process and results of the cube-corner method in this paper, Figure 7a is the lithography sample, Figure 7b is the intensity image obtained by shooting, Figure 7c is the original under-focus intensity image, Figure 7d is the restoration after the over-focus intensity image, Figure 7e is the intensity difference, and Figure 7f is the retrieved phase result.



The dotted box below is the experimental process and results of the plane mirror tilt method. When the plane mirror is tilted by 5°, the two intensity images can be staggered from each other. Figure 7a is the lithography sample, Figure 7g is the intensity image obtained by shooting, Figure 7h is the original under-focus intensity image, Figure 7i is the repaired over-focus intensity image, Figure 7j is the intensity difference, and Figure 7k is the restored phase result. The grayscale changes in the figure correspond to the depth.




3.2.2. Quantitative Experiment Based on Micro-Lens Array


Test sample 2 is a micro-lens array with a size of 2 cm × 2 cm and a number of micro-lenses of 3 × 3. Each small lens in the lens array is made of silicone oil with a refractive index of 1.579. The filling material is polydimethylsiloxane with a refractive index of 1.403, and the maximum thickness of each micro-lens is about 1.15 mm [28]. The micro-lens sample is shown in Figure 8a.



The first row of Figure 8 is the retrieval process and result of the cube-corner method proposed in this paper. Among them, Figure 8b is the intensity image obtained by the cube-corner method, and Figure 8c is the retrieval result of the cube-corner method. The second behavior is the retrieval process and results of the plane mirror tilt method in [22]. When the plane mirror is tilted by 4°, the over-focus image and the under-focus image can just be staggered. Among them, Figure 8d is the intensity image obtained by the plane mirror tilting method, and Figure 8e is the restoration result of the plane mirror tilting method.



Reference [29] pointed out that there is a certain relationship between the thickness of the object to be measured and the obtained phase and refractive index:


  L ( x , y , z ) =  λ   n 0  −  n m    ×   φ ( x , y , z )   2 π    



(15)







Among them,    n m    is the refractive index of the medium around the test object, and    n 0    is the refractive index of the test object. The specific depth value of the micro-lens array can be calculated according to the formula.



Taking the cross-section of the black horizontal line in Figure 8a as the standard, the comparison results of the depth value of the horizontal cross-section of the two methods are given. As shown in Figure 8f, the blue line is the retrieval result of the corner prism method, the yellow line is the restoration result of the plane mirror tilt method. After calculation, the maximum depth value of the cube-corner method is about 1.09 mm, and the relative error with the true depth is 5.2%; the maximum depth value of the plane mirror tilt method is about 0.91 mm, and the phase error with the true depth is 20.8%. From the experimental error value, it can be seen that the phase retrieved by the method in this paper is better.






4. Discussion


The traditional TIE-based phase retrieval method needs to move the object or CCD when collecting light intensity images, which will introduce certain mechanical errors, and cannot collect intensity images at the same time to ensure real-time requirements. In this paper, a single-shot phase retrieval method based on a cube-corner prism is proposed. Through the image acquisition module composed of a beam splitter, a cube corner prism and a plane mirror, two intensity images can be simultaneously acquired in one exposure. The high-precision phase is then solved by the registration repair and phase retrieval modules. Both simulation and experimental measurements results demonstrate the effectiveness and correctness of the method.




5. Conclusions


The phase retrieval module in this paper is proposed based on the transport of intensity equation method, using the classical Fourier solution method. However, this solution method relies on restrictive pre-knowledge or assumptions, including appropriate boundary conditions, well-defined closed regions, etc. The lack of these pre-knowledge or assumptions will affect the accuracy of the retrieval results. In the future, we can consider some explorations on the TIE solution method [30] so as to further improve the method in this paper.
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Figure 1. Phase retrieval imaging technology based on cube-corner. 
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Figure 2. Imaging principle and light path diagram. (a) Plane Mirror inclined light path; (b) diagrammatic Diagram of Cube Corner Prism; (c) diagrammatic Diagram of Cube Corner Prism; (d) Light Path Diagram of image acquisition module; and (e) Experimental Measurements Light Path Diagram. 






Figure 2. Imaging principle and light path diagram. (a) Plane Mirror inclined light path; (b) diagrammatic Diagram of Cube Corner Prism; (c) diagrammatic Diagram of Cube Corner Prism; (d) Light Path Diagram of image acquisition module; and (e) Experimental Measurements Light Path Diagram.



[image: Photonics 09 00230 g002]







[image: Photonics 09 00230 g003 550] 





Figure 3. Criminisi algorithm. (a) Schematic diagram of Criminisi algorithm; (b) Algorithm flowchart of Criminisi algorithm. 
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Figure 4. Simulation process and retrieval results of the cube-corner method and the plane mirror tilt method. (a) Selected sample; (b–f) The experimental process and results of the cube-corner method (unregistered repair); (g–m) The experimental process and results of the cube-corner method (registered repair); (n–t) The experimental process and results of the plane mirror tilt method (registered repair). 
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Figure 5. Experimental results of the two methods after adding noise. 
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Figure 6. Absolute mean squared error curves for the results of the two methods after adding noise. 
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Figure 7. Experimental process and retrieval results of lithography samples. (a) Sample; (b–f) The experimental process and results of the cube-corner method (registered repair); (g–k) The experimental process and results of the plane mirror tilt method (registered repair). 
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Figure 8. Experiments and results of micro-lens samples. (a) Micro-lens array; (b) Image taken by the cube-corner method; (c) Retrieval result of the cube-corner method; (d) Photographed by the plane mirror tilt method; (e) Retrieval result of plane mirror tilting method; and (f) Comparison result of depth value of transverse section line. 
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