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Abstract

:

Hyperspectral imaging combined with chemometric approaches is proven to be a powerful tool for the quality evaluation and control of fruits. In fruit defect-detection scenarios, developing an unsupervised anomaly detection framework is vital, as defect sample preparation is labor-intensive and time-consuming, especially for exploring potential defects. In this paper, a spectral–spatial, information-based, self-supervised anomaly detection (SSAD) approach is proposed. During training, an auxiliary classifier is proposed to identify the projection axes of principal component (PC) images that were transformed from the hyperspectral data cubes. In test time, the fully connected layer of the learned classifier was used as a ‘spectral–spatial’ feature extractor, and the feature similarity metric was adopted as the score function for the downstream anomaly evaluation task. The proposed network was evaluated with two fruit data sets: a strawberry data set with bruised, infected, chilling-injured, and contaminated test samples and a blueberry data set with bruised, infected, chilling-injured, and wrinkled samples as anomalies. The results show that the SSAD yielded the best anomaly detection performance (AUC = 0.923 on average) over the baseline methods, and the visualization results further confirmed its advantage in extracting effective ‘spectral–spatial’ latent representation. Moreover, the robustness of SSAD is verified with the data pollution experiment; it performed significantly better than the baselines when a portion of anomalous samples was involved in the training process.
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1. Introduction


Hyperspectral imaging combined with chemometric approaches is proven to be a powerful tool for the quality evaluation and control of fruits [1,2] as it enables the assessment of internal properties that cannot be inspected with computer vision, including soluble solid content [3], acidity [4], and texture [5]. Detecting fruit quality defects, such as unripeness [6], bruise [7], contamination [8], chilling injury [9], fungal infection [10], and skin defects [11], is also of great importance since these defects make the fruits less attractive to the consumers or even bring food safety risks. Quite a few efforts have been made on chemometric algorithms to build fruit defect detectors. For instance, Liu et al. [12] selected optimal wavelengths with successive projection algorithms (SPA) and compared partial least square discriminant analysis (PLS-DA), support vector machine (SVM), and back-propagation neural network (BPNN) algorithms to identify bruised and fungi-infected strawberries. Tian et al. [13] established citrus decay detection models by using two-band ratio images and improving watershed segmentation with a total success rate of 92% at the image level. G. ElMasry et al. [14] detected chilling injury in red delicious apples using 7hyperspectral imaging and adopted the artificial neural network (ANN) to select the optimal wavelengths, classify the apples, and detect firmness changes due to chilling injury.



In the past few years, the impressive performance of various deep-learning applications has also appealed to the chemometric community, and some deep detectors of fruits have been developed. Zhang et al. [15] detected blueberry internal bruises from hyperspectral transmittance images using fully convolutional networks. In our previous work [16], strawberry bruises were identified with a two-branch convolutional network in which the one-dimensional branch and the two-dimensional branch extracted the spectral and spatial information from the hyperspectral data, respectively. However, both the conventional machine-learning approaches and the deep-learning-based methods mentioned above built supervised classification models that require collecting a large number of targeted anomalous fruits as training data for each defect class. Developing effective unsupervised anomaly detection methods for fruit quality control is crucial, as the defect sample preparation could be labor-intensive and time-consuming. Most importantly, exploring all defects exhaustively in advance is impractical. Anomaly detection techniques are able to identify all unknown defects by only training with normal samples, which shows great potential for applications of intelligent fruit sorting.



Unsupervised anomaly detection [17,18], also known as novelty detection or out-of-distribution detection, has made great progress and has been successfully applied to image, sound, video, and medical data. The existing methods for this task can generally be grouped into four categories: reconstruction-based methods, clustering-based methods, classification-based methods, and self-supervised methods. Autoencoder (AE) [19] is the most widely used reconstruction-based method as it works based on the assumption that anomalous samples suffer from larger reconstruction costs, while the low-dimensional projection functions are only trained with the normal samples. The general idea of clustering-based methods is to learn the distribution of the normal samples and that the anomalous test samples lie in the low-density regions, such as Gaussian Mixture Models (GMM) [20] and Local Outlier Factor (LOF) [21]. Regarding the classification-based methods, one-class SVM (OCSVM) [22] is the most well-known algorithm, which tries to learn a classification boundary surrounding the normal samples in the feature space.



An anomaly detector based on self-supervised learning [23,24] is a new emerged category in which auxiliary tasks are designed to learn informative, low-dimensional representations from normal data, and the learned representations are then used for the downstream anomaly detection task. For instance, Golan et al. [25] designed an auxiliary geometric transformation classifier to detect image anomalies. Zhang et al. [26] generated auxiliary data from various distributions and built an auxiliary classifier to discriminate the real normal data from the generated data. Then, a deep adversarial training model was constructed to capture marginal distributions of the normal data in the latent space learned with the classifier. Tack et al. [27] combined contrastive learning and a shifted-instance classification task to construct anomaly scores. In general, recent studies show that self-supervised learning can easily integrate with various deep-learning frameworks and significantly help to extract discriminative features for anomaly detection, especially for machine vision tasks.



Despite anomaly detection’s success in benchmark data sets of natural images, work on anomaly detection of hyperspectral imaging data is generally lacking. One of the main challenges for anomaly detection of hyperspectral data is capturing anomalies with the integration information of both the spectral and spatial domains. Most of the anomaly detection works in the chemometric community were conducted on near-infrared (NIR) spectroscopy or Raman spectroscopy without spatial information involved [28,29,30]. For instance, Vasafi et al. [31] adopted AE for milk anomaly detection based on NIR spectroscopy and discussed the effect of NIR spectral pretreatments. Shen et al. [32] used the global H value discrimination method and NIR spectroscopy to detect non-protein nitrogen adulterations in soybean meal. Only spectral information was considered in these approaches, and anomaly detection frameworks based on ‘spectral–spatial’ fusion remain to be explored.



Based on these concerns, we present a simple yet effective self-supervised anomaly detector (referred to as SSAD) for fruit defect detection. In the proposed framework, the hyperspectral data cubes were transformed into principal component (PC) images, and an auxiliary classifier was designed to classify the PC number of these images. Discriminative features for anomaly detection were extracted with the auxiliary PC image classifier, and the feature similarity metric was adopted for anomaly evaluation. The PC images retain the spatial features of the fruits, and the grayscale of each pixel reflects its spectral characteristics. Therefore, by constructing a PC image classifier, efficient representations that integrate the information of the spectral and spatial domains can be learned and utilized for anomaly detection. To the best of our knowledge, we are the first to demonstrate the ability to integrate the spectral–spatial information of hyperspectral data under the anomaly detection framework.



The proposed method was respectively evaluated in strawberry and blueberry data sets to demonstrate the effectiveness and versatility of this self-supervised anomaly detection approach. For each data set, four quality defect types were utilized to validate the ability of SSAD in identifying multiple hyperspectral anomalies. To be specific, the strawberry data set tested bruised, fungal-infected, chilling-injured, and soil-contaminated samples, while the blueberry data set used bruised, fungal-infected, chilling-injured, and wrinkled samples as anomalies. For performance comparison, three spectral models, including OCSVM, one-dimensional AE (AE-1D) and one-dimensional variational AE (VAE-1D), and two ‘spectral–spatial’ models with PC images as inputs, namely two-dimensional AE (AE-2D) and two-dimensional variational AE (VAE-2D), were also constructed in the present work.




2. Materials and Methods


2.1. Samples


Two fruit hyperspectral data sets were prepared to validate the proposed anomaly detection method, namely the strawberry and the blueberry data sets.



2.1.1. Strawberry Data Set


For the strawberry data set [12,16], a total of 1045 strawberry samples were measured, including 601 normal and 444 anomalous samples. Four types of anomalies for the strawberries are defined: bruise, fungal infection, chilling injury, and soil contamination. All the strawberry samples were purchased from local supermarkets in Guangzhou, China. The strawberry samples included three varieties (Hongyan, Hongbaoshi, Shuangliu, and Zhangji) and went through a visual check for healthy appearance during the purchase.



Bruised strawberries: A total of 139 bruised strawberries were obtained using mechanical vibration and pressure to simulate the damage during packaging and transportation. The hyperspectral image measurements were conducted within 30 min after the mechanical injury.



Infected strawberries: A total of 100 fungal-infected strawberries were prepared by injecting the Botrytis cinerea spore solution. The solution concentration was 1 × 105 CFU∙mL−1, and the injection depth was 2 mm. Hyperspectral image measurements were carried out every 12 h during a storage period of 24 to 84 h after the injection.



Chilling-injured strawberries: A total of 105 chilling-injured strawberries were prepared by keeping the strawberry samples in cold storage at −1 °C for 0.5~6 h. The injured strawberries were removed from the cold storage and left at room temperature for another 4 h to regain their temperature before the measurements.



Contaminated strawberries: A total of 100 soil-contaminated strawberries were prepared by applying soil dilutions to the strawberries. The contaminated samples were dried in the air before the hyperspectral measurements.




2.1.2. Blueberry Data Set


For the blueberry data set [15,33], a total of 1335 blueberry samples were measured, including 808 normal and 527 anomalous blueberries. All the blueberry samples were purchased from local supermarkets in Guangzhou, China. For the normal samples, a visual check was performed before the measurements to ensure they were free from any abnormal features. Four types of anomalies, including bruise, fungal infection, chilling injury, and wrinkled skin, were prepared as follows.



Bruised blueberries: A total of 120 bruised blueberries were obtained using mechanical vibration and pressure. The injured blueberries were stored for another 0.5~12 h before the hyperspectral image measurements to allow the injury development.



Infected blueberries: A total of 120 fungal-infected blueberries were prepared. Half of the infected blueberries were obtained by injecting the Botrytis cinerea spore solution, while the other half were obtained naturally by storage.



Chilling-injured blueberries: A total of 150 chilling-injured blueberries were prepared. The chilling injury of the blueberries was also obtained by freezing the samples at −1 °C for 0.5~6 h and returning them to room temperature for 4 h.



Wrinkled blueberries: A total of 137 wrinkled blueberries were obtained by storage. The blueberries were stored at room temperature for 3 to 8 days to obtain samples with wrinkled skin.



In the training phase, half of the normal samples were randomly selected and used for building the models. Regarding the testing phase, the rest of the normal samples and all the anomalous samples were adopted for model evaluation. The sample partition of the strawberry and the blueberry data sets is summarized in Table 1, and the digital color photos of the anomalous strawberry and blueberry samples are shown in Figure 1. It can be observed that the bruise and the chilling injury are difficult to identify visually.





2.2. Hyperspectral Data Measurement


The hyperspectral data of the strawberry and blueberry samples were measured with a NIR hyperspectral imaging instrument (SPECIM, Spectral Imaging Ltd. Oulu, Finland). The hyperspectral imaging system worked with the diffraction grating and the InGaAs sensor matrix. The focal length of the optical lens was 30.7 mm. The fruit samples were placed on a holder plate and moved with the translation stage to form three-dimensional data cubes line by line (see Figure 2). For the strawberry data set, the samples were placed in random positions, while the blueberry samples included both stems and calyces upwards. Each hyperspectral image had 320 × 640 pixels in the spatial dimension and 256 wavelengths in the spectral dimension. The spatial resolution was approximately 0.4 mm/pixel in both the x-axis and y-axis [34], while the spectral resolution of the equipment was 5 nm. The wavelength range of the raw data was 885~1733 nm, but we deleted the initial and the terminal wavelength sections because they were poor in signal quality. Finally, wavelengths ranging from 1000 to 1600 nm (181 wavelengths) were used for modeling.




2.3. Data Preprocessing


The preprocessing converted the raw hyperspectral data into standard sample data cubes. There are three steps for preprocessing: image correction, first-order derivative, and image segmentation. The image correction step calculates the relative reflectance of each pixel by using a dark current image and a white reference image:


    I   C   =     I   0   −   I   D       I   w   −   I   D      



(1)




where     I   0     is the original image,     I   D     is the dark image,     I   w     is the white image, and     I   c     is the corrected image. First-order Savitzky–Golay derivative was performed on the spectrum of each pixel for pretreatment. Image segmentation was performed with the watershed algorithm [35] to remove the background and extract the sample data cubes from the whole hyperspectral image. The extracted pixels of each fruit sample were placed in the center of a blank background. The size of the data cube for the strawberry data set was 120 × 120 × 181, while it was 60 × 60 × 181 for the blueberry data set.




2.4. The Proposed Method


2.4.1. Architecture of SSAD


As shown in Figure 3, the proposed SSAD model was constructed as follows: (1) Performed PCA transformation, which changed the sample-scale data cube into the first m PC images       x   1   ′   ,   x   2   ′   ,   x   3   ′   , …   , x   m   ′      ; (2) constructed the auxiliary PC image classifier by training it to identify the PC number of the normal fruit samples; (3) used the trained fully connected layer of the auxiliary classifier as a ‘spectral–spatial’ feature extractor of the first m PC images (  F = [   F   p c 1   ,   F   p c 2   ,   F   p c 3   , … ,   F   p c m   ]  ); and (4) in the testing phase, adopted the cosine similarity   S     x   t       to the training set in the obtained feature space for anomaly evaluation of the unknown samples.




2.4.2. Detailed Description of Training Procedure


In the training phase, the PC images transformed from the normal samples were fed into the convolutional network to train an auxiliary PC classifier. This classifier was stacked with convolution layers, pooling layers, and a fully connected layer. In the convolution layer, the feature maps of the previous layer were convolved with learnable convolutional filters and processed with the nonlinear activation. The operation of the l’th convolution layer was:


    F   l   = g     F   l − 1   ∗   w   l   +   b   l      



(2)




where * represents the convolution operation,     F   l − 1     refers to the feature map obtained with the previous layer, and     F   l     presents the feature map of the current layer,     w   l     and     b   l     are the trainable weight and bias of the l’th convolution layer, respectively, and   g ( x )   is the nonlinear activation of the convolution layer.



The fully connected layer was adopted to integrate the local information obtained with the previous convolution layers and pooling layers. The operation of the fully connected layer can be presented as:


      F   i   f   = σ     ∑  j = 1   k      F   j   f − 1     ×   w   i , j   f   +   b   i   f     , i = 1,2 , 3 , … , n .    



(3)




where     F   i   f   ( i = 1,2 , 3 , … , n )   represents the output of the fully connected layer, n is the total neurons number of the fully connected layer,     F   j   f − 1   ( j = 1,2 , 3 , … , k )   represents the output of the previous layer, k is the feature map size of the previous layer,     w   i , j   f     and     b   i   f     represent the trainable weight and bias of the fully connected layer, respectively, and   σ ( x )   is the nonlinear activation of the fully connected layer, which is tanh in this paper. Finally, a SoftMax regression layer followed the fully connected layer to provide the m-class probabilities result. The classifier was trained to minimize the cross-entropy loss:


  L =   1   N     ∑  i = 1   N      y   i     l o g       y   ^     i    



(4)




where N is the number of normal training samples,   y   is the ground truth of PC number, and     y  ^    is the predicted probabilities.




2.4.3. Detailed Description of Testing Procedure


In the testing phase, the feature extracted with the fully connected layer of the trained auxiliary PC classifier was used for constructing the anomaly scores. For each test sample, we fed the first m PC images into the classifier sequentially and concatenated the obtained features as the representation of one sample:


  F = [   F   p c 1   ,   F   p c 2   ,   F   p c 3   , … ,   F   p c m   ]  



(5)







Upon the representation learned by our proposed training objective, we present the most effective score function: the mean cosine similarity to the training set in latent space


  S (   x   t   ) = −   1   N     ∑  i = 1   N        F   t   ×   F   n   i        (   F   t   )   2   ×   (   F   n   i   )   2         



(6)




where S represents the anomaly score,     x   t     is the test sample, and     F   t     and     F   n     are the representations of the test sample and the normal training samples, respectively.



Instead of using a pre-chosen threshold, we followed the decision-making protocol of the state-of-the-art approaches to make normal/anomaly decisions. That is, sorting the anomaly scores of the test samples and those samples with the highest     N   +     anomaly scores were assigned as anomalies, where     N   +     was the number of anomalous samples in the test set.




2.4.4. Hyperparameter Settings and Training Configurations


The hyperparameter m was assigned to 5 in the original SSAD, and its effect on anomaly detection is demonstrated in the discussion section. Cross-validation within the training data was performed to optimize the structural parameters of SSAD, including the number of convolution layers, the number of convolutional filters in each layer, and the number of pooling layers. It should be mentioned that the cross-validation was only processed to minimize the classification error of the validation set, and no data in the test set were involved. The details of the SSAD network parameters for the strawberry and blueberry data sets are listed in Table 2 and Table 3, respectively. It can be observed that we employed very similar network structures for the two data sets, only adding a pooling layer for the strawberry data set due to its larger input data size. For both data sets, the learning rate and batch size were set to 0.001 and 256, respectively. The training process was stopped when the training loss was smaller than 0.1 to prevent overfitting. The code implementation and learned models of SSAD are available at https://github.com/YisenLiu-Intelligent-Sensing/SSAD accessed on 18 May 2022.





2.5. Metrics for Model Evaluation


Several widely used metrics were adopted to measure the anomaly detection performance, including the area under the receiver operating characteristic curve (AUC), F1 score, and accuracy (Acc) of each normal/anomaly class. These metrics are defined as follows.



AUC was calculated with the anomaly scores of the test samples:


  AUC =   1     N   −     N   +       ∑  i = 1     N   −        ∑  j = 1     N   +      H ( S c o r e     x   j   +     − S c o r e     x   i   −     )      



(7)







In Equation (10),     N   −     and     N   +     are the number of normal and the anomalous test samples,         x   i   −       i = 1     N   −       and         x   j   +       j = 1     N   +       are the normal and anomalous test samples, and   H ( a )   is the hard-threshold function calculated according to the anomaly scores:


  H   a   =      0     i f   a ≤ 0     1     i f   a > 0       



(8)







Given the anomaly scores, the true positives (TP), false positives (FP), and false negatives (FN) were obtained based on the decision-making protocol mentioned above. Then, the F1 score was calculated as:


    F   1   =   2 × p r e c i s i o n × r e c a l l   p r e c i s i o n + r e c a l l   =   2 ×   TP   TP + FP   ×   TP   TP + FN       TP   TP + FP   +   TP   TP + FN      



(9)







It can be observed that the F1 score can be interpreted as a weighted average of precision and recall.



Acc is the accuracy of each class:


  Acc =   TP   TP + FN    



(10)







    Acc   normal    ,     Acc   bruised    ,     Acc   infected    ,     Acc   chilling    ,     Acc   contaminated    , and     Acc   wrinkled     represent the accuracies of the normal, bruised, infected, chilling-injured, contaminated, and wrinkled classes.



Ten resampling runs were carried out for each scenario, and the obtained average and 95% confidence intervals of the metrics were used for model evaluation. In each run, we randomly selected 50% of the normal data for training with the remaining 50% reserved for testing. Only data from the normal class were used for the training models, while both the normal and anomalous ones were taken for model evaluation.




2.6. Methods for Comparison


OCSVM [22]: The one-class support vector machine (OCSVM) tries to learn a hypersphere in the feature space that maps most of the training data into it. The spectra of effective pixels were averaged, and the obtained mean spectra were used as the inputs of the OCSVM models. The radial basis function (RBF) was adopted as the kernel function, and the boundary hyperparameter υ was searched in the range of [0.01, 0.02, 0.03, 0.04, 0.05, 0.1, 0.2, 0.3] to maximize the AUC.



AE-1D [31]: The AE-1D is a classical reconstruction-based method. In this paper, it was trained to compress and reconstruct the mean spectra, and the reconstruction errors obtained with the test samples were taken as the anomaly scores. Dense neural networks were adopted as the encoder and the decoder of the AE-1D. Cross-validation was performed to adjust its structural parameters and avoid overfitting.



VAE-1D [19]: The VAE-1D estimates the mean and variance parameters of the Gaussian distribution in the latent space and reconstructs the latent vectors sampled from the learned distribution. In this study, it employed mean spectra as the inputs and the reconstruction probability through Monte-Carlo sampling as the anomaly score. The VAE-1D kept consistent network architectures with the AE-1D for each data set, but it was trained with the combination of reconstruction residual loss and KL divergence loss.



AE-2D: The AE-2D was trained to compress and reconstruct the PC images of the hyperspectral data. For a fair comparison, the AE-2D used the same inputs (the first five PC images) as the SSAD. The reconstruction error of each PC image was calculated, respectively, and the maximum reconstruction error was taken as the anomaly score.



VAE-2D: The VAE-2D is the probabilistic graphical version of the AE-2D. It also utilized the PC images as the inputs and the reconstruction error as the anomaly score. Convolutional networks were employed for the AE-2D and the VAE-2D because such a network structure had proved to be effective in extracting latent representations of images. The network structures were optimized with cross-validation to ensure a good image reconstruction quality.



The detailed structural parameters of the autoencoder-based methods can be found in Tables S1–S3.




2.7. Software and Hardware Environment


In the present work, the SSAD and the AE-based methods were conducted on the open-source platform Pytorch, and the OCSVM models were performed in the machine-learning toolbox scikit-learn. All the experiments were conducted using a computer equipped with a single GeForce TITAN V GPU.





3. Results


3.1. Spectra and PC Images


To demonstrate the fruit anomalies in the spectral domain, the mean spectral profiles of the normal and anomalous samples in the strawberry and blueberry data sets are illustrated in Figure 4. The colored areas in Figure 4 represent the spectral profiles of all the samples to show their spectral distribution, while the gray lines are the mean spectral curves of the colored areas. For both data sets, the anomalous data had similar spectral profiles to the normal data. However, the anomalous samples demonstrated a wider distribution than the normal samples. For fruit samples, factors unrelated to quality defects, such as shape, variety, maturity, external and internal structure, etc., can also affect their mean spectra characteristics, which makes it difficult to detect quality anomalies from the spectral domain alone. The mean spectral profiles of each anomaly class are shown in Figure S1.



Motivated by detecting anomalies based on the combination of spectral and spatial domains, the SSAD extracted representation from the PC images. The first five PC images of the normal and anomalous fruits are demonstrated in Figure 5, while the images of PC6~PC10 can be found in Figure S2. It can be observed that, for some quality defects such as bruise, infection, and contamination, the anomalies appeared in the PC images as locally bright or dark areas. However, for the chilling injury, the anomaly appeared to be the overall grayscale change, as the freezing treatment caused the chemical and physical changes in the whole fruit. In general, the PC images were more informative for PC1 to PC7, whereas PC8 to PC10 lost a significant amount of detail because these PCs only accounted for a small fraction of the spectral variables. For more details of the variable explained ratios for the PCs, please refer to Figure S3.




3.2. Comparison of Anomaly Detection Performance


The anomaly detection results obtained with the SSAD and the baseline methods are illustrated in Table 4 and Table 5 for the strawberry and the blueberry sub-tasks, respectively. For each model, we performed ten resampling runs for the training set and test set partition, and the obtained average and 95% confidence intervals of the metrics are shown in the tables. It can be observed that the SSAD achieved the highest AUC and F1 score for both studied data sets. Compared with OCSVM, AE-1D, VAE-1D, AE-2D, and VAE-2D, the AUC improvements obtained with SSAD were 18.1%, 22.0%, 10.1%, 32.3%, and 38.5%, respectively, for the strawberry data set; when it comes to the blueberry data set, the AUC improvements with SSAD were 25.3%, 13.9%, 17.4%, 42.3%, and 16.1%, respectively. It should also be noticed that the SSAD obtained relatively balanced detection results (Acc >0.8 for each anomaly class), showing obvious superiority to both the autoencoder-based methods and the OCSVM.



In general, the spectral baseline models performed better than the ‘spectral–spatial’ baseline models: VAE-1D and AE-1D were the second-best performing methods for the strawberry and the blueberry data sets, respectively. As an anomaly detector, the autoencoder-based methods may suffer from the inefficiency of the extracted features because they are only trained to minimize the reconstruction error. For the AE-2D, in order to render good image reconstructions, it had to retain many fruit features irrelated to the quality defects, such as information about posture, shape, leaf, seed, calyx, stem, etc. On the other side, the auxiliary PC classification task of SSAD avoided most of these irrelated factors since they were unrelated to the class label (PC number). Therefore, more discriminative and robust ‘spectral–spatial’ features can be learned for the downstream anomaly detection task. We also listed the testing time per sample for each method in Table S4. The testing time of SSAD is less than one millisecond, which ranks second among all the comparison methods and is appropriate for the in-line inspection of a real application.



Figure 6 compares the anomaly score distributions obtained with the AE-1D, AE-2D, and SSAD to visualize and compare their ability to distinguish between normal and anomaly. An ideal anomaly detector should be able to separate the anomaly scores of normal and anomalous samples. It can be observed that a significant proportion of anomalous test samples had the same level anomaly scores as the normal test samples under the AE-1D and AE-2D models, while the overlap was much smaller for the SSAD model. Moreover, the normal test samples demonstrated a narrow score distribution for the SSAD, which was advantageous for determining a decision threshold of normal/anomaly in the practical applications.



To further verify the effectiveness of SSAD in learning discriminative representation for anomaly detection tasks, we demonstrate the feature visualization results obtained with the t-SNE algorithm [36] in Figure 7. It can be observed that the normal and anomalous points were highly overlapped in the latent space learned with AE-2D, indicating that the learned latent space was not task-specific for anomaly detection. In terms of the proposed SSAD, there were obvious clustering trends between the normal and anomalies data in the latent space, providing meaningful information to identify anomalies. It should be noticed that, although only normal samples were used for the self-supervised training, the unseen anomalous data also showed clustering trends corresponding to their defect class in the latent space learned with SSAD.





4. Discussion


4.1. Effect of the Principal Components


In the SSAD, the number of PC images (m) used for classification should be considered a hyperparameter. In the original model, we used a five-classes classifier (m = 5). To investigate the impact of this hyperparameter, we changed the number of PC images m and built corresponding m-class self-supervised classifiers for anomaly detection. The obtained AUC and F1 score results are summarized in Figure 8. For both studied data sets, the AUC and F1 score first increased with the increase in PC number and then began to decrease. The best AUC of the strawberry data set was obtained with six PCs (0.914 ± 0.009), while the best performance of the blueberry data set was obtained with eight PCs (0.947 ± 0.011). Fortunately, the choice of this hyperparameter was not very sensitive: the model performance began to stabilize for an m greater than four for both data sets. This was in good agreement with the explained ratio of the PCs (see Figure S3); PCs with a variable explained ratio smaller than 1% make little contribution for anomaly detection.



When compared with the traditional supervised approaches for detecting the defects of strawberries [12,37,38] and blueberries [15,39], the proposed SSAD could achieve competitive results for classifying healthy and defected samples. Many of these supervised approaches focused on finding effective wavelengths corresponding to the target defects, which is not practical for anomaly detection because the potential defect type is unknown. Therefore, using the first m PC to characterize all wavelengths is more suitable for the ‘non-target detection’.




4.2. Effect of the Layers for Feature Extraction


The self-supervised classifier extracted multi-level features of the PC images by stacking the convolution layers and a fully connected layer. In fact, each layer of the classifier can be considered a feature extractor. Here, we report the anomaly detecting results obtained with the features extracted from different layers of the PC image classifier. Figure 9a,c demonstrates the AUC and F1 score of the strawberry and blueberry data sets; the AUC increased with deeper layers in general, and the feature of the dense layer showed obvious superiority over the convolutional features. Figure 9b,d summarizes the accuracy changes in each defect class obtained with the strawberry and blueberry data sets, respectively. Different from the overall AUC, the detection accuracy of each defect class showed different trends with the number of network layers. While some of the defect classes could achieve a high detection accuracy with the first convolution layer that decreased with deeper layers, the accuracy of other defects increased gradually with the deepening of the network. In general, the shallow layers demonstrated unbalanced results for different defects, while the final fully connected layer achieved satisfactory performance for all the studied defect classes (accuracy over 80%).




4.3. Effect of Data Pollution


In this section, the robustness of the SSAD was validated by conducting a training data pollution experiment. The robustness against impure data is of great importance because the collected unlabeled samples often contain a small percentage of anomalies in real-world applications. A good anomaly detector should have the ability to maintain its performance against polluted data. In the data pollution experiment, a portion of the anomalous samples was randomly selected and assigned to the training set based on the polluted rate P%. As the AUC results show in Figure 10, it is not surprising that the performance of SSAD degraded with the increase in P: the AUC decreased gently from 0.913 ± 0.006 to 0.898 ± 0.017 for the strawberry data set, and it changed from 0.932 ± 0.015 to 0.900 ± 0.025 for the blueberry data set. Nevertheless, the SSAD still achieved the best performance at all polluted levels when compared with the baseline methods. In terms of the baseline methods, most of the autoencoder-based methods demonstrated relatively stable performance, whereas the OCSVM showed high requirements for sample purity, and significant deterioration was observed. This was in good agreement with the results of previous studies [21], which reported that polluted samples might easily cause the wrong hypersphere of OCSVM.





5. Conclusions and Future Work


This paper proposes a self-supervised anomaly detection method named SSAD for fruit defect detection based on hyperspectral imaging. In the proposed framework, an auxiliary classifier was trained with the normal samples to extract efficient ‘spectral–spatial’ features of the hyperspectral data, and then the feature similarity between the test data and the training data was utilized for anomaly evaluation. The effectiveness and versatility of SSAD was validated on two fruit data sets, namely strawberry and blueberry, each containing four fruit quality defects as anomalies. The obtained AUC results of the strawberry and blueberry data sets achieved 0.913 ± 0.006 and 0.932 ± 0.015, respectively. The overall experimental results showed that SSAD yielded superior anomaly detection performance over the comparison methods, including OCSVM, AE-1D, VAE-1D, AE-2D, and VAE-2D. The visualization results of the anomaly score distribution and t-SNE feature also demonstrate that the proposed algorithm with self-supervised classifier can effectively extract ‘spectral–spatial’ features for distinguishing normal and anomalous data. Moreover, in the data pollution experiment, SSAD demonstrated good robustness against anomalies data in the training set and outperformed all the comparison methods at all data pollution levels.



In conclusion, the SSAD is a significant improvement over the state-of-the-art methods for anomaly detection of fruits. However, as we know, PCA transformation may cause loss of spectral information to some degree. Therefore, self-supervised architecture that can process PC images and mean spectra simultaneously might yield a better performance and should be investigated in future work.








Supplementary Materials


The following supporting information can be downloaded at: https://www.mdpi.com/article/10.3390/foods12142669/s1, Figure S1: Spectral profiles of samples in different anomalous classes: (a) strawberry data set; (b) blueberry data set. Gray lines: mean spectral curves, colored areas: spectral profiles of all the samples; Figure S2: Images of PC6 to PC10 for the strawberry and blueberry data sets; Figure S3: The variable explained ratios of the principal components: (a) strawberry data set; (b) blueberry data set; Table S1: Detailed structural parameters of the AE-1D; Table S2: Detailed structural parameters of the AE-2D; Table S3: Detailed structural parameters of the VAE-2D; Table S4: The testing time per sample obtained by different methods.





Author Contributions


Conceptualization, Y.L. and S.Z.; methodology, Y.L. and Z.W.; software, L.Z. and Z.Q.; Sample preparation, Z.Y.; Validation, C.L.; writing—original draft preparation, Y.L.; writing—manuscript revision, K.P.; project administration, Y.L.; funding acquisition, Y.L. and S.Z. All authors have read and agreed to the published version of the manuscript.




Funding


This research was funded by the Natural Science Foundation of China (Grant number: 62275056), Science and technology Plan of Meizhou (Grant number: 2021B0203001), and GDAS’ Project of Science and Technology Development (Grant number: 2022 GDASZH 2022010108).




Data Availability Statement


The datasets generated for this study are available on request to the corresponding author.




Conflicts of Interest


The authors declare no conflict of interest.




References


	



Wu, D.; Sun, D.W. Advanced applications of hyperspectral imaging technology for food quality and safety analysis and assessment: A review-Part I: Fundamentals. Innov. Food Sci. Emerg. 2013, 19, 1–14. [Google Scholar] [CrossRef]

	



Zhang, X.; Yang, J.; Lin, T.; Ying, Y. Food and agro-product quality evaluation based on spectroscopy and deep learning: A review. Trends Food Sci. Technol. 2021, 112, 431–441. [Google Scholar] [CrossRef]

	



Tian, Y.; Sun, J.; Zhou, X.; Yao, K.; Tang, N. Detection of soluble solid content in apples based on hyperspectral technology combined with deep learning algorithm. J. Food Process. Pres. 2022, 46, e16414. [Google Scholar] [CrossRef]

	



Teerachaichayut, S.; Ho, H.T. Non-destructive prediction of total soluble solids, titratable acidity and maturity index of limes by near infrared hyperspectral imaging. Postharvest Biol. Technol. 2017, 133, 20–25. [Google Scholar] [CrossRef]

	



Hu, M.H.; Dong, Q.L.; Liu, B.L.; Opara, U.L.; Chen, L. Estimating blueberry mechanical properties based on random frog selected hyperspectral data. Postharvest Biol. Technol. 2015, 106, 1–10. [Google Scholar] [CrossRef]

	



Shao, Y.; Wang, Y.; Xuan, G.; Gao, Z.; Hu, Z.; Gao, C.; Wang, K. Assessment of strawberry ripeness using hyperspectral imaging. Anal. Lett. 2020, 54, 1547–1560. [Google Scholar] [CrossRef]

	



Baranowski, P.; Mazurek, W.; Wozniak, J.; Majewska, U. Detection of early bruises in apples using hyperspectral data and thermal imaging. J. Food. Eng. 2012, 110, 345–355. [Google Scholar] [CrossRef]

	



Mehl, P.M.; Chen, Y.R.; Kim, M.S.; Chan, D.E. Development of hyperspectral imaging technique for the detection of apple surface defects and contaminations. J. Food. Eng. 2004, 61, 67–81. [Google Scholar] [CrossRef]

	



Babellahi, F.; Paliwal, J.; Erkinbaev, C.; Amodio, M.L.; Chaudhry, M.M.A.; Colelli, G. Early detection of chilling injury in green bell peppers by hyperspectral imaging and chemometrics. Postharvest Biol. Technol. 2022, 162, 111100. [Google Scholar] [CrossRef]

	



Li, J.; Huang, W.; Tian, X.; Wang, C.; Fan, S.; Zhao, C. Fast detection and visualization of early decay in citrus using Vis-NIR hyperspectral imaging. Comput. Electron Agric. 2016, 127, 582–592. [Google Scholar] [CrossRef]

	



Yu, K.; Zhao, Y.; Li, X.; Shao, Y.; Zhu, F.; He, Y. Identification of crack features in fresh jujube using Vis/NIR hyperspectral imaging combined with image processing. Comput. Electron Agric. 2014, 103, 1–10. [Google Scholar] [CrossRef]

	



Liu, Q.; Sun, K.; Peng, J.; Xing, M.; Pan, L.; Tu, K. Identification of bruise and fungi contamination in strawberries using hyperspectral imaging technology and multivariate analysis. Food Anal. Methods 2018, 11, 1518–1527. [Google Scholar] [CrossRef]

	



Tian, X.; Zhang, C.; Li, J.; Fan, S.; Yang, Y.; Huang, W. Detection of early decay on citrus using LW-NIR hyperspectral reflectance imaging coupled with two-band ratio and improved watershed segmentation algorithm. Food Chem. 2021, 360, 130077. [Google Scholar] [CrossRef] [PubMed]

	



ElMasry, G.; Wang, N.; Vigneault, C. Detecting chilling injury in Red Delicious apple using hyperspectral imaging and neural networks. Postharvest Biol. Technol. 2009, 52, 1–8. [Google Scholar] [CrossRef]

	



Zhang, M.; Jiang, Y.; Li, C.; Yang, F. Fully convolutional networks for blueberry bruising and calyx segmentation using hyperspectral transmittance imaging. Biosyst. Eng. 2020, 192, 159–175. [Google Scholar] [CrossRef]

	



Liu, Y.; Zhou, S.; Han, W.; Liu, W.; Qiu, Z.; Li, C. Convolutional neural network for hyperspectral data analysis and effective wavelengths selection. Anal. Chim. Acta. 2019, 1086, 46–54. [Google Scholar] [CrossRef]

	



Chandola, V.; Banerjee, A.; Kumar, V. Anomaly detection: A survey. ACM Comput. Surv. 2009, 41, 1–58. [Google Scholar] [CrossRef]

	



Chalapathy, R.; Chawla, S. Deep learning for anomaly detection: A survey. arXiv 2019, arXiv:1901.03407. [Google Scholar]

	



An, J.; Cho, S. Variational autoencoder based anomaly detection using reconstruction probability. Spec. Lect. IE 2015, 2, 1–18. [Google Scholar]

	



Breunig, M.M.; Kriegel, H.P.; Ng, R.T.; Sander, J. LOF: Identifying density-based local outliers. In Proceedings of the 2000 ACM SIGMOD International Conference on Management of Data, Dalles, TX, USA, 15–18 May 2000; pp. 93–104. [Google Scholar]

	



Zong, B.; Song, Q.; Min, M.R.; Cheng, W.; Lumezanu, C.; Cho, D.; Chen, H. Deep autoencoding gaussian mixture model for unsupervised anomaly detection. In Proceedings of the International Conference on Learning Representations, Vancouver, BC, Canada, 30 April–3 May 2018. [Google Scholar]

	



Schölkopf, B.; Williamson, R.C.; Smola, A.; Shawe-Taylor, J.; Platt, J. Support vector method for novelty detection. In Proceedings of the Advances in Neural Information Processing Systems 12, NIPS Conference, Denver, CO, USA, 29 November–4 December 1999. [Google Scholar]

	



Bergman, L.; Hoshen, Y. Classification-based anomaly detection for general data. arXiv 2020, arXiv:2005.02359. [Google Scholar]

	



Mohseni, S.; Pitale, M.; Yadawa, J.B.S.; Wang, Z. Self-supervised learning for generalizable out-of-distribution detection. In Proceedings of the AAAI Conference on Artificial Intelligence, New York, NY, USA, 7–12 February 2020; Volume 34, pp. 5216–5223. [Google Scholar]

	



Golan, I.; El-Yaniv, R. Deep anomaly detection using geometric transformations. arXiv 2018, arXiv:1805.10917. [Google Scholar]

	



Zhang, X.; Mu, J.; Zhang, X.; Liu, H.; Zong, L.; Li, Y. Deep anomaly detection with self-supervised learning and adversarial training. Pattern Recogn. 2022, 121, 108234. [Google Scholar] [CrossRef]

	



Tack, J.; Mo, S.; Jeong, J.; Shin, J. CSI: Novelty detection via contrastive learning on distributionally shifted instances. Adv. Neural Inf. Process. Syst. 2020, 33, 11839–11852. [Google Scholar]

	



Xu, L.; Yan, S.M.; Cai, C.B.; Yu, X.P. One-class partial least squares (OCPLS) classifier. Chemometr. Intell. Lab. 2013, 126, 1–5. [Google Scholar] [CrossRef]

	



Ranzan, L.; Trierweiler, L.F.; Hitzmann, B.; Trierweiler, J.O. Avoiding misleading predictions in fluorescence-based soft sensors using autoencoders. Chemometr. Intell. Lab. 2022, 223, 104527. [Google Scholar] [CrossRef]

	



Vasafi, P.S.; Hinrichs, J.; Hitzmann, B. Establishing a novel procedure to detect deviations from standard milk processing by using online Raman spectroscopy. Food Control 2022, 131, 108442. [Google Scholar] [CrossRef]

	



Vasafi, P.S.; Paquet-Durand, O.; Brettschneider, K.; Hinrichs, J.; Hitzmann, B. Anomaly detection during milk processing by autoencoder neural network based on near-infrared spectroscopy. J. Food. Eng. 2021, 299, 110510. [Google Scholar] [CrossRef]

	



Shen, G.; Fan, X.; Yang, Z.; Han, L. A feasibility study of non-targeted adulterant screening based on NIRM spectral library of soybean meal to guarantee quality: The example of non-protein nitrogen. Food Chem. 2016, 210, 35–42. [Google Scholar] [CrossRef]

	



Zhang, M.; Li, C.; Yang, F. Optical properties of blueberry flesh and skin and monte carlo multi-layered simulation of light interaction with fruit tissues. Postharvest Biol. Technol. 2019, 150, 28–41. [Google Scholar] [CrossRef]

	



Sioma, A. Geometry and resolution in triangulation vision systems. In Proceedings of the Photonics Applications in Astronomy, Communications, Industry, and High Energy Physics Experiments, Wilga, Poland, 31 August–2 September 2020. [Google Scholar]

	



Bieniek, A.; Moga, A. An efficient watershed algorithm based on connected components. Pattern Recognit. 2000, 33, 907–916. [Google Scholar] [CrossRef]

	



Maaten, L.; Hinton, G. Visualizing Data using t-SNE. J. Mach. Learn. Res. 2008, 1, 2579–2605. [Google Scholar]

	



Siedliska, A.; Baranowski, P.; Zubik, M.; Mazurek, W.; Sosnowska, B. Detection of fungal infections in strawberry fruit by VNIR/SWIR hyperspectral imaging. Postharvest Biol. Technol. 2018, 139, 115–126. [Google Scholar] [CrossRef]

	



Liu, Q.; Wei, K.; Xiao, H.; Tu, S.; Sun, K.; Sun, Y.; Pan, L.; Tu, K. Near-infrared hyperspectral imaging rapidly detects the decay of postharvest strawberry based on water-soluble sugar analysis. Food Anal. Methods 2018, 139, 115–126. [Google Scholar] [CrossRef]

	



Hu, M.; Zhao, Y.; Zhai, G. Active learning algorithm can establish classifier of blueberry damage with very small training dataset using hyperspectral transmittance data. Chemometr. Intell. Lab. 2018, 172, 52–57. [Google Scholar] [CrossRef]








[image: Foods 12 02669 g001 550] 





Figure 1. Photographs of the anomalous strawberry and blueberry samples. 
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Figure 2. Hyperspectral imaging system. 
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Figure 3. The architecture of the proposed SSAD for fruit anomaly detection. 
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Figure 4. Spectral profiles of (a) normal strawberry samples, (b) anomalous strawberry samples, (c) normal blueberry samples, and (d) anomalous blueberry samples. Gray lines: mean spectral curves; colored areas: spectral profiles of all the samples. 
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Figure 5. The first five PC images of the strawberry and blueberry data sets. (a) strawberry data set; (b) blueberry data set. 
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Figure 6. Anomaly score distributions obtained with the AE-1D, AE-2D, and SSAD: (a) strawberry data set; (b) blueberry data set. 






Figure 6. Anomaly score distributions obtained with the AE-1D, AE-2D, and SSAD: (a) strawberry data set; (b) blueberry data set.



[image: Foods 12 02669 g006]







[image: Foods 12 02669 g007 550] 





Figure 7. Visualization results of the original spectra, AE-2D features, and SSAD features by reducing the data dimension with the t-SNE algorithm: (a) strawberry data set; (b) blueberry data set. 
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Figure 8. AUC and F1 score results as a function of the PC number used for building the auxiliary classifier: (a) strawberry data set; (b) blueberry data set. 
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Figure 9. Anomaly detection results obtained with the features of different layers: (a) AUC and F1 results for the strawberry data set; (b) Acc results of each anomalous class for the strawberry data set; (c) AUC and F1 results for the blueberry data set; (d) Acc results of each anomalous class for the blueberry data set. 
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Figure 10. AUC results as a function of the pollution rate in the training set. (a) strawberry data set; (b) blueberry data set. 
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Table 1. Sample information for the strawberry and the blueberry data sets.
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Strawberry




	

	
Total

	
Normal

	
Anomaly




	
Training

	
Test

	
Bruised

	
Infected

	
Chilling

	
Contaminated




	
Number of samples

	
1045

	
300

	
301

	
139

	
100

	
105

	
100




	
Blueberry




	

	
Total

	
Normal

	
Anomaly




	
Training

	
Test

	
Bruised

	
Infected

	
Chilling

	
Wrinkled




	
Number of samples

	
1335

	
404

	
404

	
120

	
120

	
150

	
137











[image: Table] 





Table 2. Detailed network information of the auxiliary PC classifier in SSAD for the strawberry data set.
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Strawberry Data Set




	
Name of Layers

	
Network Parameters

	
Output Feature Size






	
Convolution_1

	
Filters = 16, Filter_size = 3 × 3, Activation = ReLu

	
120 × 120 × 16




	
Average_pooling_1

	
Filter_size = 2, Stride =2

	
60 × 60 × 16




	
Convolution_2

	
Filters = 16, Filter_size = 3 × 3, Activation = ReLu

	
60 × 60 × 16




	
Average_pooling_2

	
Filter_size = 2, Stride =2

	
30 × 30 × 16




	
Convolution_3

	
Filters = 16, Filter_size = 3 × 3, Activation = ReLu

	
30 × 30 × 16




	
Average_pooling_3

	
Filter_size = 2, Stride =2

	
15 × 15 × 16




	
Convolution_4

	
Filters = 4, Filter_size = 3 × 3, Activation = ReLu

	
15 × 15 × 4




	
Fully_connected_1

	
Nodes = 16, Activation = Tanh

	
16




	
Output

	
Nodes = 5, Activation = Softmax

	
5
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Table 3. Detailed network information of the auxiliary PC classifier in SSAD for the blueberry data set.
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Blueberry Data Set




	
Name of Layers

	
Network Parameters

	
Output Feature Size






	
Convolution_1

	
Filters = 16, Filter_size = 3 × 3, Activation = ReLu

	
60 × 60 × 16




	
Average_pooling_1

	
Filter_size = 2, Stride =2

	
30 × 30 × 16




	
Convolution_2

	
Filters = 16, Filter_size = 3 × 3, Activation = ReLu

	
30 × 30 × 16




	
Average_pooling_2

	
Filter_size = 2, Stride =2

	
15 × 15 × 16




	
Convolution_3

	
Filters = 16, Filter_size = 3 × 3, Activation = ReLu

	
15 × 15 × 16




	
Convolution_4

	
Filters = 4, Filter_size = 3 × 3, Activation = ReLu

	
15 × 15 × 4




	
Fully_connected_1

	
Nodes = 16, Activation = Tanh

	
16




	
Output

	
Nodes = 5, Activation = Softmax

	
5
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Table 4. Anomaly detection results of the strawberry data set 1.
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	Methods
	AUC
	F1 Score
	Acc_Normal
	Acc_Bruised
	Acc_Infected
	Acc_Chilling
	Acc_Contaminated





	OCSVM
	0.773 ± 0.009
	0.758 ± 0.007
	0.643 ± 0.009
	0.788 ± 0.020
	0.594 ± 0.015
	0.904 ± 0.005
	0.776 ± 0.003



	AE-1D
	0.748 ± 0.005
	0.727 ± 0.005
	0.597 ± 0.007
	0.684 ± 0.007
	0.552 ± 0.009
	0.995 ± 0.001
	0.902 ± 0.005



	VAE-1D
	0.829 ± 0.004
	0.784 ± 0.005
	0.681 ± 0.008
	0.742 ± 0.012
	0.496 ± 0.016
	0.753 ± 0.018
	0.869 ± 0.015



	AE-2D
	0.690 ± 0.024
	0.690 ± 0.017
	0.543 ± 0.026
	0.460 ± 0.051
	0.764 ± 0.013
	0.949 ± 0.025
	0.866 ± 0.021



	VAE-2D
	0.659 ± 0.021
	0.704 ± 0.014
	0.542 ± 0.022
	0.475 ± 0.014
	0.767 ± 0.021
	0.914 ± 0.003
	0.717 ± 0.015



	SSAD
	0.913 ± 0.006
	0.869 ± 0.005
	0.807 ± 0.007
	0.835 ± 0.031
	0.834 ± 0.025
	0.876 ± 0.022
	0.945 ± 0.018







1 The results are presented in the form of average and 95% confidence intervals of ten resampling runs. The bold numbers represent the best performing method for each metric.
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Table 5. Anomaly detection results of the blueberry data set 1.
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	Methods
	AUC
	F1 Score
	Acc_Normal
	Acc_Bruised
	Acc_Infected
	Acc_Chilling
	Acc_Wrinkled





	OCSVM
	0.744 ± 0.005
	0.710 ± 0.005
	0.622 ± 0.007
	0.789 ± 0.010
	0.582 ± 0.013
	0.900 ± 0.006
	0.614 ± 0.013



	AE-1D
	0.818 ± 0.028
	0.779 ± 0.025
	0.712 ± 0.033
	0.838 ± 0.044
	0.769 ± 0.057
	0.743 ± 0.035
	0.772 ± 0.027



	VAE-1D
	0.794 ± 0.008
	0.754 ± 0.009
	0.678 ± 0.011
	0.910 ± 0.014
	0.630 ± 0.020
	0.823 ± 0.005
	0.691 ± 0.013



	AE-2D
	0.655 ± 0.016
	0.643 ± 0.011
	0.534 ± 0.015
	0.699 ± 0.037
	0.991 ± 0.002
	0.602 ± 0.031
	0.249 ± 0.023



	VAE-2D
	0.803 ± 0.005
	0.768 ± 0.003
	0.697 ± 0.004
	0.864 ± 0.006
	0.963 ± 0.003
	0.420 ± 0.006
	0.774 ± 0.007



	SSAD
	0.932 ± 0.015
	0.875 ± 0.012
	0.837 ± 0.016
	0.944 ± 0.018
	0.909 ± 0.037
	0.838 ± 0.021
	0.810 ± 0.027







1 The results are presented in the form of average and 95% confidence intervals of ten resampling runs. The bold numbers represent the best performing method for each metric.
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