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Abstract: Plant-based meat analogs are food products that mimic the appearance, texture, and taste of
real meat. The development process requires laborious experimental iterations and expert knowledge
to meet consumer expectations. To address these problems, we propose a machine learning (ML)-
based framework to predict the textural properties of meat analogs. We introduce the proximate
compositions of the raw materials, namely protein, fat, carbohydrate, fibre, ash, and moisture, in
percentages and the “targeted moisture contents” of the meat analogs as input features of the ML
models, such as Ridge, XGBoost, and MLP, adopting a build-in feature selection mechanism for
predicting “Hardness” and “Chewiness”. We achieved a mean absolute percentage error (MAPE) of
22.9%, root mean square error (RMSE) of 10.101 for Hardness, MAPE of 14.5%, and RMSE of 6.035 for
Chewiness. In addition, carbohydrates, fat and targeted moisture content are found to be the most
important factors in determining textural properties. We also investigate multicollinearity among the
features, linearity of the designed model, and inconsistent food compositions for validation of the
experimental design. Our results have shown that ML is an effective aid in formulating plant-based
meat analogs, laying out the groundwork to expediently optimize product development cycles to
reduce costs.

Keywords: plant-based meat analog; texture; hardness; chewiness; predicting textural properties

1. Introduction

There has been continual interest in developing and consuming alternative meat prod-
ucts from non-animal protein sources. As consumers increasingly prioritise environmental
concerns, personal health, and animal welfare, the global meat substitute is projected to
grow at a compound annual growth rate of 7.2% from 2021 to 2027 [1]. Most alternative
meat products are plant-based meat substitutes [2]. The first category of such products is
traditional plant-based food used to replace meat, such as tofu, tempeh, seitan, etc. The
second category is plant-based food specifically engineered to resemble the appearance,
texture, taste, and nutritional content of real meat, also referred to as “meat analogs” [3–5].
Well-known brands in this category include Impossible Foods, Beyond Meat, etc. More
recently, cultured or lab-grown meat, which relies on tissue engineering to grow a stem cell
into a piece of meat, has also been gaining traction [6].

The development of successful attributes (including texture, flavour, taste, and nu-
trition) of meat analogs and cultured meat relies heavily on expert knowledge and re-
peated experimentation. Different ingredient combinations are experimented with various
processing conditions through trial-and-error-based optimisation cycles in developing a
formulation to achieve the desired set of products. Such laborious and costly development
process drives up the price and makes plant-based meat analogs inaccessible to the mass
market for wider adoption within the population. Small and medium food manufacturers
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are also prevented from entering the market, limiting the total production and varieties of
meat substitutes on the market.

The challenge in developing plant-based meat analogs lies in the numerous chemical
components present in the ingredients and the multi-step processing methods. Plant-based
meat analogs consist of protein, fats, structural ingredients (binding agents), salts, spices,
and water [7]. The most commonly used plant proteins are soy/pea protein isolate and
wheat gluten. The ingredients undergo food processing, during which the protein fibres
are rearranged to produce textures and structures similar to real meats.

In this work we study two food processing techniques, namely high-moisture extru-
sion [7] and mechanical elongation [8]. Both processes may be subjected to numerous
permutations and combinations of individual structural ingredients and processing param-
eters to produce different meat analog varieties depending on the textural and structural
requirements of the final product [9]. Indeed, there is a dire need to reduce the number
of experimental iterations in meat analog development; therefore, machine learning (ML)
has great potential to guide general experimental design. This is akin to material design in
material science [10,11] through combinatorial enumeration [12,13], inverse design [14,15],
and active learning [16]. Start-up companies such as NotCo and Shiru have also adopted
ML in their product development. However, these models rely on deep learning, which
usually requires a large amount of training data. Moreover, the models developed by
private companies are proprietary and use-case specific, and they tend to cater to the
western palate; they are unlikely to spur growth in the uptake of this new methodology on
a global scale. Therefore, there is a potential to apply ML to inform meat analog design,
in order to avoid complicated deep learning models to most effectively leverage the small
data set available, which could be easily generalised to other meat analog problems. There
are some studies that are using ML to predict sensory and/or textural characteristics of
food in the literature [17,18]. The study [17] attempted to develop a model which aims to
predict the textural characteristics of extruded food for on-line quality control in extrusion
processing. They built a model based on a computer vision system and artificial neural
networks (ANNs) to predict the hardness and gumminess scores from colour value a* and
Intensity based on the data in 17 samples. Their proposed model performed better than
linear fitting. The texture is one of the main characteristics in the acceptance and quality
control process of the yogurt production as well and it demands high-cost equipment to
determine. In [18], the authors proposed ANN based models to predict the texture profile
and the rheological properties of natural non-fat yoghurt using the product composition
and process conditions.

It is vital to understand the textural properties, namely the Hardness and Chewiness
of meat analogs, as they are among the most important factors influencing consumers’ pur-
chase decisions. Traditionally, these properties can be assessed by sensory or instrumental
analysis. Sensory analysis is typically performed by trained panels whereas, instrumental
analysis is conducted by diagnostic tools. In general, textural properties are studied based
on the widely used Texture Profile Analysis (TPA) methodology. A common approach for
specifying target TPA value is to use a reference real meat such as boiled chicken breast
and beef for comparison. The role of ML in this study is to predict the measured Hardness
and Chewiness values by TPA.

To our knowledge, this is the first study for predicting the Hardness and Chewiness
of meat analogs. In this study, we investigated the relationship between the constituents
and textural properties of meat analogs. To eliminate the computational bias towards
certain plant proteins and food processing techniques, we leveraged different types of plant
proteins and food processing methods, namely high-moisture extrusion and mechanical
elongation, in the same framework. Plant protein foods were dissected into their individual
constituents in percentages for a common representation, and the difference in processing
methods were accounted for by including the moisture contents before and after the
processing status in the features. Thus, our proposed approach is applicable to a wide
variety of meat analog products. The main objectives of this study were as follows:
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• To develop a novel framework incorporating the constituents of meat analogs which
aims to predict the textural properties, Hardness and Chewiness, of the developed
meat analogs by using multiple parameters in high-moisture extrusion and mechanical
elongation processing studies.

• To provide comprehensive experimental discussion to guide researchers in the field
on the important computational points to consider, such as feature importance, mul-
ticollinearity among the features (i.e., constituents), linearity of the designed model,
and inconsistent food compositions for validation of their experimental design.

• To lay out the groundwork for similar studies in the future.

2. Materials and Methods
2.1. Experimental System

We present our overall framework in Figure 1, mainly consisting of two stages. The first
stage is data preparation, and the second stage is to design a model that predicts the textural
properties of meat analogs. We curated experimental data from several meat analogs
studies [19–21] in the data preparation stage. These studies used different combinations of
plant proteins, such as soy, wheat gluten protein composites, and others, such as yellow
pea and faba bean. We leveraged the proximate compositions of the raw materials, namely
protein, fat, carbohydrate, fibre, ash, and moisture, in percentages and the “targeted
moisture contents” of the meat analogs. This work studied two meat analog processing
methods: high-moisture extrusion and mechanical elongation. In the model design stage,
we exploited machine learning (ML) models with built-in feature selection mechanisms in
a leave-one-group-out fashion. The feature subsets, determined by the feature selection
mechanisms, were used to build the final predictive models.
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Figure 1. Overall framework for textural property prediction.

2.2. Data Pre-Processing

The dataset used in this work was extracted from three different meat analog stud-
ies [19–21] (publicly accessible from GitHub repository https://github.com/sezinata/
FoodML, accessed on 11 January 2023.). The study [19] investigated the effects of soy
protein to wheat gluten (WG) ratio on the physicochemical properties of extruded meat
analogs. In particular, it studied meat analogs containing 0%WG, 10%WG, 20%WG, and
30%WG with respect to their physical, chemical, and textural properties. The main ingre-
dients of meat analogs comprise soy protein concentrate (SPC), wheat gluten, and wheat
starch. The extrusion formulation (% w/w of non-watery ingredients) of these meat analogs
were as follows: 89:0 (0%WG), 79:10 (10%WG), 69:20 (20%WG), and 59:30 (30%WG), with
5% vegetable oil, 3% pumpkin powder, 2.7% wheat starch, and 0.3% salt. Prepared meat

https://github.com/sezinata/FoodML
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analogs with ∼57% moisture content were extruded at a maximum barrel temperature of
170 ◦C. Similarly, another study [20] investigated the mentioned properties of wheat-gluten-
soy protein composited meat analogs prepared with the mechanical elongation method.
The main ingredients of meat analogs in [20] are wheat gluten and soy protein isolate (SPI).
Prepared WG-SPI dough was incubated at 60 ◦C for an hour in the oven. After tearing,
cutting, and stretching steps of mechanical elongation on WG-SPI dough, steaming for
1.5 h was followed by cooling and storing in the chiller at 4 ◦C. The moisture content of
meat analogs was ∼52%. Formulation of meat analogs was as follows: “100% WG (0%
SPI)”: 41% wheat gluten; “80% WG (20% SPI)”: 32.8% WG, 8.2% SPI; “60% WG (40% SPI)”:
24,6% WG, 16.4% SPI; “40%WG (60%SPI)”: 16.4% WG, 24.6% SPI. All meat analogs had
55% water and soybean oil (2%), wheat starch (1%), and all-in-one seasoning (1%). The
final dataset that we used in our experiments is from an extrusion study by [21], which
examined the meat analogs produced from yellow pea isolate commercial (YPI-com, 79%
protein on a wet basis (wb)), yellow pea isolate local (YPI-local), faba bean concentrate
commercial (FBC-com, 56% protein wb), and faba bean isolate local (FBI-local) with respect
to their raw material composition and the extrusion parameters on the textural properties.
These meat analogs underwent varying processing conditions. We used the following
experimental conditions in our analysis: YPI-com 66–70% target moisture with extrusion
temperature 40-80-130-150 C(Z1-Z2-Z3-Z4) and screw speed 400, 600, and 800 FBC-com
58–62% target moisture with extrusion temperature 40-60-130-150 ◦C (Z1-Z2-Z3-Z4) 400,
600, and 800, YPI-local 67% target moisture content, extrusion temperature 40-80-130-150 ◦C
(Z1-Z2-Z3-Z4), and screw speed 400 and 600. FBI-local 62–70% target moisture content,
extrusion temperature 40-60-110-130 ◦C (Z1-Z2-Z3-Z4), and screw speed 800.

2.2.1. Raw Material Composition

In this research, as we investigated the effect of raw material composition on the
textural properties of the produced meat analogs, we collated carbohydrates, fat, protein,
moisture, fibre, and ash contents (in percentages) of the meat analogs, and their targeted
moisture contents from these studies. These components were used as the features to predict
the textural properties of the developed meat analogs in our computational approach. Even
though we observed some correlations among some of the features, we did not perform
a filtering-based feature selection to retain all seven features in the analysis. The textural
properties we investigated in this study were Hardness and Chewiness. Please refer to
the supplementary material for raw material compositions and statistical details on our
curated dataset.

2.2.2. Measurement of Textural Properties

Textural properties were measured using a texture analyser through two complete
cycles of compression and decompression of meat analogues by [19–21]. During the analy-
sis, the samples were compressed twice to provide insights into how the samples behaved
when chewed. It is also called the “two-bite test” where the texture analyser simulates
the biting action of the jaws. The force/time relationship is recorded during compression
and decompression cycles. From the force/time curve, Hardness and Chewiness were
calculated. Hardness is the maximum force of the first compression, while Chewiness is the
energy needed to chew a solid food until it is ready for swallowing, which is calculated by
multiplying Hardness, Cohesiveness and Springiness. The unit of measurement is specified
as Newton (N) in our work. The measured values of the texture parameters are given in
the supplementary materials.

2.3. Machine Learning Models

As shown Figure 1, to investigate the important ingredients in meat analog production,
we employed well-known machine learning models with built-in feature selection mech-
anisms, namely Ridge [22], Random Forest [23], and XGBoost [24] as regression models.
In addition, we included K-nearest neighbours (KNN) [25] and Multilayer Perceptron
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(MLP) [26] in our benchmark analysis and applied a feature selection technique (Section 2.4)
to assess the feature importance for each model.

Regularised linear regression model Ridge is a shrinkage method, which reduces the
variance of the coefficient estimates by shrinking them towards zero through regularisation.
This empowers better generalisation of the data and reduces the risk of overfitting. Hence,
the prediction capability of the model increases.

Random Forest and XGBoost are tree-based ensemble models that combine many
simple models, also known as weak learners, to obtain more powerful models. Random
Forest builds several independent (i.e., decorrelated) decision trees on bootstrapped training
samples. Each time when a split in a tree is considered, a random subset of predictors is
chosen from the set of predictors. Hence, the average prediction of the resulting trees (i.e.,
weak learners) becomes more reliable, reducing the risk of overfitting. XGBoost, on the
other hand, is a tree-boosting algorithm that the trees are grown sequentially, i.e., using
the information from preceding trees [27]. While boosting is more prone to overfitting
than random forest, XGBoost aims to alter this through regularisation. Its parallelized
implementation of a sequential tree-growing process makes it preferable for large-scale
datasets compared to the gradient-boosting algorithm. Lastly, Ridge is more effective for
datasets with a linear relationship between predictors and the target variable, whereas tree-
based ensemble models Random Forest and XGBoost are more advantageous for datasets
with complex, non-linear relationships [27].

KNN regression model predicts the response of a given query point based on the
average of all K training responses that are nearest to the point itself. A smaller K leads
to a higher variance and a lower bias. Therefore, K is a hyper-parameter that controls the
bias-variance trade-off. We used the Euclidean metric to identify K nearest neighbours and
assumed all points in each neighbourhood are weighted equally.

MLP model refers to a fully connected feed-forward artificial neural network (ANN),
which subsequently consists of an input layer, one or more hidden layer(s), and an output
layer. The input layer has as many units as the feature vector size. The hidden layer
transforms the input data through activation functions which are commonly non-linear
differentiable functions, such as ReLU and tanh. The number of model parameters depends
on the number of layers and the number of units at each layer. Thus, it is crucial to design
the MLP model prudently considering the number of samples in the dataset.

2.4. Feature Selection

The aim of the feature selection is to determine a small subset of features that are
predictive of the target variable. Our feature selection approach is based on the decisive
process of the machine learning model with the built-in feature selection mechanism. As
demonstrated in Figure 1, at the prediction stage of the framework, we performed leave-
one-group-out cross-validation as each group represents meat analogs of the same type. In
particular, as shown in Figure 2, for more robust feature selection, feature importance scores
are computed by taking the average feature importance scores on validation data based on
the best estimator from the grid-search hyper-parameter tuning across each group/fold. As
a result, feature importance scores become more reliable and independent of a meat analog
type. Then, the final model is built on the features with high scores through the grid-search
hyper-parameter tuning with leave-one-group-out cross-validation. Finally, the predictive
performance of the final model on test data was reported.
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In ridge regression, we performed subset selection using coefficient estimates of the
regression model [28]. Features with the highest magnitudes were chosen to be included in
the feature subset. As the ridge regression shrinks the coefficient estimates towards zero
without setting them exactly to zero, it is an advantageous model for small-sized datasets
with a smaller number of features, where the contribution of each feature is important, and
all features are required in the analysis.

In Random Forest, we employed Gini importance scores of the algorithm. Gini
importance score is computed based on the impurity decrease caused by the feature split
during the tree construction [29]. The higher the Gini importance score, the higher the
decrease in the impurity of the split and more likely that feature is to be chosen. For
regression problems, as in our case, it is computed by the variance reduction at each
split based on the mean squared error. XGBoost is also a tree-based model, so its feature
importance score calculation is similar to Random Forest.

As KNN and MLP do not have built-in feature selection mechanisms, we adopted the
“permutation feature importance” method [23] to obtain feature importance scores. The
permutation feature importance is explained by the decrease in model performance when
a single feature value is randomly shuffled. As the decrease in the model performance is
useful to identify how much the model depends on the feature, this method reveals the
relationship between the feature and the response variable.

2.5. Evaluation Metrics

This study uses Root Mean Square Error (RMSE) and Mean Absolute Percentage
Error (MAPE) to evaluate model performance. Equations (1) and (2) define these metrics,
respectively. The equations are as follows:

RMSE =

√
1
n ∑n

i=1(ŷi − yi)
2, (1)

MAPE =
1
n ∑n

i=1
|ŷi − yi|

yi
× 100%, (2)

where yi is the actual response value (i.e., the score for Chewiness or Hardness), ŷi repre-
sents the predicted value, and n is the total number of samples.

3. Results and Discussion

In this section, first, we introduce the experimental setup. Second, we evaluate the
prediction performance of the proposed framework and discuss the results. Third, we
compare the feature importance weights of the meat analog constituents in predicting tex-
tural properties across the ML models. Fourth, we discuss the linearity assumption on the
outperforming model Ridge. Fifth, we provide a case study analysis to demonstrate incon-
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sistent food compositions across the meat analogs. Lastly, we discuss the multicollinearity
among the meat analog constituents, and the use of ML models to address this issue.

3.1. Experimental Setup

We grouped the meat analog data into 12 types based on the sources of the plant
proteins (Yellow Pea Isolate Commercial, Faba Bean Isolate Local, etc.), and the WG content
(supplementary material). The leave-one-group-out cross-validation scheme with grid-
search hyper-parameter tuning was subsequently used to select the best parameters. The
tuned parameters are listed in Table 1. For the rest of the parameters, we used the default
setting. Note that the hidden layer size parameter states the number of neurons in a given
layer. Considering both the number of samples and the number of model parameters, we
set the number of hidden layers to one. The dimension of our dataset is 54 × 7 (number of
samples × number of features), it is available in Supplementary Materials Table S3.

Table 1. Hyper-parameters and their values in our experiments.

ML Models Parameters Values

Ridge alpha {0, 1, 2, 3, 4, 5}

Random Forest

max_depth {4, 5, 6, 7, None}

min_samples_leaf {1, 2, 3, 4, 5}

n_estimators {100, 200, 300}

XGBoost

eta {0.2, 0.3, 0.4, 0.5}

max_depth {4, 5, 6, 7}

n_estimators {100, 200, 300}

reg_lambda {1.0, 2.0, 3.0}

KNN n_neighbors {3, 5, 7, 9}

MLP

activation {“relu”, “identity”, “logistic”, “tanh”}

alpha {0.0001, 0.001, 0.01, 0.1, 0, 1, 10}

hidden_layer_size {(1,), (2,), (3,), (4,), (5,)}

We conducted our experiments in Python and used scikit-learn regression implemen-
tations for models Ridge, Random Forest, KNN, and MLP. XGBoost was performed using
the XGBoost Python package. Feature selection for MLP and KNN models was performed
using permutation importance implementation with negative mean squared error scoring
in the scikit-learn library. Grid-based hyper-parameter tuning was conducted through
GridSearchCV with negative mean squared error scoring from scikit-learn based on the
leave-one-group-out cross-validation scheme. We standardised training data for Ridge,
KNN, and MLP using StandardScaler in the scikit-learn library. All codes for the conducted
experiments and scripts of the generated figures in this study are publicly accessible from
GitHub repository https://github.com/sezinata/FoodML (i.e., accessed on 11 Jan 2023)
for reproducibility and development purposes.

3.2. Results for Hardness and Chewiness Prediction

Table 2 shows the selected feature subsets across the ML models and their prediction
performances for Hardness and Chewiness. As a note, feature subsets are identified based
on their feature importance scores. Regularised linear model Ridge achieved the best
predictive performance compared to the other models. This suggests a potential linear
relationship between ingredients and textural properties of the meat analogs for the Ridge
model. We further examined this assumption in Section 3.4. Figure 3 demonstrates the
selected feature subsets by Ridge and their corresponding Predicted vs Actual plots. While
both Hardness and Chewiness agreed on the same set of features, Hardness exhibited

https://github.com/sezinata/FoodML
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a worse performance. This can also be observed from Table 2 that Hardness was more
difficult to predict across all the models.

Table 2. Prediction Performances for the Textural Properties.

ML

Hardness Chewiness

Subset RMSE MAPE
% Subset RMSE MAPE

%

Ridge {target moisture, moisture,
carbs, and fat} 10.101 22.9 {target moisture, moisture,

carbs, and fat} 6.035 14.5

Random
Forest

{protein, target moisture,
and carbs} 13.797 24.9 {protein, target moisture, carbs,

and fat} 10.150 22.4

XGBoost {protein, carbs, fat, and fibre} 12.310 21.2 {protein, carbs, and fat} 7.815 17.5

KNN {target moisture, moisture,
ash, carbs, and fat} 10.389 19.9 {target moisture, carbs, and fat} 7.902 16.1

MLP {target moisture, moisture,
carbs, and fat} 14.695 27.5 {target moisture, moisture,

carbs, and fat} 8.018 16.3Foods 2023, 12, x FOR PEER REVIEW 8 of 15 
 

 

  
(a)  (b)  

  
(c)  (d)  

Figure 3. Ridge feature selection and prediction scores. Study_ID 1: [21], Study_ID 2: [19], Study_ID 
3: [20]. (a) Build-in feature importance scores for prediction of Hardness; (b) Build-in feature im-
portance scores for prediction of Chewiness; (c) Plot of predicted and actual Hardness values; (d) 
Plot of predicted and actual Chewiness values. 

Table 2. Prediction Performances for the Textural Properties. 

ML 
Hardness Chewiness 

Subset RMSE MAPE 
% Subset RMSE MAPE 

% 

Ridge 
{target moisture, 

moisture, 
carbs, and fat} 

10.101 22.9 
{target mois-

ture, moisture, 
carbs, and fat} 

6.035 14.5 

Random 
Forest 

{protein, target 
moisture, and 

carbs} 
13.797 24.9 

{protein, tar-
get moisture, 
carbs, and fat} 

10.150 22.4 

XGBoost 
{protein, carbs, 
fat, and fibre} 12.310 21.2 

{protein, carbs, 
and fat} 7.815 17.5 

KNN 
{target moisture, 

moisture, 
ash, carbs, and fat} 

10.389 19.9 {target moisture, 
carbs, and fat} 

7.902 16.1 

MLP 
{target moisture, 

moisture, 
carbs, and fat} 

14.695 27.5 
{target mois-

ture, moisture, 
carbs, and fat} 

8.018 16.3 

To investigate this observation more deeply, we plotted the distribution of Hardness 
and Chewiness across all meat analogs in Figure 4. This figure shows that, while there is 
a high positive correlation between Hardness and Chewiness (correlation value: 0.96), the 
variance of Hardness (std: 22.54) is higher than the variance of Chewiness (std: 17.06). This 
situation resulted in lower prediction performance scores. 

Figure 3. Ridge feature selection and prediction scores. Study_ID 1: [21], Study_ID 2: [19], Study_ID
3: [20]. (a) Build-in feature importance scores for prediction of Hardness; (b) Build-in feature impor-
tance scores for prediction of Chewiness; (c) Plot of predicted and actual Hardness values; (d) Plot of
predicted and actual Chewiness values.

To investigate this observation more deeply, we plotted the distribution of Hardness
and Chewiness across all meat analogs in Figure 4. This figure shows that, while there is a
high positive correlation between Hardness and Chewiness (correlation value: 0.96), the
variance of Hardness (std: 22.54) is higher than the variance of Chewiness (std: 17.06). This
situation resulted in lower prediction performance scores.
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3.3. Feature Importance and the Effect of Feature Selection in Prediction Performance

Figure 5 displays the normalised feature importance weights across the models. Chewi-
ness results showed that fat and carbohydrates are among the major features in all models.
This evidence points to the importance of these two ingredients in predicting the textural
properties of meat analogs. Whereas the protein showcased higher importance on non-
linear tree-based models: Random Forest and XGBoost. This might be due to the chemical
diversity of proteins in different plant proteins, such as faba bean, yellow bean, and soybean,
which cannot be modelled through other models. Moreover, targeted moisture seems to be
a valuable feature for all models except XGBoost. This could be explained by the correlation
among features, which results in the substitution of alternative features by the model. For
instance, a high negative correlation between target-moisture and fat (correlation value:
−0.90), and target-moisture and carbohydrates (correlation value: −0.74) could yield the
distribution of the importance of target-moisture among fat and carbohydrates features,
and vice versa. This also explains the high importance of fat and/or carbohydrate scores
in XGBoost.
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In Hardness, the consensus among the models on the feature importance became more
challenging. This could be explained by the high variance in Hardness scores. Finally, ash
and fibre shared low feature importance across all the models for Hardness and Chewiness.
This observation could be due to the inability of these features to assist the model in
capturing the association between features and textural properties. Our case study analysis
section could shed light on this subject.

Table 3 shows the ratio of test/training RMSE scores before and after feature selection
for both textural characteristics across all models. We observed an average 57% and 67%
decrease in the ratio of test/training RMSE scores for Hardness and Chewiness, respectively.
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This evidence shows the effectiveness of feature selection in overcoming overfitting and
increasing the capability of predicting unseen data.

Table 3. Ratio of test/training RMSE scores across all models before and after feature selection for
Hardness and Chewiness.

ML Models
Hardness Chewiness

Before FS After FS Before FS After FS

Ridge 10.021 1.356 13.636 1.212
Random Forest 3.583 3.337 3.324 3.028

XGBoost 5.133 2.576 3.738 1.779
KNN 3.240 2.611 3.023 1.721
MLP 6.202 2.255 4.398 1.638

Average 5.636 2.427 5.624 1.876

Other detailed supporting information regarding the effect of feature selection is provided
in Supplementary Tables S1 and S2. Average RMSE improvement after feature selection for
Hardness and Chewiness is 60% and 67%; and 58% and 57% in MAPE, respectively.

In Supplementary Materials Figure S1, we also showed the effect of feature selection
in hyper-parameter tuning. After feature selection, the necessity for regularisation was
dropped, and models became more robust against overfitting. For instance, alpha and
reg lambda parameters which are L2 regularisation parameters, decrease in Ridge, MLP
and XGBoost models. We observed that less conservative parameter values for model
complexity hyper-parameters such as maximum depth of the tree and min samples leaf
were enabled in tree-based models, Random Forest, and/or XGBoost; similarly, higher K
values in KNN were observed with an increase in prediction performance.

3.4. Linearity Assumption

In Section 3.2, the results across the models in Table 2 indicated that the regularised
linear regression model Ridge achieved the highest performance compared to non-linear
models. To further examine this outcome, we analysed four principal assumptions of
linear regression models on Ridge–Chewiness results (Figure 6). These assumptions are
linearity, homoscedasticity, normality, and statistical independence [30]. Linearity assump-
tion requires the linear relationship between the independent and dependent variables.
Figure 6a provides evidence to justify this assumption. Particularly, the residuals exhibited
a roughly constant variance by being randomly dispersed around the zero-horizontal line
without an obvious pattern. Figure 6a also rationalises the homoscedasticity assumption,
which requires constant variance of residuals across the samples. A typical pattern for
heteroscedasticity would be that as the prediction values increase, the variance of the
residuals also increases. We demonstrated a normal Q-Q plot of standardised residuals in
Figure 6b to consider the normality assumption. This figure validates that the residuals
follow a normal distribution by aligning close to the red diagonal reference line. Figure 6c
shows the residuals by a row-number plot of the samples. Since no distinctive pattern
shows the correlation among the residuals, the independence (auto-correlation) assumption
of residuals (i.e., which also implies independence of observations) is satisfied.
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Note that in all plots, we observed an outlier point (Chewiness value: 33.8 N) from
the study [20], which is 42% less than the mean Chewiness score (57.9) from the same
study. This unexpectedly low measurement might indicate an incorrect experimental
measurement during the characterisation of the developed meat analog.

Lastly, we examined the multicollinearity between independent variables of the Ridge
model. Multicollinearity can harden the regression model to detect individual effects
of the correlated variables on the response variable, thus, it can affect the prediction
performance of the model. Table 4 shows the variance inflation factor (VIF) and tolerance
statistics for each feature in the Ridge model. VIF values less than 10 are commonly
considered acceptable in diagnosing multicollinearity problems [31]. The highest VIF score
of fat showed that the explained-variation percentage of fat by the other predictors (i.e.,
carbohydrates, moisture, and target moisture) is the highest. Considering the high negative
correlation between fat and target-moisture (−0.90), target-moisture could have the highest
contribution to the explained-variation percentage in fat. The low water-holding capacity of
fat could explain this close relationship between fat and target-moisture due to its nonpolar
chemical structure. This would result in higher targeted moisture parameters to produce
desired meat analogs with sufficient moisture content.

Table 4. Variance inflation factor and tolerance statistics for multicollinearity analysis.

Features VIF Tolerance

carbs 3.984 0.251
fat 7.026 0.142

moisture 1.593 0.628
target moisture 5.598 0.179

3.5. Case Study: Removal of Faba Bean Concentrate Commercial

We discussed the selected subsets by the models in Section 3.3. We considered each
meat analog’s feature importance scores to focus more on the selected features using
the outperforming model Ridge. We realised that all meat analogs except Faba Bean
Concentrate Commercial (FBC-com) agreed on fibre as an important feature. Figure 7
shows this effect on both textural properties. In this figure, we compared two cases:
(1) before the removal of the FBC-com from the dataset, and (2) after the removal of the
FBC-com from the dataset. In the former case, the model assigned feature importance
scores near zero to the fibre constituent for textural properties. On the contrary, the feature
importance scores almost became as important as fat in the latter case. This result was also
supported by the increased correlation between fibre and textural characteristics in Figure 8.
The reason was fibre content % in FBC-com (10%) was almost five-fold the average fibre
content in all meat analogs (2.38%). The fractionation method of different plant-based
proteins was a compelling factor in this variety [21].
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Bean Concentrate Commercial (FBC-com); (b) after removal of FBC-com.

We could conclude that the feature importance evaluation could be drastically affected
by the type of plant protein used in meat analog development. As a result, we suggest
carefully examining the feature importance across meat analogs.

3.6. Further Discussions on ML Models: Multicollinearity

As we highlighted in other sections, in this study, we examined all seven features,
which were critical constituents in meat analog development. Thus, we included ML
models, which are immune to multicollinearity problems, in our framework, namely Ridge,
Random Forest, and XGBoost. To investigate this problem in more detail, Figure 9 shows the
correlation plot between the constituents. The absolute correlation values above 0.7 provide
supportive evidence for multicollinearity.
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Multicollinearity will cause unstable (i.e., high variance) regression coefficients which
deteriorate the model’s robustness in linear regression models. Ridge regression manages
this by adding a degree of bias to the regression estimates, and thus reduces their variance.
Moreover, we performed two effective strategies to address this issue: (1) Standardization
of data before Ridge regression, and (2) Removal of correlated features. Instead of removing
correlated features at the beginning of the analysis, we fortified the Ridge regression with
its determined feature subset, which provided acceptable VIF scores, as demonstrated
in Table 4. The other two models, Random Forest and XGBoost are tree-based ensemble
methods. Their predictive performance is less prone to multicollinearity as they evaluate
one feature at a time upon a tree split. However, it is a good practice to filter out correlated
features at the beginning of the analysis when multicollinearity is severe, and the data
size is large. We expect XGBoost’s performance to be better than Random Forest when
there is multicollinearity, as it tries to improve the initial tree upon sequential iterations of
building new trees. Whereas Random Forest builds multiple independent trees in a single
iteration [27].

4. Conclusions

In this work, we proposed a novel framework to reveal the latent relationship between
the constituents of plant protein-based meat analogues, such as ash, carbohydrates, fat,
protein, and the textural properties of meat analogs, after being produced by two distinct
food processing methods, namely high moisture extrusion and mechanical elongation.
We evaluated the performance of the proposed framework on our curated dataset from
actual meat analog development experiments. We achieved prediction performance MAPE
22.9% on Hardness and MAPE 14.5% on Chewiness. We found that carbohydrates, fat, and
targeted moisture content are the most important factors in determining textural properties.
In addition to these findings, we provided a comprehensive computational discussion
to highlight important concepts, such as feature importance, linearity assumption, multi-
collinearity, and inconsistent food compositions, across meat analogs that are useful in the
field. These insights can help researchers analyse their experimental design computation-
ally beforehand and resolve the potential issues in producing specific meat analogs with
the desired textural properties.

For future research, the most important limitations to consider are sample collection,
sufficient sample size for ML/AI model, and formulating experimental conditions of the
food processing in the framework. These limitations can be overcome in a systematic food
processing environment, enabling the evaluation of the effect of experimental conditions
on the final product.

Supplementary Materials: The following supporting information can be downloaded at:
https://www.mdpi.com/article/10.3390/foods12020344/s1, Figure S1: “Hyper-parameters and
their selection frequency during GridSearch across 12 folds. Selection frequency difference before and
after the feature selection for Chewiness is shown.”; Table S1: “Descriptive statistics of our curated
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Table S3: “Curated dataset in this study.”

Author Contributions: Conceptualization, S.K.A., J.K.S., X.Y., S.H., J.H.C. and M.W.; methodology,
S.K.A.; software, S.K.A.; validation, S.K.A., J.K.S. and X.Y.; formal analysis, S.K.A.; investigation, J.H.C.
and M.W.; resources, S.K.A., J.K.S., X.Y., X.Y.H., S.H., J.H.C. and M.W.; data curation, S.K.A., J.K.S.,
X.Y., X.Y.H., S.H., J.H.C. and M.W.; writing—original draft, S.K.A., J.K.S. and X.Y.; writing—review
and editing, S.K.A., J.K.S., X.Y., S.H., J.H.C. and M.W.; visualization, S.K.A.; supervision, J.H.C. and
M.W.; project administration, J.H.C. and M.W.; funding acquisition, J.H.C., S.H. and M.W. All authors
have read and agreed to the published version of the manuscript.

Funding: This research was funded by the National Research Foundation, Singapore, and the Agency
for Science, Technology and Research (A*STAR) under the Singapore Food Story R and D Programme
IAF-PP Future Foods: Alternative Proteins: H20H8a002.

Institutional Review Board Statement: Not applicable.

https://www.mdpi.com/article/10.3390/foods12020344/s1


Foods 2023, 12, 344 14 of 15

Informed Consent Statement: Not applicable.

Data Availability Statement: All experimental data is provided in the article and the
Supplementary document.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Deshmukh, R.; Vig, H.; Chouhan, N. Global Opportunity Analysis and Industry Forecast, 2021–2030; Allied Market Research:

Portland, OR, USA. Available online: https://www.alliedmarketresearch.com/request-sample/816 (accessed on 5 January 2023).
2. Aguilar, C.N.; Hocquette, J.F.; Rojas, R.; Nachman, K.E.; Re, S.; Bf, K.; Se, G.; Dutkiewicz, J.; Emb, B.; Mw, B.; et al. Considering

Plant-Based Meat Substitutes and Cell-Based Meats: A Public Health and Food Systems Perspective. Front. Sustain. Food Syst.
2020, 4, 134. [CrossRef]

3. Manski, J.M.; van der Goot, A.J.; Boom, R.M. Advances in structure formation of anisotropic protein-rich foods through novel
processing concepts. Trends Food Sci. Technol. 2007, 18, 546–557. [CrossRef]

4. Strahm, B. Soy Applications in Food; Riaz, M.N., Ed.; CRC Press: Boca Raton, FL, USA, 2006; pp. 135–154.
5. Malav, O.P.; Talukder, S.; Gokulakrishnan, P.; Chand, S. Meat Analog: A Review. Crit. Rev. Food Sci. Nutr. 2015, 55, 1241–1245.

[CrossRef]
6. Datar, I.; Betti, M. Possibilities for an in vitro meat production system. Innov. Food Sci. Emerg. Technol. 2010, 11, 13–22. [CrossRef]
7. Wild, F.; Czerny, M.; Janssen, A.; Kole, A.; Zunabovic, M.; Domig, K. The evolution of a plant-based alternative to meat. From

niche markets to widely accepted meat alternatives. Agro Food Ind. Hi-Tech 2014, 25, 45–49. [CrossRef]
8. Mattice, K.D.; Marangoni, A.G. Comparing methods to produce fibrous material from zein. Food Res. Int. 2020, 128, 108804.

[CrossRef]
9. Smetana, S.; Larki, N.A.; Pernutz, C.; Franke, K.; Bindrich, U.; Toepfl, S.; Heinz, V. Structure design of insect-based meat analogs

with high-moisture extrusion. J. Food Eng. 2018, 229, 83–85. [CrossRef]
10. Vasudevan, R.; Pilania, G.; Balachandran, P.V. Machine learning for materials design and discovery. J. Appl. Phys. 2021,

129, 070401. [CrossRef]
11. Song, Z.; Chen, X.; Meng, F.; Cheng, G.; Wang, C.; Sun, Z.; Yin, W.J. Machine learning in materials design: Algorithm and

application. Chin. Phys. B 2020, 29, 116103. [CrossRef]
12. Zhang, Z.; Li, M.; Flores, K.; Mishra, R. Machine learning formation enthalpies of intermetallics. J. Appl. Phys. 2020, 128, 105103.

[CrossRef]
13. Mazhnik, E.; Oganov, A.R. Application of machine learning methods for predicting new superhard materials. J. Appl. Phys. 2020,

128, 075102. [CrossRef]
14. Dieb, S.; Song, Z.; Yin, W.J.; Ishii, M. Optimization of depth-graded multilayer structure for x-ray optics using machine learning. J.

Appl. Phys. 2020, 128, 074901. [CrossRef]
15. Zheng, B.; Yang, J.; Liang, B.; Cheng, J.C. Inverse design of acoustic metamaterials based on machine learning using a Gauss–

Bayesian model. J. Appl. Phys. 2020, 128, 134902. [CrossRef]
16. Tian, Y.; Yuan, R.; Xue, D.; Zhou, Y.; Ding, X.; Sun, J.; Lookman, T. Role of uncertainty estimation in accelerating materials

development via active learning. J. Appl. Phys. 2020, 128, 014103. [CrossRef]
17. Fan, F.; Ma, Q.; Ge, J.; Peng, Q.; Riley, W.W.; Tang, S. Prediction of texture characteristics from extrusion food surface images

using a computer vision system and artificial neural networks. J. Food Eng. 2013, 118, 426–433. [CrossRef]
18. Batista, L.F.; Marques, C.S.; dos Santos Pires, A.C.; Minim, L.A.; de Fátima Ferreira Soares, N.; Vidigal, M.C.T.R. Artificial neural

networks modeling of non-fat yogurt texture properties: Effect of process conditions and food composition. Food Bioprod. Process.
2021, 126, 164–174. [CrossRef]

19. Chiang, J.H.; Loveday, S.M.; Hardacre, A.K.; Parker, M.E. Effects of soy protein to wheat gluten ratio on the physicochemical
properties of extruded meat analogues. Food Struct. 2019, 19, 100102. [CrossRef]

20. Chiang, J.H.; Tay, W.; Ong, D.S.M.; Liebl, D.; Ng, C.P.; Henry, C.J. Physicochemical, textural and structural characteristics of wheat
gluten-soy protein composited meat analogues prepared with the mechanical elongation method. Food Struct. 2021, 28, 100183.
[CrossRef]

21. Ferawati, F.; Zahari, I.; Barman, M.; Hefni, M.; Ahlström, C.; Witthöft, C.; Östbring, K. High-Moisture Meat Analogues Produced
from Yellow Pea and Faba Bean Protein Isolates/Concentrate: Effect of Raw Material Composition and Extrusion Parameters on
Texture Properties. Foods 2021, 10, 843. [CrossRef]

22. Hoerl, A.E.; Kennard, R.W. Ridge Regression: Biased Estimation for Nonorthogonal Problems. Technometrics 2000, 42, 80–86.
[CrossRef]

23. Breiman, L. Random Forests. Mach. Learn. 2001, 45, 5–32. [CrossRef]
24. Chen, T.; Guestrin, C. XGBoost: A Scalable Tree Boosting System. In Proceedings of the 22nd ACM SIGKDD International

Conference on Knowledge Discovery and Data Mining—KDD’16, San Francisco, CA, USA, 13–17 August 2015; Association for
Computing Machinery: New York, NY, USA, 2016; pp. 785–794. [CrossRef]

25. Altman, N.S. An Introduction to Kernel and Nearest-Neighbor Nonparametric Regression. Am. Stat. 1992, 46, 175–185. [CrossRef]

https://www.alliedmarketresearch.com/request-sample/816
http://doi.org/10.3389/fsufs.2020.00134
http://doi.org/10.1016/j.tifs.2007.05.002
http://doi.org/10.1080/10408398.2012.689381
http://doi.org/10.1016/j.ifset.2009.10.007
http://doi.org/10.2/JQUERY.MIN.JS
http://doi.org/10.1016/j.foodres.2019.108804
http://doi.org/10.1016/j.jfoodeng.2017.06.035
http://doi.org/10.1063/5.0043300
http://doi.org/10.1088/1674-1056/abc0e3
http://doi.org/10.1063/5.0012323
http://doi.org/10.1063/5.0012055
http://doi.org/10.1063/5.0012351
http://doi.org/10.1063/5.0012392
http://doi.org/10.1063/5.0012405
http://doi.org/10.1016/j.jfoodeng.2013.04.015
http://doi.org/10.1016/j.fbp.2021.01.002
http://doi.org/10.1016/j.foostr.2018.11.002
http://doi.org/10.1016/j.foostr.2021.100183
http://doi.org/10.3390/foods10040843
http://doi.org/10.1080/00401706.2000.10485983
http://doi.org/10.1023/A:1010933404324
http://doi.org/10.1145/2939672.2939785
http://doi.org/10.1080/00031305.1992.10475879


Foods 2023, 12, 344 15 of 15

26. Hornik, K.; Stinchcombe, M.; White, H. Multilayer feedforward networks are universal approximators. Neural Netw. 1989,
2, 359–366. [CrossRef]

27. James, G.; Witten, D.; Hastie, T.; Tibshirani, R. An Introduction to Statistical Learning: With Applications in R; Springer:
Berlin/Heidelberg, Germany, 2013.

28. Murphy, K.P. Machine Learning: A Probabilistic Perspective; MIT Press: Cambridge, MA, USA, 2013.
29. Breiman, L. Manual on Setting up, Using, and Understanding Random Forests v3. 1; Statistics Department University of California:

Berkeley, CA, USA, 2002; Volume 1, pp. 3–42.
30. O’brien, R.M. A Caution Regarding Rules of Thumb for Variance Inflation Factors. Qual. Quant. 2007, 41, 673–690. [CrossRef]
31. Osborne, J.W.; Waters, E. Four assumptions of multiple regression that researchers should always test. Pract. Assess. Res. Eval.

2007, 41, 673–690. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

http://doi.org/10.1016/0893-6080(89)90020-8
http://doi.org/10.1007/s11135-006-9018-6
http://doi.org/10.7275/r222-hv23

	Introduction 
	Materials and Methods 
	Experimental System 
	Data Pre-Processing 
	Raw Material Composition 
	Measurement of Textural Properties 

	Machine Learning Models 
	Feature Selection 
	Evaluation Metrics 

	Results and Discussion 
	Experimental Setup 
	Results for Hardness and Chewiness Prediction 
	Feature Importance and the Effect of Feature Selection in Prediction Performance 
	Linearity Assumption 
	Case Study: Removal of Faba Bean Concentrate Commercial 
	Further Discussions on ML Models: Multicollinearity 

	Conclusions 
	References

