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Abstract: This paper describes the process of analysis and verification of ensemble inflow forecasts to
the multi-purpose reservoir of Aguieira, located in the Mondego River, in the center of Portugal. This
process was performed to select and validate the reference inflows for the management of a reservoir
with flood control function. The ensemble inflow forecasts for the next 10-day period were generated
forcing a hydrological model with quantitative precipitation forecasts from the High-Resolution
Model (HRES) and the Ensemble Prediction System (EPS) of the European Center for Medium-range
Weather Forecasts (ECMWF). Due to the uncertainty of the ensemble forecasts, a reference forecast
to be considered for operational decisions in the management of reservoirs and to take protection
measures from floods was proved necessary. This reference forecast should take into account the
close agreement of the various forecasts performed for the same period as also the adjustment to the
corresponding observed data. Thus, taking into account the conclusions derived from the evaluation
process of the consistency and the quality of the ensemble forecasts, the reference inflow forecast to
the Aguieira reservoir was defined by the maximum value of the ensemble in the first 72 h of the
forecast period and by the 75th percentile in the following hours (from 72 to 240 h).

Keywords: ensemble forecasts; reservoir inflow; reliability; skill; floods

1. Introduction

The concept of probabilistic weather forecasting, using Ensemble Prediction Systems
(EPS), was introduced in meteorology in the early 1990 s. It has since been increasingly
used worldwide in the operational forecasting of future meteorological conditions [1–7].

Ensemble forecasting techniques are generally based on the analysis of multiple fore-
casts for the same place and time, thus enabling the incorporation of existing uncertainties
into a forecast. Towards this purpose, a numerical method is used to generate a represen-
tative sample of possible future states of a dynamical system. In this approach, several
numerical forecasts (deterministic predictions) are made using the same model, using
slightly different initial conditions, which are established depending on the existing set of
records (past and current data). In this way, it is possible to analyze the impact of model
uncertainties on forecasts made worldwide [2,3,6–8]. Ensemble forecasts can also be built
from numerical forecasts obtained by different forecasting models, different formulations
of a forecasting model, or even using forecasts from different forecasting centers [2,3,6,7].

Building upon the good results from the use of the EPS in weather forecasting, this
approach was gradually applied in other disciplines, namely related to hydrology, as is the
case of flood forecasting [3–9] or of reservoir management [10–15]. The growing interest
in this matter led to the creation, in 2004, of the HEPEX (Hydrologic Ensemble Prediction
Experiment), which is a global community of researchers and users of hydrological ensem-
ble predictions that share their knowledge and experiences in the use of this approach,
improving and fostering the use of ensemble hydrological forecasts [3,6,7,9,16,17].
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Any prediction system, whether deterministic or probabilistic (by ensemble), is subject
to different types of errors. Knowledge of the quality and uncertainty factors underlying
the forecasting system is therefore key for the operational use of forecasts to be considered
reliable. This is an imperative in flood forecasting, in particular with regard to its use for
the management of reservoirs with the function of controlling or minimizing the effects of
floods downstream. Operational decisions must be made based on inflow forecasts, which
comprise many sources of uncertainty derived from the hydrological modelling process,
such as the model’s formulation and parameterization, the model’s initial conditions and
the input data, especially the meteorological data [7,11,12,14].

The evaluation of the quality of a forecasting system generally consists in measuring
the degree of correspondence between forecasts and real observed values—i.e., to the verifi-
cation of the forecasts. It can be assessed using many statistical metrics and methods: from
simple parameters, such as the simple mean errors, to the analysis of histograms. Some of
these methods are applicable to deterministic or ensemble forecasts only, whereas other
methods are applicable to both types. In cases where ensemble forecasts are represented
by the mean or a percentile of the ensemble distribution, for example, specific methods
for deterministic forecasts can also be applied. However, methods that focus especially on
ensemble forecasts allow for a better analysis of forecast uncertainty. On the other hand,
some methods are applicable to the prediction of discrete events, such as the occurrence
or surpassing of a determined threshold for a variable, whilst the others apply only to the
prediction of continuous variables. Several authors have described the application of differ-
ent forecasts’ quality evaluation methods [6,7,11,18–23]. An example worth mentioning,
since it was used in this study, is the Ensemble Verification System (EVS) [20]—a computer
application developed by the NOAA’s National Weather Service. It automatically applies
several of the verification methods most often used internationally at the operational level
to evaluate ensemble forecasts of continuous numerical variables, such as temperature,
precipitation and streamflows.

The results that enable a forecast to be qualified as optimal, according to each type
of statistical metric or method of quality evaluation, are presented in the bibliography
e.g., [6,7,20,24]. However, no reference criteria were found to classify the quality of forecasts
for the full range of possible results from these methods.

Depending on the application of a forecasting system, some quality attributes and
their respective evaluation methods are more relevant than others. With regard to the
identification of flood situations, the ability to discriminate flood flows is of particular
importance, since flood warnings are only effective if they are consistently correct [20,23,25].
On the other hand, for the operational management of a reservoir, it is important that the
forecast bias be small so that the flow volumes predicted over time are as close as possible
to the observed values [6,7,12].

In addition to quality, a forecasting system can be evaluated according to other per-
spectives, particularly through the evaluation of: (i) consistency, which is the degree of
agreement between forecasts; and (ii) value, defined as the degree of utility of forecasts,
either in economic terms, or on the basis of other measurable benefits [7,18,21]. The three
characteristics—quality, consistency and value—are closely interconnected and positively
correlated, i.e., a forecasting system that reports good results in one of the properties also
tends to report good results in the others [6,7,18,25,26].

The present work focused on the evaluation of ensemble inflow forecasts to a multi-
purpose reservoir. It intended to assess the degree of reliability that can be expected
from the evaluated forecasts, that is, how closely the hydrological forecasts adhere to the
observed values in a general way and also in specific cases of occurrence of high flows that
can cause flooding situations.

The concept of ensemble forecast implies having a large number of prediction results
for the same period. The dispersion and uncertainty of these results require a reference fore-
cast to take operational reservoir management decisions and to enact protection measures
from floods. Therefore, the present work was performed with the purpose of selecting a
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reference forecast for the decision-making process of the management of a reservoir with a
flood control function. This reference forecast should take into account relevant statistical
parameters, such as the matching approximation of the various forecasts performed for the
same period (consistency analysis) and the adherence to the corresponding observed data
(verification or quality assessment).

2. Materials and Methods
2.1. Study Case

The present work focuses on inflow forecasts to the multi-purpose reservoir of
Aguieira, located in the Mondego River, in the center of Portugal (Figure 1).
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Figure 1. Location of the Aguieira reservoir and the corresponding watershed in the Mondego River
Basin (in Portugal).

With a total storage capacity of 450 hm3, the Aguieira Reservoir is the largest reservoir
in the Medium Mondego multi-purpose reservoirs’ system and the one located further
upstream on the Mondego River. It holds an important role in streamflow regulation
and flood control (in particular, for the protection of the riverside area of the city of
Coimbra), in addition to serving other purposes, namely: hydropower generation, irrigation
and municipal and industrial water supply. The Aguieira Dam, completed in 1981 and
operational since then, makes this possible.

The watershed that drains to the Aguieira Reservoir has an area of 3070 km2, corre-
sponding to approximately 46% of the total area of the Mondego River basin. It is located
in the rainiest area of the Mondego basin and includes the inflows of the Dão River, the
main tributary of the Mondego River, whose confluence is located immediately upstream
of the study section [7,27]. The ground elevation varies approximately from approximately
1990 m, in the Serra da Estrela mountains, where the Mondego River rises from, to ap-
proximately 40 m, at the base of the Aguieira dam. The climate in this region is marked
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by the influence from the Atlantic Ocean, becoming progressively more humid with in-
creasing altitude and in the interior of the basin. The wet season, when most of the year’s
precipitation occurs, and the probability of flooding is greatest, occurs from mid-October to
mid-April [7].

2.2. Methodology

The data used in this study consisted in daily ensemble streamflow forecasts for
the upcoming 10 days’ period to the Aguieira reservoir. These data were obtained with
a hydrological model of the Mondego River basin designed for this purpose based on
the HEC-HMS software, using the corresponding ensemble precipitation forecasts as
meteorological input data. This hydrological model and its calibration and validation
processes are described in a paper published by the same authors [27]. As meteorological
input data in the model, an ensemble of 52 quantitative precipitation forecasts, with a
time-step of 3 h and a forecast horizon of 10 days, were used to obtain each daily inflow
forecast. Such precipitation data were derived from the High-Resolution Model (HRES)
and the Ensemble Prediction System (EPS) products, provided by the European Centre for
Medium-range Weather Forecasts (ECMWF) at 00 UTC of each day [28].

The evaluation process of these ensemble inflow forecasts was carried out for the
4-year period from 1 March 2010 to 28 February 2014 (the period for which the observed
inflow data to the Aguieira reservoir were available) and was based on the evaluation of
the consistency and the quality of the flow forecasts for each day during that period.

First, a graphical analysis was carried out to evaluate, in a visual and simplified way,
the forecasts linked with one of the biggest floods recorded during the period of analysis,
which occurred on 30 March 2013. For that purpose, the ensemble inflow forecasts in the
6 days prior to the occurrence of the respective flood peak were analyzed.

Subsequently, a more sustained and comprehensive evaluation was carried out, cover-
ing the entire 4-year period and carried out through the metrics and statistical processes
indicated below.

The consistency of the forecasts was evaluated by analyzing the matching approx-
imation among the various members of the ensemble forecasts performed on the same
day, represented by the dispersion of the ensemble. For this purpose, the standard devia-
tion (STD), for each forecast horizon, was calculated for all performed ensemble forecasts
(one per day, during the analysis period).

Considering the purpose of the forecasts under analysis– flood forecasting for the oper-
ational management of reservoirs in these situations—an attempt was made to choose a set
of metrics and/or statistical processes suited to describing the quality attributes considered
most important for this purpose, namely: total error, bias, reliability and discrimination.
Given that there are several evaluation methods for each of these attributes that can be
employed, only one method per attribute was chosen, with the exception of the evaluation
of the total error, for which three statistical measures were considered since they address
different types of forecasts (see Table 1). Thus, to evaluate the quality of the forecasts, the
following statistical metrics and methods were considered: Mean Absolute Error (MAE),
Relative Mean Error (RME), Mean Continuous Rank Probability Score (MCRPS), Brier
Score (BS), Rank Histogram (RH) and Relative Operating Characteristic Diagram (ROCD).
The selection of these methods was based on recommendations from the literature and
results from their use in similar applications [3,11,20]. The description and details of the
application of these statistical methods can be found in the references [20,23,24].

The specific evaluation methods for deterministic forecasts—MAE and RME—were
applied to the mean of the ensemble distribution.

For the application of the statistical methods, Ensemble Verification System (EVS)
software was used [20]. Regarding the methods that are focused on the surpassing of
a specific threshold, such as BS, RH and ROCD, two thresholds with interest for the
management of the reservoir were considered:
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(a) Threshold 1: 100 m3/s, which corresponds to the mean value of the incoming flow
to the reservoir during the wet period (December to March), in the 4-year period of
records under analysis;

(b) Threshold 2: 500 m3/s, which corresponds to the maximum flow capacity of the
hydraulic circuit of the dam, with the circuit discharge corresponding to the one to be
first used in case of flooding.

Table 1. Statistical methods used to evaluate the quality of forecasts, per type of attribute considered,
with: the respective classification in terms of the type of forecast to which it is applied—deterministic
and/or by ensemble; focused (Y) or not (N) in exceeding a certain threshold and the description of
the criteria which characterize an optimal quality (ideal result).

Attribute Evaluation Methods Type of Forecast Optimal Result

Total Error
MAE Deterministic (N)

Values equal to 0MCRPS Ensemble (N)

BS Ensemble (Y)

Bias RME Deterministic (N)

Reliability RH Ensemble (Y) Horizontally Uniform Histogram

Discrimination ROCD Both (Y) Points located in the upper left corner of
the diagram (POD = 1 and POFD = 0)

These two thresholds were also used in the analysis of the remaining statistical meth-
ods mentioned above (MAE, MCRPS and RME), to evaluate the performance of forecasts
specifically in scenarios of occurrence of higher inflow values, whilst excluding from the
application of these statistical methods the observed inflows with values below the defined
thresholds. These methods were then applied to the full data series and to two subsets of
data defined through the established thresholds. In any case, when applied using EVS,
these methods compare the average of the forecasts with the corresponding observed value,
for a given forecasting period.

All the evaluation methods considered were applied with a time step of 3 h and
a horizon of 240 h, thus obtaining the corresponding results for each forecast horizon
(0–240 h).

3. Results and Discussions
3.1. Graphical Analysis

Figure 2 shows the hydrographs of the forecasted and observed inflows to the Aguieira
dam, in the 6 days before the flood that occurred on 30 March 2013. In each graph, gray
lines represent the various members of the ensemble inflow forecasts, performed in the day
stated in the legend of the abscissa axis, for the following 10 days; the black line corresponds
to the hydrograph observed in the same period.

Focusing on the degree of dispersion of the ensemble forecast members in the various
graphs depicted in Figure 2, in general, dispersion increases with the forecast period. To
put it more precisely, it is noticeable that, in most cases, up to a forecast period of 48 to 72 h,
the ensemble forecast members report very close values and that from that point onwards,
dispersion increases significantly. This simple analysis enables us to infer that forecasts are,
in general, more consistent up to a forecasting period of 72 h, and that thereafter they lose
consistency.

Turning to the analysis of the quality of the forecasts, by comparing the hydrographs
of ensemble inflow forecasts with those actually observed, the following key aspects were
evaluated: (i) the ability to predict the occurrence, as well as the value or magnitude, of
the flood peak (i.e., the maximum flood flow value) and (ii) the graphical positioning
of the observed hydrographs relative to the members of the corresponding ensemble
flow forecasts.
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In what concerns the first aspect, the occurrence of the flood peak is, in general,
predicted at least 6 days in advance. Furthermore, the consistency of this forecast increases
as the forecast date approaches the respective day of occurrence. On the other hand, whilst
forecasting the magnitude of the flood peak, the same pattern did not hold.

Regarding the position of the observed hydrograph relative to the members of the
ensemble forecasts, the scenario that displays a better forecast quality is, by definition, that
in which the observed values are within the range of distribution of the ensemble members.
It can be inferred from all the graphs shown in Figure 2 that, in effect, this is likelier to
happen when the dispersion of the members is greater and consequently the consistency is
lower. As is highlighted in the figures below, this happens more frequently for the longer
forecast periods, i.e., beyond 72 h.

3.2. Statistical Analysis of the Consistency

As mentioned, the consistency of the forecasts was assessed by means of the evaluation
of the standard deviation, calculated for each forecast horizon, along all the ensemble fore-
casts performed in the 4-year period of analysis. Figure 3 shows the mean and maximum
values of the standard deviations obtained for each forecast horizon. Those results allow us
to characterize the dispersion of the ensemble members over the forecast horizon. As can
be observed, the standard deviation increases with the forecast horizon (for both the mean
and the maximum STD values), which means that the dispersion of ensemble members
also increases.

3.3. Statistical Analysis of the Quality

The results obtained with the application of the statistical methods used in the evalua-
tion of the quality of the forecasts are presented below, in the Sections 3.3.1–3.3.6.
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The results presented for the MAE, RME, MCRPS and RH evaluation methods were
obtained from the total data (“all data”) for the analysis period and from the smallest data
samples, which contain only the values of inflows occurring above the two thresholds
defined in Section 2.2. Regarding to the BS index and the ROCD diagram, the presented
results were obtained only for each of these two smallest sampling data cases. Since the
RH and ROCD diagrams generate a graph for each forecast horizon, only four instances
were chosen for the presentation of the respective results: 24 h, 72 h, 120 h and 240 h
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3.3.1. Mean Absolute Error (MAE)

The results of the MAE statistical metric are shown in Figure 4. As can be inferred
from Figure 4, and as would be expected, the MAE values increase with time over the
forecast horizon, as well with the reduction of the data sampling size, taking into account
the samples with data above the established thresholds. Considering the full dataset, the
errors ranged from 15 m3/s to approximately 30 m3/s. On the other hand, considering
the sampling data sets above the defined thresholds, the errors reached values close to
the corresponding thresholds: 95 m3/s for the lowest threshold (100 m3/s) and close to
440 m3/s for the highest threshold (500 m3/s). The results for the initial period of forecast
horizons are more strictly constrained by the initial conditions introduced in the prediction
models, and therefore consistently report errors closer to zero.
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3.3.2. Relative Mean Error (RME)

The results of the RME are shown in Figure 5. From the absolute values of the RME, it
is noticeable that forecasts’ relative error increases with the forecast time horizon, especially
up to approximately 120 h. From this prediction period onwards, the RME stabilizes for the
complete data sampling set and for the sampling set with data above the lower threshold
previously established. In effect, the RME values for the two sampling data sets prove
quite similar throughout the forecast time period. For the sampling set with data above
the highest threshold, the RME increases continuously over the entire forecast time period.
Approximately, up to the 120th hour of the forecast horizon, the RME values for the three
data sampling sets are similar.
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forecasts over the forecast time horizon, for different sets of data.

Negative RME results indicate that, on average for the analyzed data, the mean values
of the ensemble forecasts are lower than the respective observed values. According to
Figure 5, the corresponding deviations ranged from zero to approximately 30% for the
two largest sampling data sets, and reached values close to 60% for the smaller data set
(highest threshold). Based on this evidence, we could conclude that the average of the
ensemble forecasts underestimates the observed values. However, the existing deviation
is, on average, limited to 30% up to 120 h (5 days) from the beginning of the forecast time
period, for all the three data sampling sets considered (i.e., being almost irrelevant if the
sampling data is limited by the thresholds for that initial 120 hours’ period). In view of all
the uncertainties in the forecasting process, that deviation was considered acceptable.

3.3.3. Mean Continuous Rank Probability Score (MCRPS)

The results obtained for the MCRPS statistics—which translates the quality of a predic-
tion per ensemble into a single error value—are presented in Figure 6. Unlike the previously
shown metrics, which consider only the ensembles’ mean, the MCRPS considers all the
values of the forecasts’ distribution. As the time development and values of the results
due to the three sampling sets are similar to the corresponding ones obtained with the
MAE (Figure 4), the analysis of the results would lead to conclusions similar to those stated
before for the MAE. The errors obtained with the MCRPS are, however, slightly lower for
all three sampling datasets. These results, combined with the conclusions obtained for the
RME, enable the conclusion that the forecast values above the average of the ensemble are,
in general, closer to the corresponding observed values.
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3.3.4. Brier Score (BS)

Figure 7 shows the results obtained for the BS index, which allows the evaluation of
the error with which discrete events (such as the exceedance of a threshold) are predicted
through the distribution of ensemble forecasts. Taking these results into account and similar
to the previous observations for the MAE and MCRPS statistics, the BS results also exhibit a
general increase of the forecast errors with the increase of the forecast horizon. However, the
analysis of this index indicates that there are more errors in the forecast of the exceedance
for the lower threshold than for the upper threshold. Even so, the maximum value reached
by this index was approximately 0.08, which is a value very close to the optimal result
(BS = 0). These results lead to the conclusion that actual occurrences of inflows above the
defined thresholds have a very high probability of being correctly predicted by means of
the ensemble forecasts.
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3.3.5. Rank Histogram (RH)

The Rank Histograms corresponding to different forecast horizons are presented in
Figure 8. As can be seen in this figure, for the shortest forecast time displayed (corre-
sponding to 24 h) the histogram generally displays an “U” format, which indicates that the
corresponding observations frequently occurred above and below the ensemble forecasted
range of values. However, in these cases a slight negative bias (rightward shift) is observed,
which corresponds to the existence of more cases in which the observed values were above
the ensemble’s maximum value, rather than below the minimum value. As the forecast time
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increases, there is a greater tendency for histograms to take an “inverted L” format, which
indicates that the bias of the analyzed data is clearly negative, that is, the observations were
more often above than below the 75th percentile of the ensemble forecasts. This inference
reinforces the conclusions previously obtained for the error measures calculated with the
mean values of the ensemble forecasts, namely the RME analysis.
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For the larger forecast horizon (240 h), the histogram shows a greater spread of the
observations, although a negative bias of the predictions is still noticeable. This is related
to the existence of a greater dispersion of forecasts for the longer forecast periods because
the wider the forecast range, the greater the probability of the observation being within
that range.

3.3.6. Relative Operating Characteristic Diagram (ROCD)

Figure 9 shows the ROCD diagrams for each of the two threshold sampling data
cases considered, for different times in the forecast horizon period. Like the BS index, this
statistical evaluation of the quality of ensemble forecasts also focuses on the occurrence of
discrete events, corresponding to the exceedance of the defined thresholds. As is shown in
Figure 9, all the data points in the four graphs are located below 0.3 (on the abscissa axis),
which means that the number of forecasted events above the pre-defined thresholds that
were not effectively observed is small, i.e., that the probability of occurrence of false alarms
in the analyzed forecasts is generally very low. However, according to Figure 9, probability
of occurrence increases with the increase in the forecast time horizon and the order number
of the ensemble members, which is also related to the ensemble’s forecasted range of values.
Regarding the probability of detection of the magnitude of pre-established events, it does
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not change significantly with the time over forecast horizon, but it increases significantly
with the rise in the order number of the ensemble members. According to the diagrams
shown in Figure 9, the upper members of the ensemble forecasts present a probability of
detection of the predefined events (occurrences above the established thresholds) above
70% and a probability of detecting false events below 30%.
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4. Conclusions

Taking into account the inferences drawn from the analysis of the results of each of
the statistical method applied and presented in the previous section and in the absence of
reference criteria to systematically classify the quality of the ensemble forecasts based on
those results, it may be concluded that the ensemble inflows forecasts used and evaluated
in this work have demonstrated to be, in general, of good quality to detect the occurrence
of flows above the pre-established thresholds, especially when those thresholds correspond
to higher percentiles of the ensemble. Concerning the prediction of the magnitude of the
events, it was concluded that, in general, the average of the ensemble forecasts underesti-
mates the corresponding observed values, although the expected deviation is, on average,
only approximately 30% for a forecast time up to 120 h. The values corresponding to
the upper percentiles of the ensemble forecasts range also exhibit a negative deviation,
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especially in the initial forecast horizons, since there were many cases (more than 40%
of cases, for prediction periods up to 120 h) in which the observed values were above
the ensemble forecasted range of values, as shown in the Rank Histograms (Figure 8).
However, considering only the upper percentiles of the forecasts above the average of the
ensemble, the deviations will necessarily be less than 30%, which by itself can be considered
acceptable in light of all the uncertainties inherent to the forecasting process. The forecast of
the inflows to reservoirs can significantly contribute to the improvement of the reservoirs’
operational management. Therefore, the present work is of great importance to assess the
degree of confidence that can be expected from the forecasts employed. The conclusions
derived from the analysis above made it possible to define that the reference forecasts to be
taken for the management of the Aguieira reservoir should be composed of:

(i) A maximum ensemble value in the first 72 h, which corresponds to the most con-
servative solution with the lowest associated error, compared to the use of a lower
percentile;

(ii) The 75th percentile of the ensemble forecasts in the following hours (from 72 to 240 h),
which is a more conservative operational guideline and exhibits a lower relative mean
error compared to the use of the mean values of the ensemble forecasts, and, on the
other hand, corresponds to a probability of detecting false alarms lower than the use
of the maximum ensemble value. In fact, and since the predictions above 72 h show
greater dispersion, the 75th percentile (whose values are between the mean value
and the ensemble maximum value) was selected as a reference since it minimizes the
triggering of unnecessary measures for the control of floods, caused by false alarms,
and at the same time preserves a good performance in the detection of true alarms.
In addition, the deviations in the reference forecast after the 72hour forecast will not
have a significant impact on the operational management of the reservoir since the
errors can be minimized with the next day’s forecast.
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