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Abstract: Online text is a source of data in many fields, but it is yet to be explored by sensory
scientists. The present work aimed to explore the suitability of using a bibliometric methodology
such as Latent Semantic Analysis (LSA) to understand and define wine sensory spaces. Data were
also explored by the more conventional Multiple Correspondence Analysis (MCA). The present
work shows the potential use of LSA in sensory science; the first part of the study investigates the
sensory profile of Swedish Solaris wines, while the second part focuses on understanding their fit
with two international monovarietal white wines (Albariño and Chenin Blanc). The results show
that the majority of Swedish Solaris wines could be associated with two different styles (LSA topics).
However, there is no evidence of a cultivar typicality, as when comparing the Solaris wines with
Albariño and Chenin Blanc, they shared features with both cultivars. Chenin Blanc was also found to
be associated with different styles. In contrast, Albariño wines showed to have more unique features
as the majority were associated with a single LSA topic.

Keywords: Solaris wine; sensory space; text data; LSA; MCA; data science

1. Introduction

The international wine panorama has evolved in recent decades. This evolution was
partly due to emerging wine-producing countries in regions with more extreme climatic
conditions, such as Brazil and Thailand [1–3], which have tropical climates, and the Nordic
regions, such as Denmark and Sweden [4–6]. Nordic countries have been favored by the
continuous rise in global temperatures, leading to climatic conditions more suitable for vine
growing. Even so, most of the wines produced are still made from frost-resistant cultivars,
such as the Vitis vinifera hybrids Solaris (white cultivar) and Rondo (red cultivar) [7,8].

Originating in Germany in 1975, the Solaris grape is the interspecific hybrid result
of the cross between Merzling (Seyve-Villard × Riesling × Pinot 56 Gris) with another
crossing Gm6493 (Zarya Seva × Muscat Ottonel) [8]. Despite not being as well known
internationally as other white varieties, Solaris wines are already being produced in some
emerging wine-producing countries, but also in more traditional wine regions such as
Italy and Germany [9]. The relevance of Solaris wines and their representation on the
international wine panorama can be shown based on the number of scanned Solaris
wines on Vivino, a consumer-based wine platform [10]. By September 2021, a total of
241 monovarietal Solaris wines from fourteen different countries have been scanned by
consumers. Denmark is the country with the largest number of Solaris wines (39), followed
by Germany (31) and Switzerland (30), with Sweden having the fifth largest number (28).
Solaris wines from countries such as Italy (12), France (1), and the United States (1) were
also found on Vivino. This information is, however, based on consumers’ scans, which
might be subjected to many different influences (i.e., wine availability and cultural habits)
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and may not represent complete data on global Solaris wine production. Nonetheless, it
shows that its production and consumer interest are not limited to Nordic regions.

Even though it is possible to say that several Solaris “styles” can be made, published
information about the Solaris sensory space and potential styles is very limited. In 2014,
Swedish Solaris wines were characterized by “citrus” and “floral” aromas [1–3]. A more re-
cent publication proposed that Swedish Solaris wines could fall into three aroma categories:
green, fruity, and oaky. The results obtained by Garrido-Bañuelos et al. (2020) [11] were sim-
ilar to those in a previous study on Danish Solaris wines conducted by Liu et al. (2015) [5],
who found that Solaris wines could be perceived as either floral or fruity or described
with attributes such as “wood” or “rooibos/smoke”. The study by Garrido-Bañuelos et al.
(2020) [11] included a sensory evaluation of typicality as perceived by Swedish winemakers,
and the results show a clear lack of agreement. These results indicate that the Solaris
sensory space still needs to be further explored and defined, and a stronger concept related
to the perception of Solaris wines’ typicality and styles still needs to be developed.

The sensory space of a product is a complex concept not only defined by intrinsic
properties (i.e., color, texture, aroma, and taste) but also by extrinsic factors (e.g., the levels
of acceptance and preferences of the tasters) [12]. Investigating the sensory space of a
product depends on whether or not it has been previously defined and/or tested. If it has
been properly defined, the conceptual (ideas) and perceptual (tasting) sensory aspects can
be evaluated. In wine, the level of experience of an assessor may have a bigger influence
on conceptual perception than perceptual perception [13].

From an experimental perspective, the process of characterizing a wine’s sensory space
can be divided into three phases, as stated by Barbe et al. (2021) [14]: the identification of
a sensory concept, the perceptual evaluation of the sensory concept, and sensory space
description. Mafata et al. (2020) [15] investigated the typicality (cognitive) and the sensory
space (perceptual) of South African old vine Chenin Blanc wines; however, the existence
of a unique sensory space could not be demonstrated mainly due to a lack of perceptual
consensus among wine industry professionals [15].

Text data, in combination with different data strategies, have become a potential tool to
unravel inherent sensory features and have been utilized to perform a diversity of sensory
studies, which vary from understanding the cross-cultural impact on the term “floral” [16]
to creating and defining the lexicon of existing products such as rum [17], whisky [18],
and monovarietal apple juices [19]. Da Silva et al. (2019) [19] used text and data mining
strategies to generate an aroma wheel based on different peer review publications; this
aroma wheel was then used to carry out the sensory evaluation of different juice samples.
Text data have also been used as a potential source to understand the profile of a specific
market (i.e., Swedish beers) or the properties of specific raw material within a product,
such as hops [20]. Garrido-Bañuelos et al. (2021) [20] used a dataset of a similar nature
to the one used in the current study. The results show how text data can help people
understand sensory similarities between different hop varieties, such as Amarillo, Chinook,
and Magnum, characterized by the presence of “spicy” and “dried fruit” descriptors. For
wines, Valente et al. [21] used text data extracted from the annually published John Platter
Wine Guide to South African Wines (“Platter’s Wine Guide”, [22]) to model the sensory
space of South African Sauvignon Blanc and Chenin Blanc wines; the authors coupled
text mining with machine learning algorithms to explore the association between specific
sensory descriptors and Chenin Blanc wine styles. Different Natural Language Processing
(NLP) techniques have also been used to explore the lexicon extracted from online reviews
by wine experts and their similarity to the vocabulary used to train wine experts [23,24].
Both studies based their analyses on wines reviews with scores higher than 80 points
(on a scale from 0 to 100), obviating a potential lexicon which could be associated with
wines with a generally lower perceived quality. NLP has also been applied to explore
the sensory drivers of “outstanding” and “extraordinary” wines and the consistency of
major WineSpectator reviewers to describe these wines [25]. Within the sensory space of
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a product, sensory attributes can be both positive and negative drivers of its perceived
quality, as shown for Pinotage and Chenin Blanc wines [26].

From a methodological perspective, if a sensory concept is well defined, a closed-ended
sensory experiment can be followed by supervised statistical methods to test the concept.
However, if a concept is ill defined or unknown, open-ended exploratory methodologies
followed by unsupervised statistical methods should be used [27]. Given the complex
definition of sensory space, mixed-methodology approaches can be used where a concept is
ill defined, or where a concept is well defined but there are no prototypes, or the borders of
typicality between styles are investigated [28]. Hence, tailoring data strategies is essential to
obtaining the best outcomes. The nature of the data and a clearly defined research question
will help guide the choice of data strategies to be used. In sensory science and consumer
science, data strategies can range from classical statistics and multivariate analysis on
individual datasets to data fusion on multiblock datasets [29–32]. For example, and within
the scope of this work, Correspondence Analysis (CA) and Multiple Correspondence
Analysis (MCA) have been frequently used to analyze qualitative data [33–36]. Recent
studies are directing their work to the use of machine learning strategies [21,37–39] and
more complex mathematical models which can help our understanding of the sensory
space complexity [40,41].

Latent Semantic Analysis (LSA) is a methodology commonly used in computer science
for language processing and topic analysis, with applications in various fields such as
linguistics, bibliometrics, and cognitive science [42]. It has also been used as a tool to
investigate how customers’ emotions can have a positive or a negative effect on product
reviews from Amazon [43]. In short, LSA is a statistical methodology used to compute
semantic concepts from latent semantic information contained in large text documents [44].
These concepts are defined by the relationship between a set of documents and terms
found in the text. LSA operates on sparse data, similarly to MCA; however, the purpose
of LSA is to generate a single decomposition clustering around specific semantic spaces
called topics [42,45]. LSA results provide the number of terms and number of documents
associated with each topic. The outcome also provides information about term-to-term,
document-to-document, and term-to-document relationships associated with the topics.
Topics are formed depending on how often the terms are associated with one another.
Nonetheless, LSA does not provide information about the relationships between the pro-
posed topics. The recent integration of LSA algorithms into the XLSTAT software starting
with version 2018.1 also facilitated its inclusion in the present study.

Despite LSA’s multiple applications in text and data mining, its application in sensory
science has not been explored by using attributes (i.e., terms) and products (i.e., documents)
to explore sensory space and potential styles/categories (i.e., “topics”). The source of
our dataset is the Systembolaget website. Systembolaget is a governmental alcohol retail
monopoly established in Sweden during the mid-1800s with the aim to reduce alcohol-
related problems. Currently, Systembolaget provides information about each individual
product available in the Swedish market, which includes a short sensory description
for each of them. The present work aimed to use data science to bring new insights,
which can contribute to the definition of Swedish Solaris wines’ sensory space, and to
understand this cultivar’s fit on the international wine panorama by comparing Solaris
with two international grape cultivars (Chenin Blanc and Albariño). The selection of
these two international wine cultivars was based on findings from Garrido-Bañuelos et al.
(2020) [11] that showed how during a blind evaluation of different international white
wines, Albariño and Chenin Blanc wines were considered to be typical Swedish Solaris by
Swedish winemakers. Moreover, this work explored the suitability of LSA as a potential tool
to understand sensory insights from text data in comparison to other, more conventional
data analysis tools, such as MCA.
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2. Materials and Methods
2.1. Data Collection

All data for the current study were extracted between August and September 2021
from the website of the Swedish National alcohol retail monopoly, Systembolaget [46].
Data were captured from 36 Swedish Solaris monovarietal wines (SOL), 16 Chenin Blanc
(CB), and 19 Albariño (Alb) wines. Wines were labeled in short-hand according to cultivar
and country of origin (i.e., Sweden—SW; Spain—SP; Portugal—PT; France—FR; South
Africa—SA; Australia—AUS; and Uruguay—U). The data capturing, cleaning, and stan-
dardization procedures were as described by Garrido-Bañuelos et al. [20]. In short, the list
of sensory attributes provided for each wine was captured in Swedish and then translated
to English with the aid of Google translate; the text was tabulated, and words with hedo-
nic and intensity connotations were excluded. A nominal table was then built based on
the presence/absence of all sensory attributes. A similar approach was used by Mafata
et al. [47]. Due to a small sample size, several sensory attributes were only present in a low
number of wines. Therefore, attribute consolidation was not performed.

2.2. Data Analysis

A schematic workflow summarizing the data strategies followed for this work can be
found in Figure 1. LSA and MCA were performed using the same raw data, consisting
of a nominal table of sensory descriptors (categories of presence—1; absence—0) and
samples (wines). The LSA was carried out using hard clustering. The optimal number of
topics was chosen based on guided inspection and a cumulative percentage variance (%EV)
of approximately 70, which has been shown to allow for optimal results in exploratory
analyses [48,49]. A proximity matrix using the Euclidean distance, based on co-occurrence,
was generated from the presence of the different sensory descriptors for each LSA topic [44].
Note that this is because LSA is based on term associations; hence, the document (wine)
associations were not used to generate the proximity matrix. Multidimensional Scaling
(MDS) was performed on the proximity matrix to visualize the relationships between topics.
MCA was performed based on adjusted inertia [20]. Agglomerative Hierarchical Clustering
(AHC) was carried out following Ward’s method for both MCA and MDS dimensions.
AHC was performed on the first eight dimensions (cumulative variation ≥ 70%) of the
MCA scores [49] and the first two dimensions of the MDS (approximately 0.20 Kruskal’s
index). All data analyses were performed with XLSTAT 2021 (Addinsoft (2021), New York,
NY, USA).
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Figure 1. Schematic workflow of data strategy used to understand Swedish Solaris sensory space
and its comparison with two international cultivars, Chenin Blanc and Albariño.

3. Results and Discussion
3.1. Sensory Space of Commercial Swedish Solaris Wines

A total of 41 different aroma descriptors were used to describe the aroma profiles of the
36 Swedish Solaris wines commercially available at the date of the study. The term “pear”
was the most frequent (17 citations; 41% wines). At the other end of the scale, the following
ten attributes (≈25% of descriptors used) were only cited once: “beeswax”, “bergamot”,
“blackcurrant leaves”, “cardamom”, “grapefruit”, “hazelnut”, “orange flower”, “orange
peel”, “watermelon”, and “yellow kiwi”. Due to the low number of wines and the relatively
large number of attributes with a low citation frequency, attribute consolidation was not
taken into consideration.

3.1.1. Exploring Potential Wine Styles of Swedish Solaris Wines Using Latent
Semantic Analysis

LSA was used to find associations between wines and topics, which were represented
by semantic spaces (i.e., potential wine styles). These topics, and their associations with
sensory attributes, were explored following a hard clustering approach. As an initial ex-
ploratory step, the hard clustering process was initially set over ten topics (as a default
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setting). The explained variance was 80% for the ten topics, with four topics being as-
sociated with a single sample and one topic not being associated with any samples (an
unrepresented topic) (Table S1). In order to overcome the sparsity (where no samples are
associated with the attributes in any given topic) and underrepresented topics, the selection
of the optimal number of topics was based on the %EV. Topic 1 had the largest weight
with 22.15%, followed by Topic 2 with 13.67%. From Topic 3 onwards, each topic weight
represents less than 10%, and from topic 7 onwards, each topic represents less than 5%
of the data (Tables 1 and S1). Therefore, seven topics were chosen based on a cumulative
inertia of 68.7%.

Table 1. Table showing Swedish Solaris wine topics and associated terms following LSA with
hard clustering.

Topics
Number of
Documents
(“Wines”)

Number of
Documents
(“Wines”)

Variability
(%) Documents Terms (“Sensory Attributes”)

Topic 1 16 5 22.2

W1, W2, W3, W4, W7, W8,
W9, W10, W12, W13, W14,

W22, W23, W28,
W29, W36

Pear, Herbs, Green Apple, Citrus,
Honey

Topic 2 6 12 13.7 W17, W18, W19, W20,
W25, W26

Oak, Apricot, Butter, Yellow
Apples, Nut, Red Apple,

Pineapple, Rosehip, Marzipan,
Hazelnut, Watermelon,

Cardamom

Topic 3 5 4 8.2 W6, W15, W33, W29, W21 Lemon, Yellow Pear, Almond,
Galia Melon

Topic 4 3 5 7.6 W34, W27, W11 Lime, Gooseberry, White Flower,
Vanilla, Blackcurrant Leaf

Topic 5 3 7 6.3 W5, W30, W24
Peach, Mineral, White Currant,

Yellow kiwi, Orange Flower,
Grapefruit, Beeswax

Topic 6 2 3 5.6 W32, W16 Orange, Apple, Yellow Plum,
Orange Peel

Topic 7 1 3 5.1 W3 Elderberry, Spices, Honeydew
melon, Bergamot

Figure 2 shows the document-to-document (i.e., wine-to-wine) association as a cor-
relation matrix based on a degree of similarity with values between 0 and 1. Wines are
color-coded based on the topic and, within a topic, the degree of similarity is represented
by the gradient tonality. The results show that the largest number of wines (16) were associ-
ated with Topic 1, described with five sensory attributes: “pear”, “herbs”, “green apple”,
“citrus”, and “honey”. Since the terms “pear” and “herbs” were the most frequently used, it
stands to reason that they were the most associated with each other, therefore contributing
to the high variability of Topic 1 (Table 1). Therefore, the high variability of Topic 1 is based
on both the greatest number of wines and the most frequently cited terms.

Similarly, Topic 2 was characterized by the second highest number of wines (six wines).
Additionally, in this case, Topic 2 had the largest number of terms. These included woody
and spicy terms such as “oak”, “butter”, “nut”, “hazelnut”, and “cardamom”, as well as
fruity aroma terms such as “apricot”, “red apples”, and “pineapple” (Table 1). Hierarchi-
cally, Topic 3 had the third largest number of wines, leading to a cumulative amount of 75%
of wines (27 out of 36) in the first three topics. Topic 4 to Topic 6 had similar numbers of
wines and terms with seemingly non-distinct characteristics.
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The last topic, Topic 7, was characterized by aromas such as “elderberry”, “spices”,
“honeydew melon”, and “bergamot”, all associated with a single wine (W35). The ex-
ceptional element in this wine was that it was the only wine described using the term
“bergamot”. Although there were ten other terms cited only once, wine W35 was the only
one singled out in a topic even though it also had the highly cited term “pear” used in its
description. This could be a limitation of using hard clustering and/or LSA on data with a
relatively low number of samples. The combination of data sparsity and low density (low
number of samples) could lead to misrepresentation of the relationship between samples
and between terms.

Therefore, LSA using fuzzy clustering was not considered for this sample set given
that at such a low data density (41 attributes and 36 wines), the probabilities of association
with every topic can be very similar, making it difficult (fuzzy) to distinguish between
topics. Fuzzy approaches are better suited for larger datasets and/or more distinguishable
classes [50]. Since the hard clustering approach was taken in this case, some caution must
be used when making inferences since the model places a hard border when assigning
attributes and documents to a topic. The wines and terms may have very similar associ-
ations but can only be assigned to one topic, even if their association to another topic is
very similar.

In that regard, the next logical assessment of the LSA is to look at how similar the topics
are to one another using the wine and term frequencies from the raw data. A similarity
matrix was calculated from the LSA topics (as independent observations) and terms (as
dependent variables), with the frequencies based on the number of wines associated with
each topic having the given attribute. The similarity matrix was submitted to MDS and
AHC to visualize the similarity between the different LSA topics (Figure 3). Figure 3
shows that Topic 1 and Topic 2 are at the farthest branches of the dendrogram and at
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diagonally opposite quadrants of the MDS plot. This means that these two topics are the
most dissimilar. According to AHC, Cluster 1 had Topic 1 and Topic 3 clustered together.
This clustering means that the pair has the highest number of samples associated with
them and most of the frequently cited terms. Although they are clustered together, their
dissimilarity is higher than any two given topics, and given their large Euclidean distance
in the MDS, these may be distinct topics. To the far right of the dendrogram, Cluster 2 has
Topic 2 and Topic 6 clustered together, and they are more similar than the Cluster 1 pair.
Given the high similarity, Topic 6 may be a subset of Topic 2. The minor topics, Topics 3,
4, and 7, with a cumulative variation of 20%, form the most similar cluster (Table S1). A
high cophenetic correlation coefficient (0.709) confirmed the reliability and accuracy of the
clusters in the dendrogram (Figure 3).
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3.1.2. Exploring the Sensory Profiles of Commercial Swedish Solaris Wines Using MCA

The MCA biplot in Figure 4A illustrates the distribution of Swedish Solaris wines and
how they corresponded with the sensory descriptors. The MCA showed that the category-0
variables were clustered around the origin, meaning that they had very little contribution
to variation and likewise to the distribution of samples [51]. To improve the interpretation
and obtain a clearer visualization of the biplot, labels from the category (−0) variables
were removed, but the points were still projected. The first two dimensions of the MCA
explained about 40% of the variation and showed two patterns, namely, compact clustering
on the negative F1 axis and a broad distribution of samples along the positive F1 axis. This
clustering pattern was confirmed by the corresponding AHC; the samples grouped into
two clusters (Figure 4B), Cluster 1 (compact clustering) and Cluster 2 (broad clustering),
and the cophenetic correlation coefficient was 0.645.

Looking at the variable contributions to the first two dimensions, descriptors such
as “oak-1”, “nut-1”, “apricot-1”, and “red apples-1” were the major contributors along F1.
These sensory attributes described wines from Cluster 2 (Figure 4B), and they were the
same terms which fell under LSA Topic 2 (Table 1). Similarly, Cluster 2 (Figure 4B) contains
the same wines associated with LSA Topic 2 (Table 1), and the same terms used for the
LSA (i.e., “pear-1” and “herbs-1”) correspond with this cluster (Figure 4A). When looking
further at the distribution along F2, attributes such as “vanilla-1” and “butter-1” had a large
contribution to the negative axis, whereas “rosehips-1” and “orange flower” contributed to
the positive axis. These attributes mainly distinguish samples in Cluster 2.
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3.2. Comparison of Solaris Wines to Monovarietal Chenin Blanc and Albariño Wines

In this section, the Solaris dataset (36 wines) is integrated with monovarietal Chenin
Blanc (16 wines) and Albariño (19 wines) wines. These additional cultivars were selected
based on the sensory space similarity to Solaris found in a previous study [11]. The addition
of these two cultivars resulted in a new dataset consisting of a 71 × 53 (wines × descriptor
terms) matrix with twelve new sensory descriptors. Similarly to the Solaris dataset, the
terms “pear” and “herbs” were the most cited descriptors. A total of 12 descriptors were
mentioned only once, most of which (7) were from the Solaris dataset.

3.2.1. A Latent Semantic Analysis of the Three Cultivars

Using the same strategy used for the Solaris dataset, the optimal number of topics
used for LSA was nine based on the approximately cumulative variation of 70% over the
nine topics (Table 2). Introducing Albariño and Chenin Blanc impacted the specific sensory
attributes associated with each specific topic. The number of terms associated with Topic 1
(12) was larger than that for Swedish Solaris (5) (Table S2). Topic 1 was characterized by the
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terms “pear” and “herbs”, which were the most frequently cited terms, similar to Solaris
Topic 1 (Table 1). Including the two cultivars resulted in the addition of the terms “peach”,
“lime”, and “mineral” (Table 2), which were the third, fourth, and fifth most frequently
cited terms (Table S2). Topic 2 still had 14 descriptors, the majority of which were associated
with Topic 2 for the Solaris dataset, i.e., “oak”, “butter”, “nut”, “apricot”, “red apples”,
“cardamom”, “marzipan”, “hazelnut”, and “watermelon”. Although Topic 3 had the third
highest variation because it contained some of the top cited terms, it was only associated
with one wine. Conversely, Topic 6 had lower variation, although it also contained some
top cited terms and was associated with six wines. These are consequences of the LSA
prioritizing the associations between terms over documents. Topic five was predominantly
associated with terms only cited once, with “citrus” being the only frequently cited term.
Similarly, Topics 7 and 8 contained terms cited only once, hence the low variation in
these topics.

Table 2. Swedish Solaris, Chenin Blanc, and Albariño wine topics and associated terms.

Topics
Number of
Documents
(“Wines”)

Number of
Terms

(“Sensory
Attributes”)

Variability
(%) Documents (“Wines”) Terms (“Sensory Attributes”)

Topic 1 42 12 27.4

Sol-SW1, Sol-SW2, Sol-SW3,
Sol-SW7, Sol-SW8, Sol-SW9,

Sol-SW10, Sol-SW12, Sol-SW13,
Sol-SW14, Sol-SW22, Sol-SW28,
Sol-SW31, Sol-SW35, Sol-SW36,
ChB-FR1, ChB-SA1, ChB-SA3,
ChB-FR3, ChB-SA5, ChB-FR5,
ChB-SA6, ChB-FR6, ChB-SA8,
ChB-SA10, AL-PT1, AL-SP1,

AL-SP2, AL-PT3, AL-U, AL-SP3,
AL-PT4, AL-PT5, AL-SP4,
AL-PT6, AL-AUS, AL-PT7,
AL-PT8, AL-FR, AL-SP6,

AL-SP7, AL-SP8

Pear, Herbs, Peach, Mineral,
Lime, Yellow Pear, Apple,

Beeswax, Gooseberry, White
Currant, Smoky, Mineral,

Kiwi

Topic 2 12 14 10.4

Sol-SW16, Sol-SW17, Sol-SW18,
Sol-SW19, Sol-SW20, Sol-SW23,
Sol-SW25, Sol-SW26, ChB-SA2,

ChB-FR2, ChB-SA7, AL-SP5

Oak, Nut, Orange, Yellow
Plum, Apricot, Butter, Vanilla,

Spices, Red Apple,
Cardamom, Marzipan, Dried

Pineapple,
Hazelnut, Watermelon

Topic 3 1 5 6.6 ChB-SA4
Lemon, Pineapple, Grilled
Lemon, Macadamia Nut,

Nectarine

Topic 4 2 2 5.5 AL-PT2, Sol-SW6 Galia Melon, White Peach

Topic 5 4 5 4.9 Sol-SW27, Sol-SW29, Sol-SW33,
ChB-FR4

Citrus, Dried Apricot, Passion
Fruit, Apple Blossom,
Blackcurrant Leaves

Topic 6 5 3 4.55 Sol-SW4, Sol-SW11, Sol-SW15,
Sol-SW30, Sol-SW34,

Green Apple, White Flower,
Yellow Kiwi

Topic 7 2 4 4.0 Sol-SW21, Sol-SW24 Honey, Elderberry, Mango,
Bergamot

Topic 8 2 3 3.9 Sol-SW5, ChB-SA9 Yellow Apple, Grapefruit,
Almond Flower

Topic 9 1 5 3.3 Sol-SW32
Honeydew Melon, Almond,

Rosehip, Orange Flower,
Orange Peel
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Most wines (54 out of 71, representing 76% of the set) were associated with the
first two topics (Topic 1—42 wines; Topic 2—12 wines). Topic 1 and Topic 2 represent
27.41% and 10.36% of the variability, respectively. Low variability in sensory data is a
known characteristic of these high variability data [28]. Wines from all three cultivars
were associated with Topic 1 (Figure 5), predominantly featuring Albariño wines (17; 40%),
followed by Solaris (15; 36%), and lastly, Chenin Blanc (10; 24%). Topic 1 included thirteen
Solaris wines previously associated with Topic 1 in the Solaris dataset. This topic included
the majority of all Albariño wines (17 out of 19) and Chenin Blanc (10 out of 17) wines.
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color-coded according to grape variety and country of origin.

Topic 2 included eight Solaris wines, three Chenin Blanc wines, and one Albariño
wine, representing 67%, 25%, and 8% of the wines, respectively. All six of the Solaris
wines previously associated with Topic 2 for the Solaris dataset are present here in the
three-cultivar dataset. Although Topic 5 contains only Solaris wines, these were previously
part of various topics in the Solaris dataset; similarly, the terms used for this topic were
previously associated with various topics. When analyzing the remaining topics, it was
found that SOL-SW32 (W32) stands on its own. This wine was previously associated with
SOL-SW16 (W16).
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The relationships between LSA topics were further explored for the dataset of the
three cultivars through AHC on the MDS dimensions (Figure 6A,B). We found that Topic
1 was the most unique and dissimilar to the rest of the topics, followed by Topic 2. The
rest of the topics were clustered together, indicating relatively high similarity between
them (cophenetic correlation coefficient of 0.83). This cluster was further divided into
two sub-clusters, Sub-Cluster 1 (Topics 3, 4, and 6) and Sub-Cluster 2 (Topics 4, 7, 8, and 9).
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3.2.2. Multiple Correspondence Analysis of Three Cultivars

The results from the MCA show that 70% of the explained variance was achieved
over eleven dimensions, with 44% over the first two dimensions, as shown in Figure 7A.
Figure 7A illustrates the distribution of all the wines (MCA scores plot) based on the
presence (attribute-1)/absence (attribute-0) of the aroma descriptors. The projection of the
two scores shows a more compact clustering of Albariño wines along the negative F1 axis,
whereas Solaris and Chenin Blanc wines were more broadly distributed (Figure 7A). Of the
two clusters in the AHC, the majority of the Albariño wines belonged to Cluster 2, with
only one wine in Cluster 1 (cophenetic correlation coefficient of 0.485). Similarly to the
score plot projections, the Solaris and Chenin Blanc wines varied throughout both clusters.
This result is similar to the association of wines in the LSA, where most of the Albariño
wines were associated with Topic 2. Thus, given the larger number of wines in Cluster 2,
it is similar to Topic 1 of the LSA. Most of the Chenin Blanc wines previously associated
with Topic 1 were present in Cluster 2. Cluster 2 also contained samples found in the other
topics except for Topic 2, all 12 samples of which were present in Cluster 1.

The MCA loading plot (Figure 8) shows the top ten attributes with the highest contribu-
tion to F1, which are “apricot-1”, “pear-0”, “oak-1”, “orange-1”, “red apples-1”, “butter-1”,
“Yellow plum-1”, “rosehips-1”, “pear-1”, and “almond-1” in that order. They were mostly
associated with Topic 2 in LSA, with the absence attribute “pear-0” being antithetical to
“pear-1” and the term “pear”, which were previously associated with Topic 1. The excep-
tions are “rosehips-1” and “almond-1”, which were previously associated with Topic 9
associated with the Sol-SW32 Solaris wine; however, the MCA biplot shows that these
attributes correlated with the vectors for Sol-SW33 and Sol-SW19.
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4. Discussion
4.1. Suitability to Explore Swedish Solaris Wines

The present work explored LSA as an alternative tool for identifying potential sensory
spaces from existing text data. LSA can be useful for understanding and potentially
defining sensory spaces in addition to more established methods, such as CA and MCA.
This comparison was carried out using cluster analysis (AHC). This comparison helped
us understand the relevance and possible limitations of using LSA for sensory space
investigations. Firstly, the Solaris dataset was analyzed, and with the addition of Chenin
Blanc and Albariño wines, the sensory space was further comparatively investigated.

The results of the LSA on the Solaris dataset show that most wines were associated
with two different topics (Topic 1 and Topic 2). Topic 1 mainly consisted of the terms related
to white fruits, such as “pear” and “green apple”, but also “honey” and more generic
descriptors such as “citrus” and “herbs” (Table 1). A total of 16 out of 36 wines were
associated with this topic. Six Solaris wines were associated with Topic 2, which consisted
of a larger number of terms such as “oak”, “apricot”, “butter”, and “yellow apple”. The
rest of the Swedish Solaris wines (n = 13) were associated with LSA topics which were not
found to be as representative based on topic weight (number of wines and/or terms) and
percentage variability (Tables 1 and S1). A comparison of the topics using a cluster analysis
(Figure 3) showed that Topics 1 and 3 were clustered together, while the rest of the topics
were clustered together. Topics 1 and 3 have high dissimilarity, indicating that although
they were clustered together, they could constitute distinguishable categories of Swedish
Solaris wines. Therefore, this potentially indicates that Solaris wines could be distinguished
into three possible styles based on Topics 1, 2, and 3.

The results of the MCA on the Solaris dataset show very similar clustering patterns.
Two major clusters were found, with one compact cluster (Cluster 1; Figure 4B) indicating
high similarity between the samples and another broad cluster (Cluster 2) being found
due to high sample variation. Cluster 1 contained samples from LSA Topic 1, which were
correlated with similar terms as those in the LSA (Figure 4A and Table 1). Likewise, Cluster
2 consisted of samples associated with LSA Topic 2 and correlated with similar terms used
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for this topic. Therefore, the LSA had similar cluster dynamics to MCA, with the additional
dissemination of clustering of attributes/terms according to semantic topics. Although the
MCA has more advantages over LSA for this dataset, the LSA improved the descriptive
element in this study.

Nonetheless, since LSA prioritizes term-to-term associations over document (wine)-
to-term/topic associations, the associations of wines with each topic were unreliable and
unrepresentative of the original dataset. This limitation may be due to the low density
in the dataset (the low numbers of wines and terms used for the descriptions). Another
challenge faced when using LSA was finding the optimal number of documents and terms
per topic to fit the data. Given the low data density, terms were often co-expressed in these
wines, and by way of frequency, the most cited terms were more frequently associated.
This was due to the low number of descriptors used for each wine and, overall, the low
number of descriptors present. Hence, in both FoC and the percentage citation (Table S2),
generally accepted optimization cut-offs for preprocessing could not be imposed since
every available descriptor was meaningful.

The sample size also limited the possibility of exploring the data following a fuzzy
clustering criterion. Sung et al. (2008) [52] already showed improved accuracy by using a
fuzzy approach in LSA as it improved accuracy in text identification. However, the current
sample size was a limitation to exploring a fuzzy approach. Nonetheless, the dataset is
representative of a young Swedish Solaris wine industry with all commercially available
Swedish Solaris wines on Systembolaget.

4.2. Suitability to Explore Potential Cultivar Typicality

From a Natural Language Processing (NLP) perspective, if we cannot find thematic/
semantic similarities between Swedish Solaris wines using LSA, we may typify them
by distinguishing them from other cultivars. This is why the second part of this study
followed the same strategy to compare Swedish Solaris wines with monovarietal Chenin
Blanc and Albariño wines. The LSA was performed over nine topics (cf., seven topics in
the Solaris dataset) to allow for the incorporation of at least 70 percent of the variation for
the larger three-cultivar dataset. The LSA performed on the three-cultivar dataset showed
very similar results to the Solaris dataset in that two major topics were found, i.e., Topic 1
and Topic 2. Similarly, Topic 1 was described with the highest cited terms (i.e., “pear” and
“herbs”), while Topic 2 had the second highest cited terms associated with it.

Again, Topic 1 contained the majority of all samples, while Topic 2 had the second
greatest number of samples. The association of Solaris wines with topics was similar to
that in the Solaris-only dataset. This is reasonable since the three-cultivar dataset had
predominantly Swedish Solaris wines (i.e., 36 out of 71 wines). Topic 1 had the majority
of Solaris wines that were associated with the Solaris-only dataset. Topic 1 also contained
the majority of Albariño wines. This suggests that Topic 1 may be a generic topic based on
highly cited terms and is not a good distinguishing topic among samples.

Conversely, Topic 2 had most of the terms associated with Topic 2 of the Solaris dataset,
as well as all of the Solaris wines that were associated with it. Comparatively, it seems
to better distinguish Solaris wines from the other cultivars since the majority of wines
associated with this topic were Solaris wines. A cluster analysis on the topics showed
that Topic 1 and Topic 2 were very dissimilar from the rest of the topics which clustered
together (Figure 6). This may indicate that although the Solaris dataset indicated that
there were potentially three categories of Swedish Solaris wines, in comparison with two
similar international white wines (i.e., Chenin Blanc and Albariño), they could only be
distinguished from the rest based on Topic 2. MCA supported the LSA results, and AHC of
the scores showed that Cluster 1 contained all of the Topic 2 wines (Figure 7B). Furthermore,
the MCA biplot showed that the sample vectors correlated with attributes similar to those
associated with LSA Topic 2. However, since the majority of samples were Swedish Solaris
wines, perhaps creating a more balanced dataset (between cultivars) could create a more
fair and representative distribution of samples across the different topics and clusters.
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Some studies have proposed that class imbalances can influence cluster and classification
results [45]. In the case of LSA, clustering is performed on the raw data, whereas MCA
can be followed by clustering on the resultant correlation matrix. Although both LSA and
MCA work on sparse data, LSA emphasizes the relationships between attributes, while
MCA balances the relationships of both the samples and the attributes, increasing the
informational output and reducing the imbalance issue. Thus, although LSA allows for
valuable semantic clustering of descriptors, the numerous limitations found in this study
highlight the cautionary measures that need to be taken when interpreting the results.
Additionally, MCA has more advantages over LSA, indicating that LSA may only be used
in the form of an annex technique rather than as the primary analysis method.

From an overall sensory perspective, the results show that the majority of Solaris
wines were frequently characterized by the presence of white fruit aromas (“pear” and
“green apple”) in combination with citrus and greener notes such as “herbs”. However,
in comparison with Chenin Blanc and Albariño wines, these were shown to be generic
descriptors used for all three cultivars, and they could not distinguish Solaris wines from the
rest. However, Albariño wines were better described by these generic descriptors compared
to the other cultivars. This may indicate that, although these terms are very common among
these cultivars, Albariño wines are more typically described with them [53]. Hence, these
terms could be used for the classification of Albariño wines, but Chenin Blanc and Solaris
wines had more diverse sensory descriptor profiles. For cultivars with different styles (e.g.,
Chenin Blanc styles such as fruity, green, and mature), variation in the sensory space is
expected, hence explaining the Chenin Blanc results observed in this study. Comparatively,
this may be the case for Solaris, which was the primary cultivar of investigation. Solaris
wines in this study consistently showed an association/correlation with descriptors (i.e.,
“oak”, “buttery”, “apricot”, and “red apples”), which may indicate a distinct style of
Solaris wines. However, the concept of typicality of Swedish Solaris wines (descriptors
distinguishing all Solaris wines from the other cultivars) could not be defined.

4.3. General Discussion and Conclusions

The present study provides insights into the sensory space of Solaris wines, a promis-
ing international white grape cultivar. Furthermore, the study investigated the differences
between the Swedish Solaris wines currently available on the Swedish market. The results
also show the potential use and limitations of LSA as a tool to investigate sensory spaces
from existing text data compared to a more conventional multivariate analysis. Similar
cluster dynamics were found between LSA and MCA. However, LSA provides additional
sensory insights thanks to the clustering of attributes/terms according to semantic topics.

Supplementary Materials: The following supporting information can be downloaded at https:
//www.mdpi.com/article/10.3390/beverages10040120/s1, Table S1: Distribution and variability
among topics for LSA; Table S2: Descriptor variation in three-cultivar dataset.
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