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Abstract

:

The extract, transform, and load (ETL) process is at the core of data warehousing architectures. As such, the success of data warehouse (DW) projects is essentially based on the proper modeling of the ETL process. As there is no standard model for the representation and design of this process, several researchers have made efforts to propose modeling methods based on different formalisms, such as unified modeling language (UML), ontology, model-driven architecture (MDA), model-driven development (MDD), and graphical flow, which includes business process model notation (BPMN), colored Petri nets (CPN), Yet Another Workflow Language (YAWL), CommonCube, entity modeling diagram (EMD), and so on. With the emergence of Big Data, despite the multitude of relevant approaches proposed for modeling the ETL process in classical environments, part of the community has been motivated to provide new data warehousing methods that support Big Data specifications. In this paper, we present a summary of relevant works related to the modeling of data warehousing approaches, from classical ETL processes to ELT design approaches. A systematic literature review is conducted and a detailed set of comparison criteria are defined in order to allow the reader to better understand the evolution of these processes. Our study paints a complete picture of ETL modeling approaches, from their advent to the era of Big Data, while comparing their main characteristics. This study allows for the identification of the main challenges and issues related to the design of Big Data warehousing systems, mainly involving the lack of a generic design model for data collection, storage, processing, querying, and analysis.
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1. Introduction


The globalization and the spread of information technology, the strong concurrency between different companies, and the urge for quick and easy access to reliable and relevant information have incited business leaders to replace traditional business computing systems with other decision support systems. These business intelligence (BI) decision systems appeared with the introduction of the data warehouse (DW) by Bill Inmon in 1991. According to [1], “A data warehouse is a subject-oriented, integrated, time-variant and non-volatile collection of data in support of management’s decision-making process”. A DW is a system used for integrating, storing, and processing data from often heterogeneous data sources, in order to provide decision-makers with a multi-dimensional view. The integration of these data is achieved through a three-phase process: extract, transform, and load (ETL). This process is responsible for extracting data from different data sources, transforming them (by preparation, conversion, clean, filter, conversion, join, aggregation, and so on), and loading them into a DW. Consequently, the general framework for ETL processes consists of three sequential steps—extract (E), transform (T), and load (L)—and three main layers—data sources (DSs), data staging area (DSA), and DW [2,3]. First, the extract phase consists of extracting data from multiple sources and converting them into an appropriate format, which facilitates processing during the transformation phase. These DSs may be internal data sources, such as the enterprise database management systems (DBMS), XML files, flat files (text or .csv), and so on, or from external data, such as web applications, sensors, cameras, social media, and emails. Thus, the associated databases, files, and so on are generally heterogeneous. Furthermore, according to [4], there are two logical methods and two physical methods for extracting data. More precisely, online and offline extraction are physical methods, while the logical methods are full extraction and incremental extraction. Full extraction is known as the “initial extraction” [5], and involves the first loading of the DW with data from operational sources. In incremental extraction, also called changed data capture (CDC), ETL processes refresh the DW with data modified and added-in source systems since the last extraction. This process is periodic, according to the refresh cycle and business needs. It also captures only data that have changed since the last extraction through the use of various techniques, such as audit columns, database log, system date, or delta technique [5]. The transform phase consists of a set of transformations on the extracted data, in order to adapt them to a database dedicated to processing decision-making applications. These transformations are known as “common tasks” in [6,7], or as “activities”, according to other researchers [8]. Among these activities, we find aggregation, join, conversion, and filter. These transformations are carried out in the DSA—the data preparation and cleaning area—before they are loaded into the target storage area; this is also known as intermediate data storage. Such physical storage contains all the temporary tables created during the extraction phase and the results of the transformation operations. Finally, the third phase of the ETL process is load, which transfers the transformed data to the target storage databases; that is, the DW. The data that reach the final appropriate format are loaded into the DW according to a standard model, such as the snowflake schema or the star schema. The DW must respond precisely to the initial needs of the user.



Nevertheless, in recent years, with the emergence of several new Internet services, web and mobile applications, and social media platforms (e.g., Facebook, Twitter, Instagram), a new generation of data has emerged: Big Data. Thus, new challenges have been imposed, related to the large amount (or “volume”) of received data, as well as the heterogeneity of these data, which can be structured, semi-structured, and unstructured (or “variety”), the time needed for their processing (or “velocity”), and, finally, the accuracy of the data, (or “veracity”). These terms represent the popular “4Vs” of Big Data in the literature [9]. Such data exceed the ability of traditional tools to capture, store, process, and analyze data. Consequently, a new data warehousing strategy was proposed in this context, consisting of the extract, load, and transform (ELT) process [10,11]. Indeed, the data are extracted (1. extract) from the sources and stored (2. load) in their raw state in a data lake, applying only minor transformations (3. transform). Next, these data will undergo the necessary transformation tasks to be finally loaded in a target data warehouse. For more details on data lake management, we refer the reader to [12].



In addition to the challenges related to the characteristics of Big Data, it has been confirmed that 80% of the time involved in the development of a DW project includes extracting, cleaning, and loading data [13]. Thus, the data warehousing process is actually the most laborious task in designing a DW, being complicated, expensive, and hard to fulfill. Moreover, according to [14,15], the excellent design and maintenance of the ETL/ELT process are critical factors for the success of a DW project. For this reason, to guarantee the good and successful physical implementation of a DW project, the focus should be initially placed on the modeling of this process. Despite the multitude of approaches proposed in the literature in this context, most of them are designed primarily to meet specific needs. Therefore, to date, there exists no standard model to represent and design such a process.



In this paper, a large literature study was carried out, which allowed us to distinguish many works dealing with the conceptual modeling of ETL/ELT processes. To better understand these works, we propose a new categorization for the studied approaches dealing with data warehousing modeling processes. In fact, ETL process modeling has been gaining importance over the years, allegedly until 2018. Indeed, some authors have distinguished only two types of modeling formalisms in these works [16]: the UML language and the conceptual constructs. Meanwhile, [17] distinguished three types of formalisms: a specific notation, ontology, and the BPMN. Furthermore, [18] distinguished four types of models: graph, UML, ontology, and BPMN. With the evolution of Big Data, recent research works have tended to focus more on the deployment of Big Data technologies in the Hadoop ecosystem (e.g., Spark, Hive, Pig, Storm), among others, without focus on the conceptual modeling of the process. For this reason, besides classical approaches, we focus also on the new methods proposed for the Big Data warehousing processes in this article. To be more generic and to cover as much of the proposed research in the literature as possible, we categorize these research works into six major classes, according to the modeling formalism on which they are based:




	
ETL process modeling based on UML;



	
ETL process modeling based on ontology;



	
ETL process modeling based on MDA;



	
ETL process modeling based on graphical flow which includes BPMN, CPN, YAWL, and the data visualization flow;



	
ETL process modeling based on ad hoc formalisms, which include conceptual constructs, CommonCube, and EMD;



	
ELT process modeling approaches for Big Data.








We noticed that in the literature, other literature reviews have been presented, such as those of [8,19,20,21]; however, most of these studies deal with a limited number of approaches, including only some formalisms. In addition, their comparison was limited to some criteria and did not include Big Data characteristics. To our knowledge, this is the first study to investigate the problem of modeling data warehousing processes both in the classical and Big Data contexts. Our synthetic study aims to offer a global vision of the field of data warehousing system design, ranging from the emergence of ETL processes to the era of Big Data, in order to identify the main problems and current challenges. Thus, the main contributions of this paper are as follows:




	
We perform an exhaustive study through a systematic literature review in the data warehousing modeling field;



	
We propose a new classification system for ETL/ELT process modeling approaches;



	
We identify a set of comparison criteria, on which we based our literature review;



	
We define and compare the existing categories of approaches;



	
We investigate the new trends of ETL/ELT, specifically in the context of Big Data warehousing;



	
Finally, we provide a set of recommendations and an example for comparative study.








The remainder of this paper is organized as follows: Section 2 presents the comparison criteria upon which we base our systematic literature review. Section 3 presents a summary of relevant works related to modeling ETL/ELT processes, according to our proposed categorization. Then, a comparison of these contributions is conducted, enriched by a discussion. Section 4 presents a general comparison of the different formalisms for ETL/ELT modeling processes leading to the general findings. Furthermore, we present an example using the literature review, and highlight some recommendations. We finish with a conclusion and some perspectives for future research in Section 5.




2. Comparison Criteria and Features for Modeling Data Warehousing Processes


A systematic literature review regarding contributions to modeling the data warehousing process allowed us to identify a set of criteria with the aim of capturing the main aspects of this process. This set of criteria and features facilitates comparison between relevant research works. Although most of the identified criteria were shared by most of the works, we opted to compare the synthesized contributions by group (i.e., each set of contributions based on the same formalism or design model will be compared separately), by specifying the criteria and the functionalities specific to their type of formalism. In Table 1, we define the different comparison criteria that we judged to be relevant and indispensable for conducting the comparative study between the different research works relating to data warehousing. A more general discussion and several results are presented in Section 4.




3. Summary and Comparison of ETL/ELT Process Modeling Approaches


The objective of this systematic literature review was to assess the research conducted in the field of data warehousing process modeling, in order to reveal the efforts conducted while focusing on the most relevant contributions. In this section, we first present the new categorization of the research work conducted in this area from the early 2000s until the end of 2021. Then, in Section 3.2–Section 3.7, we synthesize the studied research works and compare them, based on the comparison criteria and features previously detailed in Section 2. To this end, we present a comparison table for each category of approaches studied, with the different contributions in columns and the comparison criteria in rows. Moreover, for each category of approaches grouped by modeling formalism, in addition to the comparison criteria shared by all formalisms, we specify the criteria and functionalities specific to the type of formalism under discussion.



3.1. Proposed Classification of ETL/ELT Process Modeling Approaches


Although there is no standard model for ETL modeling at present, for several years great effort has been devoted to the study of data warehousing process design. In this section, we propose a new categorization of the studied research works. As follows from Figure 1, we categorize these chronologically sorted research works into six main classes, according to the modeling formalism on which they are based: (i) Model based on UML [22]; (ii) model based on ontology [23]; (iii) model based on MDA [24] and model-driven development (MDD) [25]; (iv) model based on graphical flow formalism, including BPMN [26], the CPN modeling language [27], YAWL (Yet Another Workflow Language) [28], and data flow visualization [29]; (v) model based on ad hoc formalisms, including conceptual constructs [30], CommonCube [31], and EMD [32]; and, finally, (vi) contributions dealing with Big Data.




3.2. ETL Process Modeling Approaches Based on UML


ETL process modeling proposals based on the UML standard modeling language were among the first attempts in this area of research [6,22,33,34,35]. Although UML is the most popular modeling language, due to its wide range of uses in software system development and the succession of improvements it has undergone, it has advantages and drawbacks; as such, all modeling work based on this unified modeling language has advantages and limits. In this subsection, we present a synthesis of some of these works (sorted chronologically) and discuss them.



3.2.1. Summary of ETL Process Modeling Approaches Based on UML


In [6], Trujillo and S. Luján-Mora presented an approach for the conceptual modeling of the ETL process based on UML class diagrams. They modeled the operational data source (ODS), the DW conceptual scheme (DWCS), and the DW physical storage scheme (DWSS). To ensure mapping between the different schemas, they defined two different mapping schemas: (i) an ETL process, defining the mapping between the ODS and the DWCS, and (ii) an exportation process, defining the mapping between the DWCS and the DWSS [6]. The authors used different extensions of UML, including a UML profile for data modeling [36] and Rationale’s UML profile for database design [37]. In addition, they defined a palette of icons to present the most common ETL tasks, called “mechanisms” (aggregation, conversion, filter, incorrect, join, loader, log, merge, substitute, and wrapper). These mechanisms are represented by stereotyped classes, linked together by UML dependencies. They implemented their approach in Rational Rose 2002, through the Rose Extensibility Interface (REI) [38], and developed a Rational Rose add-in for use of the defined stereotypes.



In [22], conceptual modeling of the DW backstage at a very low level of granularity (attributes) was proposed. For this purpose, and as UML presents the relationships between classes and does not present the relationships between attributes, the authors took advantage of an extension mechanism that enables UML to treat attributes as first-class modeling elements (FCME, also known as first-class citizens) of the model. Moreover, they proposed a new view of a DW, called the data mapping diagram, which allows for data mapping at various levels of detail, such as the table level and attribute level; however, this proposed diagram only allows for specification of the data relationships, while the specificity of the process is not concerned.



L. Muñoz et al. in [33], used UML activity diagrams to model the sequence of activities of ETL processes. Through the proposed modeling elements, they aimed to represent the dynamic aspects and behavior of an ETL process, arrange the control flow, and incorporate temporality restrictions (known as time constraints), corresponding to the time that a process takes to be executed. This proposal is based on the work previously presented in [6], in which each activity was presented through a stereotyped class. The authors in [33] proposed a modeling framework composed of two levels. The first level is a high level of abstraction of the ETL process elements (data sources, DW), while the second level is the lower level of abstraction, which presents the sequence flow of an ETL process using the UML activity diagrams meta classes. These works lack implementation of the proposed framework model and its integration into a DW development framework, however. In [39], the authors extended their proposal [33], proposing a mechanism for automatically generating code from conceptual models to execute the ETL process in specific platforms. This proposal is detailed below, in Section 3.4.1.



Mallek et al. in [34], proposed a web data integration approach based on the UML 2.0 activity diagram. They adopted the proposal of [33] to present the sequence of ETL activities, and enriched it with web data. For data extraction, they consider three different sources—log files, websites, and commercial sources—and they proposed three activity diagrams modeling their respective structures—“log file structure” activity, “website structure” activity, and “Convert business source to XML” activity—in order to convert all business sources into XML format. As for the transformation phase, they proposed the “log file cleaning” and “session identification” activity diagrams, which identify web surfer sessions and subdivide log files according to different user sessions. Finally, the “business-web mapping” activity maintains the correspondence between different data sources in order to keep a homogeneous file through use of structure unification. The authors proposed a palette “ETL-Web” and an ETL-WEB library as two extensions of the ETL tool Talend Open Studio (TOS), in order to validate the modeling approach. At the physical layer, a Java code was developed and used by TOS to generate a JavaJet executable component. Although three different levels of modeling—conceptual, logical, and physical—were presented in these works, neither the schema of the data sources nor that of the DW was presented.



The proposal of [35] used a systems modeling language (SysML) requirement diagram and an activity diagram for the expression of ETL processes. SysML is a graphical modeling language derived from UML, with some additional facilities. According to [35], the requirement diagram was used to support text-based requirements, their relationship, and test cases using graphical constructs. In contrast, the activity diagram is deployed to explore system behavior by showing the flow of control and data within activities. In addition, they used MagicDraw to present the SysML requirements diagram of the ETL scenario and the SysML activity diagram to model the ETL conceptually. The XMI (XML Metadata Interchange) executable code corresponding to the ETL model is then generated. In a follow-up work, based on the model-based system engineering (MBSE)-oriented approach, [40] tried to justify the system validation by applying a simulation process. For this purpose, the Cameo Simulation Toolkit (CST) was used to simulate the proposed conceptual model through an activity simulation engine, which allows for execution of the generated activity diagrams.




3.2.2. Comparison of UML-Based Approaches


Table 2 presents a comparison of the different contributions to UML-based data warehouse modeling.



In order to carry out this comparative study, in addition to the comparison criteria and features previously detailed in Section 2, it is beneficial to specify the type of UML diagram used for modeling as a specific criterion for this formalism, in addition to the “dynamic aspect” criteria. Indeed, the works proposed by [6,22] were based on the class diagram to conceptually model the proposed ETL process. The works of [33,34,39] were based on the activity diagram, while [35,40] used both activity and requirement diagrams to express the requirements, based on the text and their relationship provided by the SysML. In addition, the only contribution that used the object diagram was that of [39]. Indeed, they defined two object diagrams to present the platform-independent model (PIM) and the platform-specific model (PSM). On the other hand, though there were works that attributed importance to automating the transformation of the ETL model into a target platform, such as [34,39], very few have ensured this automatic transformation. Indeed, in [39], the logical representation (i.e., PSM) of the ETL process is automatically generated once the conceptual model (i.e., PIM) is designed. Meanwhile, in [34], the authors developed a Java code used by TOS to generate a JavaJet executable component. In this context, they shared sentiment with [39], in that these automatic transformations allow the designer to save time and effort in obtaining the final implementation of the ETL process. Another particularity of these research works is that they consider the “dynamic aspect” [33,34,35] by describing the process behavior during the modeling phase, often based on the activity diagram. Nevertheless, in terms of side mapping schema, only two research works proposed a mapping schema and a mapping diagram ([6,22], respectively), to ensure the mapping between the data sources and the DW data storage schema. Nevertheless, the proposed mapping techniques were manual. Another particularity of the works based on UML is that some consider the “dynamic aspect” [33,34,35] by describing the process behavior during the modeling.





3.3. ETL Process Modeling Approaches Based on Ontology


Since its appearance, ontology has been considered a fundamental method for knowledge representation in information systems. Based on the vocabulary formalization of a specific domain, an ontology aims to provide a shared understanding of the domain specificities and clarify the structure of knowledge, thus improving the semantic expressiveness and remedying the ambiguity of user needs [41]. Several research initiatives for designing data warehousing processes have been based on ontologies, including [17,23,42,43,44,45,46,47,48,49].



3.3.1. Summary of ETL Process Modeling Approaches Based on Ontology


In [44], Skoutas and Smitsis leveraged semantic web technologies to design a conceptual model of an ETL workflow. Notably, they used an ontology to formally and explicitly specify the semantics of the data source. The proposed design method deals with both semantic and structural heterogeneity problems. Moreover, the proposed method is considered semiautomatic, thanks to reasoners provided by ontologies that allow for automatic derivation of ETL transformations. The ontology construction method is based on four main steps: (i) construction of the application’s common vocabulary; (ii) annotation of the data stores; (iii) generation of the application ontology, in order to present information about the appropriate inter-attribute mappings and the conceptual transformations required; and, finally, (iv) generation of conceptual ETL design automatically from the constructed application ontology. This research work underwent two extensions, in 2007 and 2009. D. Skoutas and A. Simitsis, in [46], proposed a graph-based conceptual model of the ETL “data store graph”. This model is common for all data stores. Next, in [42], the authors proposed customizable and extensible graph transformation rules to build the ETL process incrementally. Moreover, they evaluated their approach using a set of ETL scenarios based on the TPC-H schema [50].



In the proposal of Thi and Nguyen [49], a conceptual design for a CWM-based ETL framework driven by ontology was proposed. “The common warehouse metamodel (CWM) is a complete specification of the syntax and semantics needed to export/import shared warehouse metadata and the common warehouse metamodel” [51]. The proposed framework can be divided into two components: one for the ontology-based semantics definition, and the other for the CWM-based schema and syntax definition. The first component comprises different local ontologies, depending on the number of existing data source types; a shared ETL ontology, including conformed dimensions, facts, and concepts; and a DW ontology. The second component comprises three levels for semantically coupling a meta-model with an ontology: the meta-model level, the model level, and the instance level. The CWM meta-model provides a set of constructs to define the metadata required for executing the ETL process. The approach in [49] covered both syntactic and semantic aspects, but the ETL transformations were not addressed. Subsequently, in [47], as an extension to the latter proposal, the authors presented an illustrative example describing a simple scenario in the learning domain, comprising two data sources and one DW. In fact, they applied the ATL UML2OWL, implemented up to ontology definition meta-model (ODM) specifications [52], in order to facilitate the conversion of CWM-based models into an web ontology language (OWL) ontology. Nonetheless, the only transformation specified in this example was the mapping between the ODM correspondent models, which represent the semantics of data sources and DW.



In [53], the authors presented Generating ETL and Multi-dimensional designs (GEM), a tool for semiautomatically generating an ETL and multi-dimensional (MD) conceptual designs from a set of business requirements and data sources. This tool can translate both the MD and the ETL conceptual design into a physical design, based on an ontology, to boost design automation. As an input for the system, the authors proposed to gather information about the operational sources and a set of user requirements. The output is a conceptual MD schema composed of facts, dimensions, and a conceptual ETL flow that interconnects the target constructs to the operational sources. At the start of the process, mapping is carried out between the data sources and a domain OWL ontology that captures common business domain vocabulary. For this, GEM resorts to the use of XML to encode these source mappings. The system architecture is composed of five stages: requirement validation, requirement completion, multi-dimensional tagging, operator identification, and consolidation. These steps ensure data routing from the source to the DW, and are sufficiently detailed in [43,54]. For each of these stages, the authors in [54] detailed an algorithm, and also provided a graphical representation of the multi-dimensional validation steps. The authors validated and evaluated GEM by demonstrating a use case based on the TPC-H benchmark in [43] and on the TPC-DS [55] benchmark [54].



In their work [23], L. Bellatreche et al. proposed a method for designing a semantic DW. This method is considered a hybrid approach, as it collects both data sources and user requirements as input. The five design steps described in this work are requirement analysis, conceptual design, logical design, ETL process, and deployment and physical design. In fact, the ETL process is expressed at the ontological level, which is based on ten conceptual ETL operators (extract, retrieve, merge, union, join, store, detects duplicate, filter, convert, and aggregate). An algorithm for filling the DW using these ontological ETL operators was proposed, which was extended, in [56], by proposing a formalization of the different steps of the ETL process. Finally, the method proposed in [23] was validated through experiments using the Lehigh University Benchmark (LUBM) ontology [57] and Oracle semantic databases (SDBs). In contrast, the work of [56] presented the validation of their model by using a practical case study from the medical domain. Another extension of this work was detailed in [56], by proposing and implementing a new ETL approach analyzing class dependencies for efficiently managing an ontology at two layers: Canonical and non-canonical. Therefore, we underline the aspects of reusability and continuity in these research works. Despite the richness of these works, the formally defined mapping schemes were not presented graphically, and no details on the ETL process requirements were given.



In [45], SETL, a Python-based programmable semantic ETL framework for semantic data processing and integration by linking semantic web and DW technologies, was proposed. SETL offers the different modules needed for both dimensional and semantic DW constructs and tasks. It supports RDF data sources, semantic integration, and the creation of a semantic DW using a target ontology. Ontology data and their instances are semantically connected with other internal and/or external data. This allows the framework to be opened up to other new entities from other datasets.



Moreover, they conducted an experimental evaluation to demonstrate its performance, based on the execution time, knowledge base quality, and programmer productivity. In [58], DebNath et al. presented more details on the SETL framework; however, the conceptual modeling of the model was not specified, which complicates prior understanding of the sequence of actions in SETL.



In software design, according to [48], “Patterns can be characterized using a set of pre-established tasks grouped based on a specific configuration related to the context in which they are used. Creating these reconfigurable components avoids rewriting some of the most repetitive tasks that are used regularly”. For these reasons, the authors in this research proposed a pattern-oriented approach to support the different phases of an ETL lifecycle, particularly considering typical ETL standard tasks. This pattern is described by an ontology-based meta-model designed for these purposes. Indeed, according to [48], “Using the ontology hierarchy, the ETL patterns can be syntactically expressed using classes, data properties and object properties. Additionally, it provides the basic structure to support the development of a specific language to pattern instantiation”. In this proposal, the ETL pattern taxonomy provided by the proposed ontology approach is composed of different levels: (i) The “pattern” class, representing the most-used concept; and (ii) three types of patterns—”extraction”, “transform”, and “load”—each assigned to a phase of the ETL process. In [17], a new ontology graph to summarize the main concepts supporting pattern structure and configuration was also proposed. However, this work lacked the schemes of the DS, the DW, and the mapping between the two compartments.




3.3.2. Comparison of Ontology-Based Approaches


Table 3 presents a comparison of the studied contributions for ontology-based data warehousing modeling. To facilitate comparison in this table, we included some additional comparison criteria, which are shared by the rest of the modeling formalisms presented in this paper. These criteria are as follows:




	
Reusability: According to the authors, the proposed model (or a part of it) is reusable.



	
Formal specification: In our context, this is the definition of requirements, tasks, and data schemas in a formal way, by defining a vocabulary and expressions dedicated to these purposes. Formal specification is used too much in ontology-based modeling to formalize the developed ontologies. Moreover, this method allows for simplification of the presented model and facilitates its understanding.



	
Business requirement.








In addition to the previously mentioned criteria, we identified other ontology-specific characteristics in the literature, as follows:




	
The type of ontology: domain ontology or application ontology. The application ontology models the useful knowledge for specific applications and, according to [46], should provide the ability for modeling various types of information, including the concepts of the domain, the relationships between those concepts, the attributes characterizing each concept and, finally, the different representation formats and (ranges of) values for each attribute. In contrast, the domain ontology is a more general ontology, which may pre-exist and may be developed independently of the data repositories. It enables the reuse, organization, and communication of knowledge and semantics between information users and providers [59].



	
The type of data heterogeneity treated: structural heterogeneity, semantic heterogeneity, or both. In [44], it was considered that structural heterogeneity arises from data in information systems being stored in different structures, such that they need homogenization; while semantic heterogeneity considers the intended meaning of the information items. In order to achieve semantic interoperability in a heterogeneous information system, the meaning of the interchanged information must be understood across the systems.



	
The proposed ontological approach, either based on a single-ontology approach, a multiple-ontology approach, or a hybrid approach. According to [60], single-ontology approaches use one global ontology to provide a shared vocabulary for the specification of the semantics. All information sources are related to one global ontology. In multiple-ontology approaches, each information source is described by its separate ontology. In principle, the source ontology can be a combination of several other ontologies, but the fact that the different source ontologies share the same vocabulary is not guaranteed. In hybrid approaches, the semantics of each source is described by its ontology, but all of the local ontologies use the shared global vocabulary. Each type of approach has advantages and disadvantages. More details are provided in [60].








We start the discussion by noting that the only research works based on a standard formalism (CWM) for representing meta-model and metadata specifications were those of [47,49]. On the other hand, most works followed a hybrid ontological approach. In particular, Skoutas et al. considered such an approach advantageous, as a common vocabulary containing the primitive terms of the domain is provided, while the data stores are described independently by a set of classes defined using these common terms [44]. The authors aimed at the explicit and formal aspects of the proposed method on one hand, and, on the other hand, well-defined semantics allowing automated reasoning; however, they did not consider the reuse and evolution of the ontology, visual representation, and documentation. Continuing, Skoutas et al., in their research work, were interested in the data that can be generated from the web in e-commerce and business transactions. To support these semi-structured data, the authors in [42,46] proposed the adoption of XML. As for the level of ETL process modeling, almost all of the work allocated importance to all modeling levels; that is, conceptual, logical, and physical. The only two proposals that neither modeled the DS nor the DW were [48,49]. Another particularity of these works is that most of them dealt with heterogeneity problems (both semantic and structural) by defining a formal specification and covering the semantics of inter-element relations [23,42,43,44,46,47].





3.4. ETL Process Modeling Approaches Based on MDA


Model-driven architecture (MDA) is an Object Management Group (OMG) standard [61]. According to [61], MDA is an approach to information technology (IT) system specification that separates the specification of a functionality from its implementation on a particular technological platform. The MDA approach represents and supports everything from requirements to business modeling to technology implementations [62]. Indeed, the MDA multi-layered architectural framework is divided as shown in Figure 2:



	
CIM: A computation-independent model is placed on the top of the architecture, which is used only to describe the system requirements. This model helps to present exactly what the system is expected to do. It is also known in the literature as a “domain model” or “business model”.



	
PIM: A platform-independent model is a model of a sub-system that contains no information specific to the platform or the technology used to realize it [61].



	
PSM: A platform-specific model is a model of a sub-system that includes information about the specific technology for its implementation on a specific platform and, hence, possibly contains elements specific to the platform [61].



	
QVT: Query, view, transformation is a Meta-Object Facility (MOF) standard for specifying model transformations [63]. The QVT language can ensure the formal transformations between the different models of MDA layers (CIM, PIM, and PSM).



	
Code: An interpretation of the PSM model already obtained can be used to generate an application code and execute it using an appropriate tool.






3.4.1. Summary of ETL Process Modeling Approaches Based on MDA


In this section, we outline the studied approaches based on MDA for modeling the ETL process. In [24], Mazón and Trujillo introduced an MDA-oriented framework for the development of DWs. They described the design of the components of a DW, presented in terms of source, integration, DW, customization, and application layers, taking into consideration the different levels of MDA (i.e., CIM, PIM, and PSM). In particular, in this work, they applied the MDA to the multi-dimensional modeling of a DW repository. They developed the PIM of each component of the framework, and then generated every corresponding PSM and code from the obtained PIM using vertical transformations.



In addition to the vertical transformation, which consists of transforming source models into a target one at a different abstraction level, in [64], the same authors defined two other kinds of transformations:



(i) Horizontal transformations, if the transformation covers the same level of abstraction; and (ii) merging transformations, which combine source models into a single target to automatically derive a PIM model from the other PIMs. The authors developed the necessary relations, according to the QVT relations language, to obtain an automatic transformation between the PIM and the PSM. These developed relations are the graphical and textual notations of QVT. Moreover, for the representation of PIM and PSM meta-models, they used an extension of the UML language and the CWM relational meta-model, respectively. In [64], the CIM is detailed, where its modeling was based on i* diagrams. Although Mazón et al. assigned importance to the specification of the DW requirements, the construction of the PIM from CIM was carried out manually.



Muñoz et al. in [39], proposed an approach for automatically generating ETL processes based on MDA. This approach is based on conceptual modeling of the ETL processes with the UML activity diagrams defined in [33] and detailed above (Section 3.2.1). To define the meta-models of the developed PIM and PSM, they used the UML object diagram. Finally, in order to validate their approach, they applied QVT transformations for automatically generating code to execute the ETL process on the specific platform Oracle Warehouse Builder (OWB) as a PSM from a UML activity diagram as PIM. Moreover, in these works, the authors distinguished four types of transformations: transforming activities, transforming actions, transforming data stores, and transforming parameters.



The efforts proposed by Maté et Trujillo in 2012 [65] and in 2014 [66] are considered a continuation of both the proposal of [64], where the requirements are specified in a CIM employing a UML profile based on the i* framework, and the proposal mentioned in [24], involving a hybrid DW development approach in the context of the MDA framework. As an extension, the authors in [65] proposed the inclusion of a traceability meta-model for DWs and an automatic derivation of the corresponding trace models, where they focused on the relationships between the CIM and the PIM layer based on the trace framework of the OMG, and extended the AMW meta-model. However, for a more detailed explanation about the meta-model for traceability in MDA and ATLAS Model Weaver (AMW), we refer the reader to [65,67]. In their work, the authors proposed a set of QVT transformations to generate the corresponding trace models automatically. The set of different traces were designed to cover the semantics of inter-element relations. Indeed, they presented a trace meta-model to include the traceability models in the DW development process. They inserted different types of links to join the MDA layers: CIM and PIM. After defining the trace meta-model and specifying the required models, the authors formally defined the automatic derivation of traces using QVT rules. This proposal [65] has undergone improvements, as mentioned in [66], where they adopted the CWM model obtained by reverse engineering data sources, and defined new QVT rules. Finally, to validate their proposal, they described a case study schematizing the traces between conceptual elements and the different used dimensions, as well as the evolution traces relating conceptual elements from the hybrid PIM with elements in the final PIM. Then, they implemented their proposed model, including the QVT rules, in the Lucentia Business Intelligence Suite tool, which is a set of plugins developed for the Eclipse IDE allowing for the modeling and development of DWs using an MDD approach.




3.4.2. Comparison of MDA-Based Approaches


Table 4 compares different contributions for MDA-based data warehousing modeling to the general criteria, and it is handy to add the different artifacts of the MDA (CIM, PIM, PSM, and code) to obtain an idea of what layers are modeled by the contribution. The row presented as “rules/techniques/algorithm of transformations” previously in Table 1, Table 2 and Table 3 is replaced by the QVT, as an artifact of MDA.



We start the discussion by highlighting that, as QVT transformations are an indispensable part of an MDA-oriented framework, all the works satisfied this criterion. However, [65,66] are the only proposals that have detailed the coding part of the MDA-oriented DW development framework. Indeed, they used the ATLAS transformation language (ATL) [69] to implement the QVT rules in their tool. On the other hand, we note that all the works proposed in this section are focused on the “entity level” in their transformation tasks (class) and, for the “mapping schema”, all of the contributions also led the effort to express it; in particular, [65] presented generic relationships between CIM elements and PIM elements to shape all aggregation contexts. Meanwhile, for the “ETL constraints” criteria, the work carried out by Mazón et al. in [24,64,68] and the work of [39] took this functionality into consideration. Indeed, in [24], the authors used the Object Constraint Language (OCL) to define them. Moreover, we deduced that all of the proposals in the works of this section were well-described, argued, and understandable, and we judge them to be solid and easy to deploy. In the work of Mazón et al. [24], in particular, although the authors proposed an MDA framework for the development of data warehouses with all levels, detailed an MDA approach for multi-dimensional modeling of data warehouses, and even defined the QWL relationship, no ETL activity was specified. For this reason, we assigned a not applicable (NA) in the relevant entry in the table. Overall, we deduced that the different proposals studied for modeling DWs based on MDA-oriented frameworks were convergent, according to the features and classification criteria.





3.5. ETL Process Modeling Approaches Based on Graphical Flow Formalism


The bibliographic review allowed us to identify other efforts that can be considered as using a graphical flow formalism for the design of ETL processes. We highlight four main guidelines, upon which these contributions were based: (i) the business process model notation (BPMN) standard; (ii) the colored Petri nets (CPN) modeling language; (iii) the YAWL; and, finally, (iv) the data flow visualization. In the following, a summary of the most popular approaches is presented.



3.5.1. Summary of ETL Process Modeling Approaches Based on BPMN


To our knowledge, El Akkaoui et Zimanyi [70] were the first to exploit the standard BPMN notation for ETL process modeling and design. In their research work [25], they proposed a BPMN-based framework for implementing ETL processes. This framework rests on their previous work; that is, the BPMN meta-model for designing ETL processes described in [70,71]. In [70], the authors detailed how to use BPMN to define an ETL workflow using flow objects, artifacts, connecting objects, and swimlanes. We refer the reader to [70] for a more detailed description. Regarding the implementation, they used the business process execution language (BPEL) by transforming BPMN into BPEL. In [25], the authors presented two different processes: (i) the control process, which is responsible for synchronizing the transformation flows; and (ii) the data process, which feeds the DW from the data sources. In addition, the authors used the MDD for ETL code generation. Furthermore, [72] recently proposed a method to evaluate the design quality in ETL by using metrics over ETL models to predict their performance.



In [73], Wilkinson et al. proposed a layered approach for QoX-driven ETL modeling. The proposed design methodology comprises four levels: (i) the business requirements, where the functional and non-functional requirements are identified—which are presented as a set of QoX metrics—and the business rules to map the operational processes into objects in the business view are specified; (ii) a conceptual model, in which the authors propose a business process based on the BPMN to construct each business view of a DW; (iii) a logical model, where the ETL is presented as a directed acyclic graph (DAG) at the design phase and, to represent logical ETL models, XML notation is used; and, finally, (iv) a physical model, in which a parser transforms the ready logical XML representation onto an ETL engine chosen for implementation. These works did not consider schematization of the ETL graph as a DAG.



In [20], Nabli et al. proposed a method, called two-ETL phases, for DW creation, involving a BPMN-based design and an implementation. A three-layer methodology is proposed: (i) business requirements layer; (ii) ETL process layer, and (iii) physical design layer. In this work, the authors focused only on the ETL process, which was divided into two phases: The first ETL phase allows for the determination of correspondences using a correspondence table and modeling of the transformation operations. As for the identification of the transformation operations, BPMN modeling of these transformation operations is conducted. The second ETL phase implements the specified ETL process based on the previous correspondence table and the modeled operations. During this phase, loading of data from data sources into a temporal database is performed. Unfortunately, in these works, the mapping from the conceptual model to the logical model was not detailed.



The authors in [26] proposed a pattern-oriented approach for supporting ETL development, covering its main phases. Indeed, they showed how the BPMN artifacts can be used for ETL modeling at the conceptual level. Thus, they provided an ETL conceptual model representation composed of three layers: (i) “Layer 1”: The most generic layer, representing the most abstract level that can be derived from the three main ETL phases (extract, transform, and load); (ii) “Layer 2”, which represents the ETL extraction processes from spreadsheet files and relational databases towards the DSA; and (iii) “Layer 3”, which represents the “transformation” sub-process from “Layer 1”. They used several pattern instances to align source data structures with the target DW schema requirements.




3.5.2. Summary of ETL Process Modeling Approaches Based on CPN


In [27], Silva et al. proposed an approach based on the colored Petri nets (CPN) modeling language [74], in order to design and specify the behavior of the ETL processes. The authors highlighted the benefits of the CPN and their tools to analyze and study the ETL behavior through simulation and verify their performance behavior. In this work, a change data capture (CDC) mechanism is presented as a case study, in order to demonstrate the practical application of CPN for ETL task modeling. The proposed CDC modeling process is based on analysis of the structure and interpretation of transaction log file contents. In [43], the authors detailed the modeling of another mechanism: surrogate key pipeline (SKP).




3.5.3. Summary of ETL Process Modeling Approaches Based on YAWL


In [28], Belo et al. proposed a pattern-oriented meta-model for supporting the conceptual modeling of the data quality validation (DQV) task, which is one of the most common ETL tasks. After that, they instantiated this DQV ETL pattern using the YAWL workflow language. YAWL provides a powerful engine that allows for the specification of data related to the execution of a system model. Finally, they schematized a YAWL-aware ETL pattern supporting three pairs of procedures: (i) decomposition and standardization; (ii) validation and correction; and, finally, (iii) duplicate elimination. However, this effort lacked a link to the logic model.




3.5.4. Summary of ETL Process Modeling Approaches Based on Data Flow Visualization


In [29], Dupor and Jovanovic proposed a conceptual model based on the visualization of data flow, showing transformations of records accompanied by attribute transformations. The efforts in this work focused on the separation between the data flow containing record transformations and that associated with attribute transformations. Although the records are presented by their keys in the visualization of the data flow, the attributes are described in an additional table. Thus, the visualization is not affected in the case of tables with many attributes. In addition, they defined a basic set of elements for visual representation of tables and record transformations; however, logical and physical modeling was not treated.



In the research work of Pan et al. [75], an ETL method (ECL–TL; extract, clean, load–transform, load) was proposed, which was considered in the context of a police station appraisal system, in order to improve its efficiency and flexibility. The ECL–TL approach divides data cleaning and transformation into two parts, by introducing the middle library. Thus, the proposed ETL method consists of three parts: (i) The E–C–L (extract–clean–load) component, which involves extracting the “dirty data” (incomplete data, error data, duplicate data, and useless data) from the data source, cleaning it (checking data consistency, dealing with invalid values and missing values), and creating the middle library for loading of the cleaned data; (ii) the middle library is a DW, grouping the data derived from multiple data sources which have already been cleaned. The middle library provides data for the T–L component; and (iii) the T–L (transform–load) component involves extracting data from the middle library, transforming it to knowledge for decision-making and, finally, loading data into the DW. Moreover, data transformation includes the transformation of data granularity and calculation of business rules. The transformation of data granularity refers to aggregating the data of the middle library, according to the granularity of the DW; while the calculation of business rules is used to realize the conversion of the original data to target data for decision analysis. In the E–C–L processing layer, Pentaho Spoon is used to design the ETL process through a graphical interface. After transformation, cleaning, and loading data into target tables, a bat file is used to schedule all jobs. In this context, they used Windows Task Scheduler to schedule the jobs. We can deduce that the separation between cleaning and data conversion improved the project stability in this work. In addition, due to the fact that the intermediate library and the data sources are independent of each other, if there is a problem with the data sources, the T–L component will not be affected and is executed normally.




3.5.5. Comparison of Graphical Flow Formalism-Based Approaches


In the following table, we recapitulate the studied graphical flow formalism-based contributions. Table 5 provides an important visual comparison between the design formalisms of ETL processes considering graphical flow formalisms (i.e., BPMN, CPN, YAWL, and data flow visualization).



We highlight that, despite the diversity of used graphical flow-driven formalisms (BPMN, CPN, YAWL, and data flow visualization), the BPMN notation remained the most popular. It inherits its success from the propagation of standard formalism in modeling, design, and software development. Indeed, the existence of several languages (BPEL, XPDL, DSL) for the interpretation and subsequent execution of a BPMN model (BPMN4ETL) has boosted ETL system development with simplicity and flexibility. We also deduced that the majority of the works assessed in this section satisfied the “extensibility” criteria—in particular, in the works based on BPMN, the proposed models can evolve and support new components. However, we should also note that none of the above works conducted an evaluation using a benchmark or other evaluation method. Moreover, Wilkinson et al. [73] presented the only work that attempted to present the ETL design as a directed acyclic graph (DAG), leading to a formal specification at the conceptual level. Finally, we consider that the proposed decomposition of the visualization of the ETL process mentioned in [29] led to a textual description “story”, in order to simplify the complexity of the ETL process. However, to the best of our knowledge, this work has not been extended to provide logical modeling and, then, a physical implementation of this model. As such, this might provide a good research direction.





3.6. ETL Process Modeling Approaches Based on Ad Hoc Formalisms


One of the most popular approaches for modeling ETL processes was proposed by Vassiliadis et al., in [76] at the conceptual level; in [77,78] at the logical level; and, finally, in [79] at the physical level, alongside other publications detailing their efforts. Indeed, in [76], the authors focused on the conceptual representation of the interrelationships of attributes and concepts, as well as the different ETL activities (transformations), such as the check for null values and the allocation of surrogate keys. For this reason, they proposed a “palette” of the most commonly used ETL activities, in order to present them using graphical notation. Moreover, based on the UML class diagram, they proposed a meta-model, for which all entities were formally defined in [76]. Based on these graphical notations and the motivating example detailed by Vassiliadis et al., the authors in [80] proposed a methodology composed of a set of ETL design steps: (i) identification of the participating data stores and the relationships between them; (ii) identification of candidates and active candidates for the involved data stores; (iii) identification of attribute mappings between the providers and the consumers; and (iv) annotating the diagram with run-time constraints. At the logical level, [78] proposed a meta-model for ETL environment logical entities, which is mainly composed of three layers: the schema layer is the lower layer, which entails a specific ETL scenario; the meta-model layer is the meta-class layer, which involves function types, data types, elementary activities, relationships, and RecordSet; and, finally, the template layer is the middle layer. At this layer, they enrich the proposed meta-model with a set “palette” of ETL-specific constructs for frequently-used ETL activities.



In [78], the authors implemented the graphical tool ARKTOS II, which is the improved version of ARKTOS. Its architecture and functionality are sufficiently detailed in [79]. For more information about the used languages, the palette of template activities, and other implementation details, we reference the interested reader to [78,79].



The efforts provided by Bala et al. can be classified into three main categories: First, ETL process modeling based on a centralized architecture [81]; second, ETL process modeling based on a distributed/parallel architecture [82,83]; and, third, improving ETL processing performance and its adaptation to the Big Data environment [30,84]. The latter two types of modeling are detailed in Section 4. In [81], the authors revived the modeling approach based on the non-standard graphical formalism proposed in [76], in order to model the ETL process at the conceptual level, and proposed some improvements: (i) the addition of new graphical notation; (ii) the delimitation of the different phases of the ETL process schema (i.e., data source, extraction, DSA, transformation, DW); (iii) the addition of a reflexive association at the meta-class level “concept”, with “attribute” as an associative meta-class to express the link attribute (foreign key); and (iv) the proposal of a meta-model for the logical level, adapted to implement the proposed ETL-XDesign tool.



In [85], Kabiri and Chiadmi proposed a framework for modeling ETL processes called KANTARA (frameworK for managing extrActioN TrAnsfoRmation loAd processes). The KANTARA architecture is composed of three levels. The “model edition” level is for the conceptual modeling of the ETL process, which is based on six components: data profiling, design environment, checks and control, change manager, manager and scheduler, and testing and quality. These different components are detailed in [85,86]. The outputs of this level are conceptual models of ETL processes, which are independent of any platform (i.e., PIM models). The “transformations” level applies transformations to previous PIM models to generate code to transfer to the next level. Finally, the ”execution and integration” level executes the code received from the previous level.



Moreover, in [86], the authors presented a meta-model of the design environment module, which presents the conceptual model of the ETL process. Furthermore, in [87], they presented an organizing method; namely, a modularization of the ETL model. The six organizational modules of ETL are regarded as a workflow. These modules are technical check, semantic check, standardization and cleaning, mapping, particular processing, and the reject management bus. In particular, the authors focused on the reject management module.



3.6.1. Summary of ETL Process Modeling Approaches Based on CommonCube


In [31], Zehai et al. proposed a conceptual model for the ETL processes, providing formal definitions and descriptions of ETL entities such as data source, data target, ETL function, ETL task, ETL session, and so on. They used CommonCubes to represent the schemas of data cubes in a target DW. Moreover, they defined ETL activities as forms of constraint functions around source attributes and transforming operations around target attributes. The constraint functions had no input attributes, such as filtering and checking for null values, while transforming operations involve type format transformations (e.g., aggregating, decomposing). Furthermore, they defined ETL mappings to capture the semantics of the various relationship cardinalities between the source attributes and target attributes, based on these constraint functions and transforming operations. Additionally, they formally defined the ETL tasks and sessions to systematically organize ETL entities and activities.




3.6.2. Summary of ETL Process Modeling Approaches Based on EMD


In 2005, an extension of the entity relationship diagram (ERD) was introduced, by [88], in order to describe the ETL activities used in DW schemas. This new model was called the entity mapping diagram (EMD). Indeed, the authors proposed a conceptual modeling of ETL processes based on EMD as a graphical model for representing ETL operations required to map data from sources to a target DW or data mart. The EMD is an extension of the ERD model, constructed through the addition of extra constructs, which are graphical notation representing ETL tasks. For this reason, a palette of several constructs was proposed and used to present the different objects that contribute to depicting an EMD scenario. These proposed mapping constructs include schema, entity, attribute, user note, loader relationship, entity, and attribute transformation operations. These transformations can be classified according to their levels. First, the entity level is covered using entity transformation operations. Second, the attribute level is covered using both built-in attribute transformation operations, represented by the graphical model user-defined attribute transformation operations. Moreover, the authors proposed an EMD framework composed of three parts: (i) the data source(s) part, where the participating data sources and their attributes are presented; (ii) the DW schema part, where the tables (cube or dimensions) of the DW schema are drawn; and (iii) the mapping part, where the ETL processes are drawn using the proposed constructs. Finally, to validate their proposed EMD conceptual model, the authors applied it in a case study.



In [32], El-Sappagh et al. proposed an extension of [88], in which they defined an EMD meta-model with architecture composed of two layers: (i) an abstraction layer, composed of five objects: entity, relationship, function, attribute, and data container. These objects present a high-level view of the objects used in an EMD scenario; and (ii) a template layer, which is an extended version of the abstraction layer. An aggregation relationship links the two layers. Moreover, [32] supported the use of semi-structured and unstructured data sources and, for this purpose, added a conversion step to convert these sources into structured ones (i.e., tables and attributes). Thus, they added two graphical constructs to the palette, representing “non-structured source” and “convert into structure”. Finally, [32] defined the architecture of a prototype tool, “EMD builder”. This prototype tool was implemented in [89].




3.6.3. Comparison of Ad Hoc Formalism-Based Approaches


In Table 6, we recapitulate the studied ETL process modeling proposals based on ad hoc formalisms, which we categorized as follows: (i) contributions based on conceptual constructs (also known as graphic notations), (ii) contributions based on the CommonCube formalism, and iii) contributions bases on the EMD diagram. We did not design specific classification criteria for this type of formalism.



We start the discussion by highlighting that, as these methods were designed in an ad hoc manner, they are systematically not based on any standard and, consequently, the proposed models must be equipped with rich and solid detailed documentation to facilitate their use by the framework developer. In addition, we note that most of these works deal only with structured data, except for [32,88], who proposed a conversion step to convert semi-structured and unstructured sources into structured ones. Nevertheless, their use has not been detailed, and was not even described in the presented example. Overall, in the contributions studied, the number of activities described in the articles was considered quite significant, compared to the number of activities in the contributions based on the other formalisms (i.e., UML, ontology, MDA/MDD, and graphical flow). Another particularity of these works is that they deal with modeling at a very low level of granularity (”attributes”), which renders them very detailed and explicit. However, at the same time, the model will be too complicated, for example, considering ten or even a hundred attributes, where each is considered an element to be presented separately.





3.7. ELT Process Modeling Approaches for Big Data


The ETL process modeling approaches proposed within the framework of traditional operational information systems cannot cope with the emergence of the new wave of “Big Data”. Therefore, new methods must be deployed to address the massive volumes of source data, semi-structured and unstructured data, complex data processing, rapid decision making, and quality of data delivered. Several studies sought to address Big Data; however, their focus was mostly on the deployment of technologies without taking into account the importance of conceptual modeling, which is often overlooked. In this section, we present some recent contributions. These methods are based on the deployment of parallel and distributed processing (HDFS for storage and MapReduce for processing), on the use of NoSQL database management systems, or on others technologies dedicated to Big Data. Finally, we provide a comparison of these works and our conclusions.



3.7.1. Summary of ELT Process Modeling for Big Data


Based on their previous works, in [82], Bala et al. adopted the MapReduce (MR) paradigm to provide an approach for modeling ETL processes dealing with Big Data. To this end, they proposed new graphical notations to model specific aspects of the MR model, such as partitioning of the source data (P), the transformations (cleansing/standardization) in the map phase (M) and, finally, the merging and aggregation of data in the reduce phase (R). Later, in [83], they added new icons to represent the parallel/distributed objects: data partitioning, map step, reduce step, and submitter. In addition, a parallel and distributed ETL platform (P-ETL) was presented. This platform possesses an eight-tier ETL architecture and a five-step process (E-P-T-R-L), as shown in Figure 3. This work underwent extensions, in [30,84], for improvement of ETL processing performance in the Big Data context. In fact, they proposed the parallelization/distribution of ETL process at two levels: (i) he ETL process level (coarse granularity level), in which the ETL process runs in multiple parallel instances regardless of the ETL functionality; and (ii) the functionality level (fine level). Next, they proposed a new ETL process at a very fine level, called P-ETL (parallel-ETL), based on the parallel/distributed approach for ETL processes, with functionalities running in parallel way as in the MR paradigm. They detailed the pipeline processing distribution (PPD) ETL task, for which the authors proposed a synchronization scheme allowing for the processing of a subset of tuples in parallel. Although the proposal of Bala et al. detailed the evolution of the classical DW architecture through adoption of the MR paradigm for parallel and distributed processing, in these works, only the volume of data was tackled.



Since the emergence of social networks, such as Facebook, Twitter, and LinkedIn, several researchers have been interested in exploiting the data collected from these content generators [90,91,92,93]. Due to a lack of space, we consider the work of [93], in which Walha et al. addressed the analysis of user-generated content (UGC) for decision analysis. In this context, they proposed ETL4Social, a modeling approach for social ETL processes. In [94], they detailed the modeling of the specific operations for collecting and preprocessing UGC texts before their transformation into a multi-dimensional schema. The authors separated the modeling aspects of the ETL process as follows: 1. ETL4Social-processes, to manage the control flows of ETL operations; 2. ETL4Social-operations, to manage data flows within an operation; and 3. ETL4Social-data, providing models for social data sources, temporary data, external data, and social DW data. In [93], their work focused on detecting topics of interest. In fact, they detailed the architecture of an “ETL4SocialTopic” prototype, and implemented their workflows on Talend Open Studio. This implementation was tested on two real Twitter datasets. Furthermore, in the evaluation of the ETL4SocialTopic results, they were particularly interested in inconsistency. Therefore, they defined topic schema consistency metrics, then they calculated them. In these works, although the authors were interested in modeling the data and control flows using the BPMN language, they did not deal with the temporal evolution aspect of the data collected, which proves the lack of support regarding the frequent changes in social data.



In [92], Moalla et al. presented a new approach for DW modeling from social media. This approach allows the analysis of user opinions based on reviews posted on social media, such as Facebook, Twitter, and YouTube. Figure 4 details the various components of the approach.



Researchers rely primarily on data warehousing, in the context of Big Data on not-only-SQL (NoSQL) databases. These databases are also known as schema-less or schema-free, as they allow users to store documents with different structures in the same collection [95]. Very few studies have addressed ETL process design in the context of NoSQL stores [96,97,98,99].



In [99], Souibgui et al. introduced an approach to extract, transform, and load NoSQL data sources on demand. This proposed approach considers both data sources of schema-less nature and the analytical needs of users. They described the approach’s general architecture which, in the first stage, extracts the global schema of each collection. They ensured a mapping between the global schemas of these collections and their multi-dimensional attributes at the second stage. Afterwards, they performed ETL operations to load data into the DW. Although this approach considers the requirements of the decision-maker, neither an implementation nor a case study was presented to demonstrate its effectiveness.



In [100], Salinas et al. proposed a multi-layer staggered architecture model for Big Data (MSAM-BD). The proposed model consists of three layers: the data upload layer, in which the structured data are preprocessed and stored in relational databases, while the unstructured data are stored into distributed NoSQL databases; the data processing and storage layer, in which structured data are aggregated, while unstructured ones undergo a categorization and filtering process; and, finally, the data analysis layer, in which the analysis is carried out, according to the longevity of the data. Statistical analysis, OLAP analysis, and business intelligence were used for the historical data, immediate analysis for the most recent data, and data of average longevity, respectively. Unfortunately, the proposed model was not implemented.



Other efforts in the literature were developed based on the Lambda architecture [101,102,103,104]. The Lambda architecture is a data processing architecture developed by Nathan Marz, designed to handle massive quantities of data by taking advantage of both batch and stream processing methods [105]. This architecture has three layers: a batch layer, where the storage is immutable for all the data; a serving layer, which indexes the batch view; and a speed layer, which contains recent data.



In [104], Gillet et al. presented an extension of the Lambda architecture, the Lambda+ architecture, which supports both exploratory and real-time data analysis. Lambda+ has two main functionalities: (1) storing data, allowing for flexible and exploratory data analyses; and (2) computing predefined queries on data streams in real time, in order to gain insights regarding well-known and identified needs. This proposed architecture includes five main components: (1) a data traffic controller, which organizes the data sources into streams and realizes some necessary light transformations; (2) master datasets, in which the raw data are stored for reprocessing by leveraging the fault-tolerance property; (3) a streaming ETL component, in which the data are transformed and stored in the storage component; (4) a real-time insights component, which computes predetermined queries in real time; and, finally, (5) a storage component, in which the data are stored and issued for exploratory analysis. The Lambda+ architecture was applied in an interdisciplinary research project studying discourses in the domains of health and food, in order to identify weak signals in real time using social network (Twitter) data.




3.7.2. Comparison of ELT Process Modeling Approaches for Big Data


This section compares the studied approaches for modeling data warehousing in the context of Big Data, according to the common criteria as mentioned above (Section 2). Moreover, we specified the following additional criteria: Big Data (volume, velocity, variability, veracity), database (relational, NoSQL), and processing (batch, stream), in order to address the Big Data requirements.



In the era of Big Data, DW designers face new challenges, including the collection of a variety of data, storing huge volumes of data, processing data arriving in a stream, and responding to real-time needs. Although different approaches were proposed to tackle these challenges in the considered works, most of them did not take into consideration conceptual modeling of the data, which is crucial for the user to be able to specify the data to be collected from diverse sources and in massive volumes. Only [83,93] proposed conceptual ETL models in their previous works, which were still more adapted to classical data sources. These models were not improved, in their recent approaches, to deal with non-classical data sources. In addition, few works considered the data velocity and variability in the design of their Big Data ETL models; they only considered the volume aspect.



Moreover, despite the numerous efforts mentioned above, we note that there is still no standard architecture or ready-to-use universal model for the community which satisfies all of the requirements associated with Big Data. Instead, there are ad hoc architectures which respond to specific business needs and use specific technologies. Therefore, they are limited in their use. More specifically, in order to deal with a massive volume of data that surpasses the capability of traditional tools in terms of gathering, processing, storing, querying, and analyzing data, we must focus on the diversity and the exponential evolution of new and existing open-source technologies.






4. Discussion and Findings


To the best of our knowledge, in this literature review, we addressed all of the existing formalisms in the literature involved in the modeling of data warehousing processes. We proposed a new categorization of the studied contributions, then analyzed the literature and compared the studies, according to comparison criteria and features that we consider the most relevant and important in DW approaches.



In this section, we highlight some of the main aspects revealed and outline some deduced findings, which are useful for data warehousing modeling.



The most general remark from this literature survey is that modeling of the ETL’s conceptual level was the most common, compared to the other levels (i.e., logical and physical), particularly in works based on the UML, graphical flow, and CommonCube and EMD diagram ad hoc formalisms. In addition, the simplicity of conceptual models promotes understanding even by non-technical users, and ensures the simplicity of founding a logical model and implementing it efficiently. Indeed, the authors in [31] asserted that it is imperative to employ a simple conceptual model, in order to (i) provide powerful modeling methods to facilitate smooth redefinition and revision efforts; (ii) reflect the schema of both the data sources and the target DW explicitly; and (iii) serve as the means of communication with the executing phase of an ETL process. Moreover, even the authors of the synthesized contributions detailed a case study or demonstration example, in order to prove the feasibility of the proposed models. Very few works implemented the presented model or proposed a prototype for validation purposes.



Generally, each studied formalism for data warehousing modeling has its specifications and characteristics that allow it to be advantageous over others in particular aspects. For example, dynamic aspects were only observed in UML modeling; they were not found, for example, in ontology-based modeling. On the other hand, only ontology-based modeling works focused on semantic heterogeneity problems in the ETL process. Based on the criteria previously defined in Section 2 and their relevance already outlined, we summarize the most interesting advantages and limitations of the studied formalisms below.



	
The modeling methods based on standard modeling languages for the software development, such as UML or BPEL, or based on the standard notation BPMN, were confirmed to be powerful methods, as they favor standardization of the ETL workflow design. In addition, these standard-based methods are easy to implement, as recognized tools support them; moreover, their validation and evaluation will be straightforward. First, UML is over-demanded, used, and counted among the first standard modeling languages, which make it possible to produce good documentation on its various diagrams, and several use cases were provided, which saves new users time and effort when deploying it. Second, it can be exploited by commercial tools, as long as it is a standard technology. More generally, the documentation provided with a standard languages facilitates user comprehension and handling, even if they are not an experienced designer. Third, UML provides a set of packages that decompose the design of an ETL process into simple sub-processes (i.e., different logical units), thus facilitating the creation of the ETL model and, subsequently, the maintenance of the ETL process, regardless of its degree of complexity. However, despite the efforts conducted in [22], in terms of proposing an extension mechanism that allows the UML to model the transformations of the ETL at the low “attribute” level, according to other authors [6,34,39], this gap still presents a constraint to them. They considered that modeling based on the UML at the attribute level will lead to overly complicated models, unlike if we use conceptual constructs to conceptually model the elements involved in the ETL process, as mentioned in [77,89].



	
Several researchers favored the use of ontologies for data warehousing modeling, for various reasons: First, they can identify the schema of the data source and DW, enrich the metadata, and interchange these metadata among repositories [35,106]. Therefore, the supporting data classification, visual representation, and documentation are good. Second, according to [49,107], the use of an ontology is the best method for capturing the domain model’s semantics and resolving the semantic problems of both heterogeneity and interoperability. Third, by using an ontology, it is possible to define how two concepts of an ontology are structurally related, the type of relationship they have, and whether the relationship is symmetric, reflexive, or transitive. This is the way in which [45] defined the semantic integration of disparate data sources. Forth, they provide an explicit and formal representation, with well-defined semantics that allow for automated reasoning on metadata, including inference rules to derive new information from the available data [18,44,45]. Nevertheless, among the limits of semantic modeling, resolution of the heterogeneity of data sources, particularly semantic resolution, and mapping between these sources are very complex tasks. Furthermore, based on the OWL language, the ETL model can be redefined and reused during different stages of a DW design; however, this solution applies only to relational databases and does not support the semi-structured and unstructured data that the DW can receive. Indeed, according to [108], “In separated operational data sources, the syntax and semantics of data sources are extremely heterogeneous. In the ETL process, to establish a relationship between semantically similar data, the mapping between these sources can hardly be fully resolved by fixed met0amodels or frameworks”.



	
As for CWM, from the literature, Simitsis [109] deduced that “There does not exist common model for the metadata of ETL processes and CWM is not sufficient for this purpose, and it is too complicated for real-world applications”. In addition, according to [49], the CWM is more appropriate for resolving schema conflicts than the underlying semantics of the domain being modeled, which leads us to deduce that this standard should always be coupled with other methods focusing on semantic integration, such as ontologies, as proposed in [49].



	
According to [62], MDA models can represent systems at any level of abstraction or from different points of view, ranging from enterprise architectures to technological implementations. Further, from one PIM, one or more PSM can be derived by applying appropriate transformations. Therefore, the advantages of separating business logic and technology in the MDA by providing different layers (e.g., CIM, PIM, PSM, and code) lead toward interoperable, reusable, and portable software components and data models based on standard models [61]. In this context, from the comparison in Table 4, we noted that the studied works based on the MDA tended to model the three levels: conceptual, logical, and physical. Moreover, as previously mentioned, all contributions met the “QVT” criteria to ensure the transformations between the different MDA layers. Finally, the primary strength of MDA-based methods is the automated transformation of models to implementations through the use of model-to-text (M2T) transformations, which automatically generate code from models. This automatic code generation seems simple overall, but relying on reliable patterns and referring to rich and constantly updated libraries is necessary. Moreover, according to [110], this task is comparable to manual development of the ETL procedure.



	
The BMPN is advantageous, thanks to the clarity and simplicity of notations for process representation and its powerful expressiveness, based on the use of a palette of conceptual tools to express business processes in an intuitive language. In addition to its description of the characterizations of ETL activities, it can express data and control objects, which are indispensable for the synchronization of the transformation flows. Moreover, the BPMN can be used to create a platform-independent conceptual model of an ETL workflow. We found works coupling BPMN and MDA or MDD for data warehouse modeling, such as the proposed framework of [25], which was summarized in Section 3.5.1. Furthermore, BPMN is a formalism that relies on business requirements to model the ETL at a conceptual level. Finally, enterprise processes based on BPMN are designed uniformly, making communication between them easy.



	
The use of patterns is also interesting. Indeed, [28] mentioned, in their work, that the use of ETL patterns in workflow systems contexts provides a way to specify and share communication protocols, increases the data interchange across systems, and allows for the integration of new ETL patterns. Hence, they can be used and reused according to the needs of a practical application scenario [28], consequently reducing potential design errors and both simplifying and alleviating the task of implementing ETL systems.






In summary, based on our literature review conducted on many relevant contributions, the six comparative tables provided in Section 3 allowed for their identification, from which we obtained the following findings: First, most of the proposed methods are limited to one of the three steps—extract, transform, and load—of the ETL process, and very few research works were interested in business requirements or automatic code generation. Second, the proposed ETL model documentation is insufficient or sometimes missing. Third, the use of standard methods is limited, which creates problems related to the non-interoperability of the model with the other layers of the DW. Fourth, many of the studied approaches are interested in traditional DW methods involving the integration of structured data. Therefore, there is a strong need for modeling that assimilates other data types (i.e., semi-structured and unstructured), as well as data with massive volumes. This is where the critical needs for new ETL process models for Big Data emerge.



To demonstrate this study’s usefulness and to better exploit its results, in our research work detailed in [111], we proposed a new model for multi-source data warehousing. Our business requirement was to assess the impact of the evolution of the COVID-19 pandemic on social networks, particularly on “Twitter”. Therefore, according to our modeling purpose, we were situated in the last branch of Figure 1: ETL/ELT modeling in the context of Big Data. As a first step, we defined the requirements of the model, including:




	
Big Data characteristics—In our case, we were dealing with data from Twitter and other websites, allowing for tracking of the evolution of the COVID-19 pandemic and vaccination campaigns; therefore, we were dealing with massive volumes of data from different sources (massive volume, variability).



	
The type of data gathered—We collected CSV files and, hence, the data type was structured.








Then, by focusing on the studied approaches for modeling data warehousing in the Big Data context (Section 3.7), we noted that, from Table 7, the most appropriate approach to our case was the one proposed in [92]. Therefore, we were interested in the details mentioned by the authors in their paper, which allowed us to acquire deep insights into the data warehousing modeling process. This greatly enhanced our case study and, in particular, allowed us to study how it is possible to model most of the criteria mentioned in the table. Then, we validated our work by proposing a business model and implementing an architecture for multi-source data warehousing and analysis. For more details, we refer the reader to [111]. From a more generic perspective, we are working on designing a tool to support the decision-making process, allowing for identification of—according to the modeling objective and the specific criteria to be modeled—the most appropriate available approach, thus offering assistance to the designer. More generally, we highlight some valuable recommendations to consider during the ETL process modeling phase, in order to avoid unforeseen events, save time during the development and deployment of the ETL process, and facilitate system maintenance afterwards. First, it is necessary to focus on integrating the business requirements of all the company departments involved in the ETL design. This allows for the construction of a single unified model which is easy to instantiate on demand, thus satisfying all the different activities of the company. This unified model leads to synchronization and avoids the execution phase of an ETL process. Second, the schematization of data sources and the DW, as well as representation and formal description of the transformations, are essential for understanding the model. Third, the provided model must be well-documented. Fourth, it is recommended to plan, from the beginning, automatic generation of the code from the model, in order to save time during the deployment phase of the framework. Fifth, it is just as necessary to focus on the dynamic aspects (process behavior) as the static aspects (structural properties) of the model. Sixth, it is necessary to focus on solving heterogeneity, semantic, syntactic, and structural problems. Seventh, consider using modeling methods that are both robust and scalable, in order to face changes that can occur, in terms of data type, data volume, and user requirements.



More specifically, to model the ETL process in the Big Data context, it is important (at least at the conceptual level) to rely on one of the previously mentioned formalisms or, even more, to use a hybrid approach. This will provide the model with several advantages, including understanding, implementing, validating, and maintaining the model. It is also important to always keep in mind that Big Data requires an adaptive and flexible environment in order to cope with the daily evolution of new emerging technologies.




5. Conclusions


The ETL process is used to extract data from different sources; transform them to meet specific analytical needs; and, finally, load the processed data into a dedicated storage system to support them, called a data warehouse. As the success of the project and the ease of its maintenance are strongly linked to the modeling stage, all DW development projects should rely on the well-designed modeling of the data warehousing process, as there is no standard model for the representation and design of this process at present. In the early 2000s, the research community worked towards proposing different methods for conceptual, logical, and physical modeling for the ETL process. As a result, many studies have been published in this field, where each proposed contribution has its specific advantages and suffers from limitations. However, with the emergence of Big Data, the community has been faced with new challenges. Hence, considering the importance of this topic, our main objective in this paper was to review relevant research conducted from the introduction of ETLs to the present day. In this paper, we defined a set of comparison criteria to simplify understanding ETL/ELT process characteristics. We categorized the proposed research works into six major classes, UML, ontology, MDA and MDD, graphical flow, ad hoc formalisms, and, finally, contributions in the context of Big Data. Then, a comparative study of the different contributions was presented and discussed. Our synthetic study browsed the related review papers in this field and we discussed other findings from our survey, thus proving the usefulness of our literature review. We proposed some general recommendations and a case study using the comparative study. Finally, we found that, to date, no synthetic study in the field of ETL process modeling considering the characteristics of Big Data has been carried out. Consequently, ETL process modeling, in its different phases, must evolve to support the new generation of technologies that have emerged in the era of Big Data, particularly in terms of data collection, storage, processing, querying, and analysis.
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Figure 1. An overview of our proposed classification for ETL/ELT process modeling approaches. 
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Figure 2. Overview of the MDA multi-layered architectural framework. 
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Figure 3. P-ETL architecture: The eight-tier architecture and five-step process. Reprint with permission from [83]. 
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Figure 4. Example of a global approach for a data warehouse schema from social media for opinion analysis [92]. 
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Table 1. Comparison criteria and features for modeling data warehousing processes: values, definitions, and relevance.
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	Criteria
	Value
	Definition
	Relevance





	Standard formalism
	
	A formalism can be a tool or a framework already tested and validated by the domain community.
	To allow avoiding the multiplicity of formalisms and proprietary notations, reducing misunderstanding, and facilitating interoperability.



	Graphical notations/symbols
	
	Graphical shapes and notations often grouped in palettes and used to model ETL activities, objects, and data sources.
	Relevant for communication, as they are more readable and understandable by human beings.



	Modeling level
	Conceptual, logical, physical
	Conceptual, logical, and physical data models are the three levels of data modeling.
	Taking these three models jointly into account can ensure a consistent DW process.



	Modeled phase
	Extract, transform, load
	Extract, transform, load are the three main phases of the DW process.
	Each phase represents a central stage in the process of designing a DW.



	transformation level
	Attribute, entity
	The level at which the ETL transformation activities are effected. They can be at the entity level or at a lower level (attribute).
	Shows how much the approach focuses on the detail of the modeling.



	Data source storage schema
	
	Illustrates the details of the data source structures involved in the data warehousing process.
	The data source schemas must be well-defined, in order to ensure their integration into the DW.



	DW data storage schema
	
	Defines the physical storage of the DW, depending on the target platform (e.g., relational, MD, OO).
	The schema of the data target must be well-defined, in order to facilitate the mapping task with the source schema.



	Mapping (schema/diagram)
	
	A schema translation is used to map the source schema to the DW schema. It can be of diagram or schema form.
	This inter-schema mapping allows us to understand the transition steps between the source and the target, and  visually summarizes the mapping.



	ETL meta-model
	
	The process meta-model defines generic entities involved in all DW processes.
	Enables managing extensibility at the meta-layer and adaptability at the model layer for a specific DW.



	Prototype/modeling tool
	
	A framework or tool is provided to implement the proposed model.
	Shows the feasibility of the proposed model.



	Integrated approach
	
	The proposed ETL model is integrated into a global approach for the design of a DW.
	Provides a consolidated view of the integration of the model into an end-to-end data warehousing process.



	Rules/techniques/ algorithms of transformations
	
	The means used to ensure the transition between the different levels of modeling: from conceptual to logical and from logical to physical.
	Enriches the proposed model by means of inter-level transformation. Provides detailed insight into the technique deployed for transitions.



	ETL activities described
	
	The ETL activities described by the model.
	Provides insight into the activities supported by the model and the application of the proposed approach.



	Data type
	Structured, semi-structured, unstructured
	The type of data supported by the model.
	Provides an idea regarding the complexity of data processing that the model will have to support.



	Mapping/ transformation technique
	Manual, semiautomatic, automatic
	A mapping technique is a process for creating a link between two distinct data models (source and target). It can be manual, semiautomatic, or automatic.
	It is important in the logical process modeling phase in order to ensure a consistent DW process.



	Entity relationship
	
	The relationships between the different entities presented in the data source storage schema and DW storage schema.
	Highlights the different relationships, thus reinforcing understanding.



	Approach validation
	
	Propose validation of the proposed approach through a detailed case study and the proposal of a prototype or a framework.
	Ensures the feasibility and implementation of the model in a concrete scenario.



	Approach evaluation (Benchmark)
	
	Conduct an experimental evaluation after the validation of the approach by use of a concrete use-case; for example, in order to check some performance parameters. In our context, the evaluation can be carried out through a benchmark.
	Allows for recognition of the effort made by the researchers to verify the deployment of the proposed model and its features.



	Interoperability
	
	The interaction of the process model with the physical layer.
	Provides insight into the deployment of the model.



	Extensibility
	
	Projects an idea about the capabilities of the model to support new features, such as adding new ETL tasks to be performed or changing data types.
	Allows us to determine the scalability of the proposed model.



	Explicit definition of transformation
	
	Explicitly detail the tasks performed in the “transform” phase of an ETL process.
	Facilitates understanding and implementation of the model.



	Layered architecture/workflow
	
	The model is composed of several layers, from which we can instantiate a multi-layer architecture. Each layer presents a level of modeling or a step of the process for the case of a workflow.
	Allows us to identify the different layers and steps in terms of the modeling levels: conceptual, logical, and physical. Workflows allow for the orchestration of tasks and modularization of the data warehousing process model.



	Workflow management
	
	Describes the workflow management.
	Facilitates understanding of the workflow, as well as its inputs and outputs.



	GUI support
	
	The proposed model supports a graphical user interface.
	Displays that the model is exploitable.



	ETL process requirement
	
	Describes the specifications required by the ETL process for model design and implementation.
	Provides an idea about the required environment and the functional requirements of the process.



	Comprehensive tracking and documentation
	
	A detailed description of all the tasks and steps supported by the ETL process, in addition to rich documentation.
	Facilitates its familiarity, comprehension, and the deployment step.
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Table 2. Comparison of ETL process modeling proposals based on UML.
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Approach

	
[6]

	
[22]

	
[33]

	
[39]

	
[34]

	
[35]

	
[40]




	
Criteria






	
Standard formalism

	
X

	
X

	
X

	

	
X

	
X

	
X




	
Graphical notations

	
X

	

	

	

	

	
X

	




	
Modeling level

	
Conceptual

	
X

	
X

	
X

	
X

	
X

	
X

	
X




	
Logical

	

	

	

	
X

	
X

	
X

	
X




	
Physical

	

	

	

	
X

	
X

	

	




	
Modeled phase

	
Extract

	

	

	

	

	
X

	
X

	
X




	
Transform

	
X

	
X

	
X

	
X

	
X

	

	




	
Load

	
X

	

	
X

	

	

	

	
X




	
Transformation level

	
Attribute

	

	
X

	

	

	

	

	




	
Entity

	
X

	

	
X

	
X

	
X

	

	




	
Data source storage schema

	
X

	
X

	

	

	

	

	




	
DW data storage schema

	

	
X

	

	

	

	
X

	
X




	
Mapping (schema/diagram)

	
X

	
X

	

	

	

	

	
X




	
Mapping technique

	
Manual

	
X

	
X

	

	

	

	

	




	
Semiautomatic

	

	

	

	

	

	

	




	
Automatic

	

	

	

	

	

	

	




	
ETL meta-model

	

	

	

	

	
X

	

	




	
Prototype/modeling tool

	
X

	

	

	

	
X

	

	




	
Integrated approach

	
X

	
X

	

	

	

	

	




	
Rules/techniques/algorithms of transformations

	

	

	

	
X

	
X

	

	




	
Automatic transformation

	

	

	

	
X

	
X

	

	




	
ETL activities described

	
10

	
3

	
10

	
9

	
3

	
2

	
2




	
Data type

	
Structured

	
X

	
X

	
X

	
X

	

	
X

	
X




	
Semi-structured

	

	

	

	

	

	

	




	
Unstructured

	

	

	

	

	
X

	

	




	
Entity relationship

	
X

	
X

	

	

	

	

	




	
Approach validation

	

	

	

	
X

	
X

	

	
X




	
Approach evaluation (benchmark)

	

	

	

	

	

	

	




	
Interoperability

	
X

	

	

	
X

	
X

	

	




	
Extensibility

	
X

	

	

	

	
X

	

	
X




	
Explicit definition of transformation

	
X

	
X

	

	

	

	

	




	
Layered architecture

	

	

	
X

	

	
X

	

	




	
Workflow management

	

	

	
X

	

	
X

	

	




	
GUI support

	

	

	

	

	
X

	

	




	
ETL process requirement

	

	

	

	

	

	
X

	
X




	
Dynamic aspect

	

	

	
X

	

	
X

	
X

	




	
Class diagram

	
X

	
X

	

	

	

	

	




	
Activity diagram

	

	

	
X

	
X

	
X

	
X

	
X




	
Requirement diagram

	

	

	

	

	

	
X

	
X




	
Object diagram

	

	

	

	
X
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Table 3. Comparison of ETL process modeling proposals based on the ontology.
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Approach

	
[42,44,46]

	
[49]

	
[47]

	
[43]

	
[23]

	
[45]

	
[17,48]




	
Criteria






	
Standard formalism

	

	
X

	
X

	

	

	

	




	
Graphical notations/symbols

	
X

	

	

	

	

	

	




	
Modeling level

	
Conceptual

	
X

	
X

	
X

	

	
X

	

	




	
Logical

	
X

	
X

	
X

	
X

	
X

	

	
X




	
Physical

	
X

	
X

	
X

	
X

	
X

	
X

	
X




	
Modeled Pphase

	
Extract

	
X

	

	

	

	
X

	
X

	
X




	
Transform

	
X

	
X

	
X

	

	
X

	
X

	
X




	
Load

	
X

	

	

	

	
X

	
X

	
X




	
Transformation level

	
Attribute

	
X

	
X

	
X

	

	

	

	




	
Entity

	
X

	
X

	
X

	
X

	
X

	
X

	




	
Data source storage schema

	
X

	

	
X

	

	
X

	
X

	




	
DW data storage schema

	
X

	

	
X

	

	
X

	
X

	




	
Mapping (schema/diagram)

	
X

	
X

	
X

	

	

	

	




	
Mapping technique

	
Manual

	

	
X

	
X

	

	

	

	




	
Semiautomatic

	
X

	

	

	
X

	

	

	




	
Automatic

	

	

	

	

	
X

	
X

	
X




	
ETL meta-model

	

	
X

	
X

	

	

	

	
X




	
Prototype/modeling tool

	
X

	
X

	
X

	
X

	
X

	
X

	




	
Integrated approach

	

	
X

	
X

	

	
X

	
X

	




	
Rules/techniques/algorithm of transformations

	
X

	

	

	
X

	
X

	

	
X




	
Automatic transformation

	
X

	

	

	

	
X

	

	
X




	
ETL activities described

	
13

	
1

	
1

	
NA

	
10

	
NA

	
10




	
Automatic transformation

	
X

	

	

	

	
X

	

	
X




	
Data type

	
Structured

	
X

	
X

	
X

	
X

	
X

	

	
X




	
Semi-structured

	
X

	

	

	
X

	

	
X

	




	
Unstructured

	

	

	

	

	

	

	
X




	
Entity relationship

	
X

	

	
X

	
X

	
X

	
X

	
X




	
Approach validation

	
X

	

	
X

	
X

	
X

	
X

	




	
Approach evaluation (benchmark)

	
X

	

	

	
X

	
X

	
X

	




	
Interoperability

	
X

	
X

	

	
X

	
X

	
X

	




	
Extensibility

	
X

	
X

	
X

	
X

	
X

	
X

	




	
Explicit definition of transformation

	
X

	

	
X

	

	
X

	

	




	
Layered architecture/workflow

	

	
X

	
X

	
X

	
X

	
X

	




	
Workflow management

	

	

	

	
X

	

	
X

	




	
GUI support

	
X

	

	

	
X

	
X

	

	




	
ETL process requirement

	

	

	

	

	

	

	
X




	
Comprehensive tracking and documentation

	
X

	

	
X

	
X

	
X

	
X

	




	
Reusability

	
X

	
X

	
X

	

	
X

	

	
X




	
Formally specification

	
X

	
X

	

	

	
X

	

	




	
Business requirement

	

	

	

	
X

	
X

	
X

	




	
Ontology approach

	
Single

	
X

	

	

	

	

	
X

	
X




	
Multiple

	

	

	

	

	

	

	




	
Hybrid

	
X

	
X

	
X

	
X

	
X

	

	




	
Ontology

	
Application

	
X

	

	

	

	

	
X

	




	
Domain

	
X

	

	
X

	
X

	
X

	

	




	
Heterogeneity

	
Semantic

	
X

	
X

	
X

	
X

	
X

	
X

	
X




	
Structural

	
X

	

	
X

	
X

	
X
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Table 4. Comparison of ETL process modeling proposals based on the model-driven architecture.
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Approach

	
[24,64,68]

	
[39]

	
[65,66]




	
Criteria






	
Standard formalism

	
X

	
X

	
X




	
Graphical notations/symbols

	
X

	

	




	
Modeling level

	
Conceptual

	
X

	
X

	
X




	
Logical

	
X

	
X

	




	
Physical

	
X

	
X

	
X




	
Modeled phase

	
extract

	

	
X

	




	
Transform

	
X

	
X

	
X




	
Load

	

	

	




	
Transformation level

	
Attribute

	

	

	




	
Entity

	
X

	
X

	
X




	
Data source storage schema

	

	

	
X




	
DW data storage schema

	
X

	

	
X




	
Mapping (schema/diagram)

	
X

	
X

	
X




	
Mapping technique

	
Manual

	

	

	




	
Semiautomatic

	

	

	
X




	
Automatic

	
X

	
X

	




	
ETL meta-model

	
X

	
X

	




	
Prototype/modeling tool

	

	
X

	
X




	
Integrated approach

	

	

	




	
Automatic transformation

	
X

	
X

	
X




	
ETL activities described

	
NA

	
9

	
2




	
Data type

	
Structured

	
X

	
X

	
X




	
Semi-structured

	

	

	




	
Unstructured

	

	

	




	
Entity relationship

	

	

	




	
Approach validation

	
X

	
X

	
X




	
Approach evaluation (benchmark)

	

	

	




	
Interoperability

	
X

	
X

	
X




	
Extensibility

	
X

	
X

	
X




	
Explicit definition of transformation

	
X

	
X

	
X




	
Layered architecture/workflow

	
X

	

	
X




	
Workflow management

	

	

	




	
GUI support

	

	
X

	
X




	
ETL process requirement

	

	

	




	
Comprehensive tracking and documentation

	
X

	
X

	
X




	
Reusability

	
X

	
X

	
X




	
Formally specification

	
X

	
X

	
X




	
Business requirement

	
X

	

	
X




	
ETL constraints

	
X

	
X

	




	
MDA layers

	
CIM

	
X

	

	
X




	
PIM

	
X

	
X

	
X




	
QVT

	
X

	
X

	
X




	
PSM

	
X

	
X

	




	
Code

	

	

	
X
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Table 5. Comparison of ETL process modeling proposals based on graphical flow.
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Approach

	
BPMN

	
CPN

	
YAWL

	
D. Flow Visualization




	
Criteria

	
[25,70,71]

	
[73]

	
[20]

	
[26]

	
[27]

	
[28]

	
[29]

	
[75]






	
Standard formalism

	
X

	
X

	
X

	
X

	

	

	
X

	




	
Graphical notations/symbols

	
X

	
X

	

	

	

	

	
X

	




	
Modeling level

	
Conceptual

	
X

	
X

	
X

	
X

	
X

	
X

	

	




	

	
Logical

	
X

	
X

	

	
X

	
X

	

	

	




	

	
Physical

	
X

	
X

	
X

	

	

	

	

	




	
Modeled phase

	
Extract

	
X

	
X

	
X

	
X

	
X

	
X

	
X

	
X




	

	
transform

	
X

	
X

	
X

	
X

	

	

	
X

	
X




	

	
load

	
X

	
X

	
X

	

	

	

	
X

	
X




	
Transformation level

	
Attribute

	

	

	

	

	

	

	
X

	




	

	
Entity

	
X

	
X

	
X

	
X

	

	
X

	
X

	




	
Data source storage schema

	
X

	

	
X

	

	

	

	
X

	




	
DW data storage schema

	
X

	

	
X

	

	

	

	
X

	




	
Mapping (schema/diagram)

	

	

	

	

	

	

	

	




	
Mapping technique

	
Manual

	

	
X

	
X

	
X

	

	

	
X

	
X




	

	
Semiautomatic

	

	

	

	

	

	

	

	




	

	
Automatic

	
X

	

	

	

	

	

	

	




	
ETL meta-model

	
X

	

	

	
X

	

	
X

	

	




	
Prototype/modeling tool

	

	
X

	

	

	

	

	

	
X




	
Integrated approach

	

	

	

	

	

	

	

	




	
Rules/techniques/algorithm of transformations

	

	

	

	

	

	

	

	




	
Automatic transformation

	

	

	

	

	

	

	

	




	
ETL activities described

	
16

	
8

	
10

	
NA

	
NA

	
3

	
7

	
NA




	
Data type

	
Structured

	
X

	
X

	
X

	
X

	
X

	
X

	
X

	
X




	

	
Semi-structured

	

	

	

	

	

	

	

	




	

	
Unstructured

	

	

	

	

	

	

	

	




	
Entity relationship

	
X

	

	

	

	

	

	

	




	
Approach validation

	

	
X

	
X

	
X

	
X

	

	

	
X




	
Approach evaluation (benchmark)

	

	

	

	

	

	

	

	




	
Interoperability

	
X

	
X

	
X

	
X

	

	

	

	
X




	
Extensibility

	
X

	
X

	
X

	
X

	

	
X

	
X

	
X




	
Explicit definition of transformation

	
X

	

	

	

	
X

	

	

	




	
Layered architecture/workflow

	
X

	
X

	
X

	
X

	

	

	

	




	
Workflow management

	
X

	
X

	
X

	
X

	

	

	

	
X




	
GUI support

	

	
X

	

	

	

	

	

	
X




	
ETL process requirement

	
X

	

	

	

	

	

	

	




	
Comprehensive tracking and documentation

	
X

	

	

	

	

	

	

	




	
Reusability

	
X

	
X

	

	

	

	
X

	

	
X




	
Formal specification

	

	
X

	

	

	

	

	

	




	
Business requirement

	
X

	
X

	

	

	

	

	

	
X




	
ETL constraints

	
X
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Table 6. Comparison of ETL process modeling proposals based on ad hoc formalisms.
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Approach

	
Conceptual Constructs

	
CommonCube

	
EMD




	
Criteria

	
[77,78]

	
[85,86,87]

	
[81]

	
[31]

	
[88]

	
[32]

	
[89]






	
Standard formalism

	

	

	

	

	

	

	




	
Graphical notations/symbols

	
X

	
X

	
X

	

	
X

	
X

	
X




	
Modeling level

	
Conceptual

	
X

	
X

	
X

	
X

	
X

	
X

	
X




	

	
Logical

	
X

	

	
X

	

	

	

	




	

	
Physical

	
X

	
X

	
X

	

	

	

	
X




	
Modeled phase

	
Extract

	
X

	
X

	
X

	

	
X

	
X

	
X




	

	
Transform

	
X

	
X

	
X

	
X

	
X

	
X

	
X




	

	
Load

	
X

	
X

	
X

	

	
X

	
X

	
X




	
Transformation level

	
Attribute

	
X

	

	
X

	
X

	
X

	
X

	
X




	

	
Entity

	

	
X

	

	

	
X

	
X

	
X




	
Data source storage schema

	

	

	

	
X

	
X

	
X

	
X




	
DW data storage schema

	

	
X

	
X

	
X

	
X

	
X

	
X




	
Mapping (schema/diagram)

	

	
X

	

	

	
X

	

	




	
Mapping technique

	
Manual

	

	

	

	
X

	
X

	
X

	
X




	

	
Semiautomatic

	
X

	
X

	
X

	

	

	

	




	

	
Automatic

	

	

	

	

	

	

	




	
ETL meta-model

	
X

	
X

	
X

	

	

	
X

	
X




	
Prototype/modeling tool

	
X

	
X

	
X

	

	

	

	
X




	
Integrated approach

	
X

	

	
X

	

	

	

	




	
Rules/techniques/algorithm of transformations

	

	

	

	

	

	

	




	
Automatic transformation

	

	

	

	

	

	

	




	
ETL activities described

	
12

	
8

	
12

	
7

	
15

	
15

	
15




	
Data type

	
Structured

	
X

	
X

	
X

	
X

	
X

	
X

	
X




	

	
Semi-structured

	

	

	

	

	

	
X

	
X




	

	
Unstructured

	

	

	

	

	

	

	




	
Entity relationship

	
X

	

	
X

	
X

	
X

	
X

	
X




	
Approach validation

	
X

	
X

	
X

	

	

	

	
X




	
Approach evaluation (benchmark)

	
X

	

	

	

	

	

	




	
Interoperability

	
X

	

	
X

	

	
X

	
X

	
X




	
Extensibility

	
X

	
X

	
X

	

	

	

	




	
Explicit definition of transformation

	
X

	
X

	
X

	

	

	

	




	
Layered architecture/workflow

	
X

	
X

	
X

	

	

	
X

	
X




	
Workflow management

	
X

	
X

	
X

	

	

	

	




	
GUI support

	
X

	
X

	
X

	

	

	
X

	
X




	
ETL process requirement

	
X

	

	
X

	

	

	

	




	
Comprehensive tracking and documentation

	
X

	

	
X

	

	

	

	




	
Reusability

	
X

	
X

	
X

	

	

	

	




	
Formally specification

	
X

	

	

	
X

	

	

	




	
Business requirement

	

	

	

	

	

	

	




	
ETL constraints

	
X

	

	

	
X
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Table 7. Comparison of Big Data ETL process modeling proposals.
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Approach

	
[83]

	
[93]

	
[92]

	
[99]

	
[100]

	
[104]




	
Criteria






	
Data type

	
Structured

	
X

	

	
X

	

	
X

	




	
Semi-structured

	

	
X

	
X

	
X

	
X

	
X




	
Unstructured

	

	

	

	

	
X

	




	
Mapping (schema/diagram)

	

	

	

	
X

	

	




	
Mapping technique

	
Manual

	

	

	

	

	

	




	
Semiautomatic

	
X

	

	
X

	

	

	




	
Automatic

	

	
X

	

	

	

	




	
Entity relationship

	

	
X

	

	

	

	




	
Approach validation

	
X

	
X

	
X

	

	

	
X




	
Approach evaluation (benchmark)

	

	

	

	

	

	




	
Interoperability

	
X

	
X

	
X

	
X

	

	




	
Extensibility

	
X

	
X

	
X

	

	

	




	
Explicit definition of transformation

	
X

	
X

	

	

	

	




	
Layered architecture/workflow

	
X

	
X

	
X

	
X

	
X

	
X




	
Workflow management

	
X

	
X

	
X

	

	

	




	
GUI support

	
X

	
X

	
X

	

	

	
X




	
ETL process requirement

	
X

	

	

	

	

	




	
Comprehensive tracking and documentation

	
X

	

	

	
X

	

	




	
Reusability

	
X

	
X

	
X

	

	

	




	
Formally specification

	

	

	

	
X

	

	




	
Business requirement

	

	
X

	

	
X

	

	




	
ETL constraints

	

	

	

	

	

	




	
Big Data

	
Massive volume

	
X

	
X

	
X

	

	

	
X




	
Velocity

	

	

	

	

	

	
X




	
Variability

	

	

	
X

	

	

	




	
Veracity

	

	
X

	
X

	

	

	
X




	
DB

	
Relational

	
X

	
X

	

	

	

	




	
NoSQL

	

	

	
X

	
X

	

	
X




	
Processing

	
Batch

	
X

	
X

	
X

	

	

	
X




	
Stream

	

	

	

	

	

	
X

















	
	
Publisher’s Note: MDPI stays neutral with regard to jurisdictional claims in published maps and institutional affiliations.











© 2022 by the authors. Licensee MDPI, Basel, Switzerland. This article is an open access article distributed under the terms and conditions of the Creative Commons Attribution (CC BY) license (https://creativecommons.org/licenses/by/4.0/).






media/file4.png
o

'PSM. || PSM. | PSM. |

mmm CONCD

| Code | | Code | | Code |[ Code | [ Code || Code |






nav.xhtml


  data-07-00113


  
    		
      data-07-00113
    


  




  





media/file2.png
(ETL/ELT Process Modeling Approaches )

v
‘ Big Data
s 4 L 4 h J :
| PN | I YAWL I Conceptual Common EMD \
—_ — ‘Ylmiznhu Constructs Cube
h 4
v L Vassiliadis etal |
| Trujillo etal. ‘ | Vassiliadis etal |
l Lujan-Mora et al. ] 4 L J
A Mazdn et al. | Zehaiet al || Boshra et al |
| Skoutaset al I I
Y
| Skoutaset al l
v v v
| Muitioz et al | l Thiet al l Hoalgetal.] ‘ Mazon et al
) 4 ¥ ’ : * ‘
| Muiioz et al ‘ | — l | Muiioz et al | | ElAkkaoui et al |
l | Wilkinson et al. | v
| Romero et al. | l l Kabiri et al. | ELlSappagh et al ]
a4 ¥
l Jovanovic et al I [ Mateé et al. l | ElAkkaouiet al | | Kabiriet al l Bala et al I I Hendawi et al. l
Y Y |
| Bellatreche et al ] | ElAkkaoui et al J | Silva et al ]
r 1
| Mallek et al ]l | Matéetal | | Belo et al ” quml |
. y
| Deb Nath et al. I | Nabli ef al l
h 4 3 y
I Oliveira et al. | I Kabiri et al | Bala et al l
X Y v k4
| Biswas et al ‘ Oliveira et al. | | Oliv eira et al. l [ Sllna:eta]. l
l Pan et al | [ Moalla et al. I
| Biswas et al +
[ Souibgui et al I
| Gillet et al. ‘ | Walha et al. |

=

1002

2004

2005

2006

2007

2008

2H9

2010

~2011

2012

—2013

2015

2016

2017

20138
F019
2020

L2021
\





media/file5.jpg
s

R

Inputs n E & LT A output
exracting] partioning|_ Transforming Reducing | Loading
® | ® | M ®) 1 o

| Simpe, R RS Clarei. fiterirg,

omanire,

Merre/amepiine

wmon o coung, |

T
i
|
|
|
|
|
1 sumiased g |
|
|
|
|
|






media/file3.jpg
Code Code Code || Code

el






media/file1.jpg
TL/ELT Prosess Modeling Approaches

[on v |

IEER AR RLIR]






media/file7.jpg





media/file0.png





media/file8.png
Tranformation

Data source Data source Data source @

B
i Facebook Twitter YouTube
i <l e !
. |
I L]
. |
I -
. Ep e = - I
L xtre
| [ Data Extraction and ] Extraction .
) Cleaning I
! | | | .
v v 1
I -
i Modeling Data Marts l
. Schema I
! Data Mart from FB Data Mart from TW Data Mart from YT |

Integration

Data Marts Schema :éj
- (-

Global data warehouse schema from
Social media

[ e — ] Cm Cm : Neuteal

Loadlng

}

P —— S ey





media/file6.png
Inputs /‘l\a E P T R L\ Output
IE}:tractingI Par‘titinningI Transforming I Reducing I Loading |
C® @ | (R) O
| | Simple, BR, REB| Clearsirg filterirg | Mergirg/ageregating | |
I I I SO rRE i, I I I
I | | | (uNION, J0IN, COUNT(), | I
: I : : UL, WAB3EL RARED, ) : :
I I I I I | | I
/-i\ i ------ - I: llap I Reduce I 14I
| I
1\ 3 Nl —— | - 1 Fd |
N\ [ 208 |y 292 (i
O\ loog|™ 2gg R
| SR, P : ;
£V files : I """ i I[= O CJ C : mm} i;.II E, : i : Dy
| I 4 I 4 N I 4 N | & |
W A P O—)
HDFS &8 o H i o”]






