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Abstract: A time-consistent upwind difference scheme with a preconditioned numerical
flux for unsteady gas-liquid multiphase flows is presented and applied to the analysis of
cavitating flows. The fundamental equations were formulated in general curvilinear co-
ordinates to apply to diverse flow fields. The preconditioning technique was applied spe-
cifically to the numerical dissipation terms in the upwinding process without changing
the time derivative terms to maintain time consistency. This approach enhances numerical
stability in unsteady multiphase flow computations, consistently delivering time-accurate
solutions compared to conventional preconditioning methods. A homogeneous gas-liquid
two-phase flow model, third-order Runge-Kutta method, and the flux difference splitting
upwind scheme coupled with a third-order MUSCL TVD scheme were employed. Nu-
merical tests of two-dimensional gas-liquid single- and two-phase flows over backward-
facing step with different step height and flow conditions successfully demonstrated the
capability of the present scheme. The calculations remained stable even for flows with a
very low Mach number of 0.001, typically considered incompressible flows, and the re-
sults were in good agreement with the experimental data. In addition, we analyzed un-
steady cavitating flows at high Reynolds numbers and confirmed the effectiveness and
applicability of the present scheme for calculating unsteady gas-liquid two-phase flows.

Keywords: upwind difference scheme; numerical dissipation; gas-liquid multiphase flow;
low Mach number; preconditioning

1. Introduction

Gas-liquid multiphase flows, where liquid and gas phases coexist, have garnered
continuous interest in fields such as mechanical engineering, naval and marine engineer-
ing, and nuclear engineering. These flows are found in problems such as cavitation in
fluid machinery (such as rocket engine turbopumps and high-speed underwater vehi-
cles), boiling in nuclear reactor cooling systems, free surface flows, underwater explo-
sions, and sloshing in storage tanks. Gas-liquid multiphase flows exhibit a mix of com-
pressible and incompressible flow characteristics, with a wide range of density and sound
speed changes. These properties induce local changes in the type of differential equation
of the governing equations, making their numerical analysis is very difficult. In many
cases, numerical analysis for gas-liquid two-phase flow has been attempted mainly using
a two-fluid model and a pseudo-single-phase homogeneous medium model. The two-
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fluid model is divided into interface-tracking methods, such as front-tracking [1] and Ar-
bitrary Lagrangian-Eulerian (ALE) [2] methods, and interface-capturing methods, includ-
ing the volume-of-fluid (VOF) [3-5] and level set [6] methods. This model captures the
gas-liquid interface with high accuracy and is widely used to analyze bubbly flows in
boiling problems, and free surface flows. However, depending on the methods, this model
requires a sufficient number of grids to resolve the interface, and the governing equations
for the gas and liquid phases are solved separately, resulting in a large computational load
and making it unsuitable for analyzing complex, high-speed flows, such as those inside
fluid machinery. In contrast, the homogeneous medium model represents a multiphase
state by treating the gas and liquid phases within a computational cell as a single homo-
geneous medium. While it cannot accurately capture the interfaces, this model offers a
reduced computational load due to its pseudo-single-phase treatment. Its versatility
makes it a preferred choice for most simulations in the design and development of fluid
machinery. As seen above, each model has its advantages and disadvantages, but with
appropriate selection, they have been successfully applied to their respective engineering
problems.

Another important issue in calculating these flows is the simultaneous consideration
of both compressible and incompressible flow properties. However, numerical methods
designed exclusively for either compressible or incompressible flow methods face inher-
ent limitations in calculating flows that contain both compressible and incompressible
properties. In recent years, attention has been focused on the preconditioning method [7,8]
for this issue. By introducing preconditioning techniques into the fundamental equations
for multiphase flows and developing a numerical method that takes into account pseudo-
sound speeds, it has become possible to analyze these types of flows, including cavitating
flows [9-11]. However, conventional preconditioning methods generally modify the time
derivative terms, which, while improving accuracy and convergence in steady-flow com-
putations, introduce challenges to time accuracy in unsteady flow simulations. These
problems have been resolved by introducing a dual time-step procedure and improving
the preconditioning method to be time-consistent, allowing unsteady flows to be com-
puted [12-15]. However, although this dual time-step preconditioning method is useful
for solving unsteady flows, it requires long computing times to obtain the solutions.

Recently, to reduce the computing times and increase computational efficiency, the
present authors [16] proposed a stable and effective upwind scheme, applying precondi-
tioning for solving unsteady gas-liquid multiphase flow problems. In this scheme, because
only numerical dissipation terms in the upwinding process are modified using a precon-
ditioning matrix, without modifying the time derivative terms, this scheme always pro-
vides a time-consistent solution. The effectiveness and applicability of this scheme in un-
steady flow computations were confirmed through its application to one-dimensional (1-
D) gas-liquid two-phase shock tube flow problems.

In this paper, we extend the previously proposed effective upwind scheme [16] to a
two-dimensional (2-D) time-consistent scheme to solve unsteady gas-liquid two-phase
flows and investigate its validity and capability for multidimensional problems. The fun-
damental equations are derived in a general curvilinear coordinate system to be applied
in a variety of flow fields. To obtain a stable and accurate treatment of gas-liquid inter-
faces, the third-order MUSCL TVD scheme is applied. The flux Jacobian matrix, its eigen-
values, and eigenvectors for upwinding are derived by introducing preconditioning. 2-D
gas-liquid two-phase flows in backward-facing step channels with different expansion ra-
tios and different flow conditions, including cavitation numbers, are computed. The effec-
tiveness and capability of the present scheme for multidimensional flow problems are
evaluated.
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2. Numerical Methods

2.1. Governing Equations

In this study, the governing equations for 2-D gas-liquid two-phase flow are com-
pressible Navier-Stokes equations, which express mixture mass, momentum, energy, and
gas-phase mass conservation equations in a curvilinear coordinate system [15] and can be
written as follows:

p pU;
[ ou| [puui * (afi/ax)p]
, Fi =] lpvU; + (9;/0y)p)

0Q O0F; OF,; pu
— + - =—3 + SwithQ=J[pv
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where Q and F;(F,G) are conservative variables and flux vectors, respectively.
F,;(F,, G,) and S indicate diffusion and source terms, respectively. p, p, T, Y, and e
denote the mixtured density, pressure, temperature, quality of vapor, and total energy,
respectively. u;(u,v) and U;(U,V) present physical and contravariant velocity compo-
nents defined by U; = (0¢;/0x;)u,. 7;; and k are the stress tensor and coefficient of ther-
mal conductivity, respectively. H is the enthalpy defined by H = (e —p)/p. ] is the Ja-
cobian for the transformation from Cartesian coordinates x;(x,y) to curvilinear coordi-
nates §;(§,n). Se and S. in source terms indicate the rates of evaporation (vapor genera-
tion) and condensation (vapor conversion to liquid), respectively. Furthermore, the fol-
lowing equation of state, derived using a homogeneous equilibrium model for gas-liquid
mixture [17], is applied:

3 p(+pc)
T KQA-Y)p(T+T.)+RY(p+p)T

P )

In the above equation, K, p., and T, represent the liquid, pressure, and temperature
constants for water, respectively, and R is the gas constant. In this two-phase flow model,
the apparent compressibility is taken into account, and the speed of sound ¢ in two-phase
media is derived as ¢* = pC,/(0p/dT + pC,0p/dp) [16]. Here, C, is the specific heat ca-
pacity at a constant pressure of the gas-liquid two-phase medium. Additionally, the rela-
tion between the local void fraction a and quality of the vapor Y is given as

‘e RY (p+p)T
~ KQ-Y)p(T+T)+RY (p+p)T

®)

2.2. Preconditioned Governing Equations

Gas-liquid multiphase flows, such as cavitating flows, contain properties of both in-
compressible and compressible flows and are very difficult to solve using either the com-
pressible or incompressible flow method alone. To solve such flows, it is computationally
expedient to revise compressible flow methods so that incompressible flows with an ex-
tremely low Mach number can be solved. For this, artificial compressibility methods
[18,19] and preconditioning methods [20] have been developed. Originally, these methods
are designed to deal with steady flow problems and are not suitable for time-dependent
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problems because the time consistency of the time derivative terms are destroyed by the
preconditioning. Recently, the preconditioning method has been improved with a dual
time-stepping method [13,15,21], making it possible to compute time dependent flow
problems. However, even though this improved preconditioning method can solve un-
steady flow problems, it takes significant computational time to obtain a meaningful so-
lution. To avoid such shortcomings, we recently proposed a stable and efficient precondi-
tioning method for unsteady gas-liquid multiphase flows [16].

This research extends this time-consistent preconditioning method to a 2-D flow
method in general curvilinear coordinate systems. To achieve this, a similar approach to
the previously proposed method is adopted [16] by rewriting the governing Equation (1).
Specifically, the transformation of the unknown variables from conserved variables Q to
primitive variables W as follows:

I"—l a_W + % =R
Yoot 9¢;
OFy; aQ @
where R = 2%, +S, W=[puvTY]" and ;! = W

Then preconditioning of this equation is done by replacing the transform matrix I;,*
in Equation (4) with the preconditioning matrix I, to treat both incompressible and
compressible flow problems. Here, Fp'l is derived by adding the vector 6[1,u, v, H,Y]"
to the first column of the transform matrix ;1 [9,13] as follows:

0+ 0dp/odp 0 0 dp/oT dp/oY
u(0 + dp/adp) p 0 udp/oT udp/aY
nyt=j1 v(®+0dp/op) 0 p vdp/oT vdp/oY (5)
lH(e +0dp/dp) —1 pu pv pC,+Hdp/dT  Hdp/dY J
Y (6 + dp/dp) 0 0 Yop/oT p+Ydp/oY

where 6 isa preconditioning weight parameter designed to handle all the incompressible
and compressible flows and defined as 1/a®—1/c? with a a*=
min[c?, max(|u;|%, BlUy|*)]. B is an empirical constant, and U, is a reference velocity

such as an inlet mean velocity.

2.3. Upwinding and Numerical Flux

In this paper, to improve numerical stability in the computation of two-phase multi-
phase flows with large density changes, an upwinding on the advection terms is imple-
mented using Roe’s flux-difference splitting (FDS) scheme [22]. In this case, the derivative
of flux vectors F in Equation (4) with respect to £at point [, for example, can be written
as (0F/98), = (Fi41/2 — Fi—1/2)/A&, and the numerical flux F;1,/, is approximated as:

1
Fiypp = > [F(Ql11/2) + F(QFi1/2) — Ali41/2(QF1 /2 — Qlaas2)] (6)

In Equation (6), the Roe matrix |A|;4,, is a numerical dissipation terms consisting
of the flux Jacobian matrix A(= dF/9Q) for numerical stability in upwinding processes,
and it is evaluated by the Roe-average [22]. Conversely, as explained in our previous pa-
per [16], preconditioning Equation (4) using the preconditioning matrix I,;* instead of
the transform matrix I, !, and subsequently linearizing the flux vectors using the flux
Jacobian matrix and rewriting them into hyperbolic form, yields the following precondi-
tioned governing equations:

ow  _ oW

_+AL

" a_fl- = IR with 4; = LAL;* 7)
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where 4; are preconditioned flux Jacobian matrices and I}, is the inverse matrix of I, .
In the upwinding, the advection term of the system W is transformed back into a con-
servative system of variables Q [16]. Hence, the derivative of the flux vector dF/d¢ is
transformed by using 4 as

— =[YAL, —=A— 8)

where, [, is the inverse matrix of I}, . Therefore, similar to Equation (6), by applying
Roe’s FDS to Equation (8), the preconditioned numerical fluxes F;;,/, can be written as
follows:

1 ~
Fuiijo = 5| F(@hs1y) + F(QRry) — (Al ,, ,(QFrf2 — Qi )] ©)

Meanwhile, in computing |4| in Equation (9), the properties of the matrix 4 are uti-
lized. The preconditioned matrix A has real eigenvalues and can be diagonalized in the
form A = L AL™'. Ultimately, the preconditioned numerical flux Fi,,, in Equation (9)is
derived as follows:

1 SR
Fizi =5 [F(Ql11/2) + F(QFs1/2) — Iy "LIAIL B} 1s1/2(@Fs1 2 — Qfray2)] - (10)
where A in the numerical dissipation term is a diagonal matrix of characteristic speeds
(eigenvalues) of the preconditioned matrix 4, and L and L' are matrices consisting of

the left eigenvectors of 4 and their inverses, respectively. A and L are concretely de-
rived as follows:

0 0
u o0 0 0 O 1 —pCy 0
fowu+eo o o [ &S o o
A=|0 0 U 0 O|andL=|0 & —-¢& 0 O (11)
0 0 0U-¢O0 1 &6 &4 0 O
0o 0 0 0 U 0 - ¢ 0 1
where,
+é=—-1/2(B ¥ /B2 + 4Ac%g,y),
0p/dT+pCydp/dp UpCpB
— "y B: "y
0p/dT+pCy(0+0p/dp) 0p/dT+pCy(0+0p/dp)
3 9& 9
* = pCZA/iC, g1 = fxz +Ey2 and Ex = a/ fy = a

In Equation (11), when 8 = 0 without preconditioning, the apparent sound speed
+¢ becomes -_l-cm, and the eigenvalues and eigenvectors of the preconditioned flux
Jacobian matrix are returned to their traditional form of A for nonpreconditioned system.
As shown in Equation (5), because 8 is controlled according to the speed of flow and the
stiff problems are eliminated, Equation (4) employing the preconditioned numerical flux
of Equation (10) for upwinding can solve flows with both incompressible and compressi-
ble flow characteristics [9,13]. The derivative of G with respect to 1 can be obtained in a
similar manner.

Meanwhile, conserved variables Q%,, 52 and Q. ;2 in Equation (10) are recon-
structed from the primitive variables Wi, ,, and Wf,, ,,, which are obtained using the
MUSCL TVD scheme [23] as follows:

WlL+1/2 =W, +@/H{A - K)D+Wl—1/2 +(1+ K)D_Wl+1/2}
Wf+1/2 =W — (/DA =)D Wiz + (1 +K)DTW iy 0} (12

where,
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D*W,_y/5 = minmod(6Wl_1/2,b6Wl+1/2),
D™Wy,1/; = minmod(§W 4 /2, bW, _4 /),
SWis1/2 =Wy —W; and
minmod(x, y) = sign(x)max[0, min{|x|, ysign(x)}].

In Equation (9), the linear combination parameter k and limiter b are selected ac-
cording to the accuracy of the scheme and TVD stability condition [24]. Here, x is 1/3
and b is 4 for the 3rd-order TVD scheme.

2.4. Time Integration

As explained in Section 2.2, as preconditioning the time-derivative term results in a
loss of time-consistency, they must be time-integrated while preserving the original time-
derivative terms in the unsteady flow computation. Therefore, in this paper, instead of the
preconditioned Equation (7), we integrate the governing Equation (4) with only the pre-
conditioned numerical dissipation term to solve gas-liquid multiphase flows with low
Mach numbers. This is done by applying the preconditioned numerical fluxes of Equation
(8) during upwinding, the governing Equation (4) maintain time-consistency. Thus, un-
like the conventional preconditioning methods [15,25,26], the present numerical scheme
always provides a time-consistent solution.

In the time integration of governing Equation (4), the following third-order explicit
Runge-Kutta method in a finite difference discretization is employed:

W = W" + AtT, L(Q™)

3 1
W?2=-w"+ Z{Wl + AtL,L(QY)}

4 (13)

1 2
W = S W+ W2 + AT, L(Q)}

where the superscript n indicates the n-th time level, L(Q) = —0F;/d¢; + R, and
0F;/0¢&; represents the preconditioned fluxes constructed by Equation (8). I,,(= 0W/0Q)
is the transformation matrix. Thus, the time integration of Equation (13) yields a time-
accurate solution for unsteady problems. Furthermore, as the primitive variables are di-
rectly obtained, the behavior of pressure and propagation of acoustic waves in incom-
pressible and multiphase flows can be more properly simulated [13]. In the next section,
the stability and efficiency results of the proposed numerical scheme are presented.

3. Numerical Results
3.1. Computational Setup

The present numerical scheme was applied and validated in 2-D laminar and turbu-
lent flows over a backward-facing step. This backward-facing step channel flow is often
used as a benchmark problem [27,28] to check the stability, accuracy, and efficiency of
numerical schemes, and contains a basic flow regime exhibiting both separation and reat-
tachment, which are important flow phenomena in fluid dynamics as well as engineering.

The computational domain is a one-side sudden expansion channel, as shown in Fig-
ure 1. In this figure, H,;, H,, and h denote the upstream channel height, downstream
channel height, and step height, respectively. L,, L,, and X, represent channel inlet
length, channel outlet length, and reattachment length, respectively. Three channel geom-
etries to simulate experimental conditions [27,29] are presented in Table 1. For boundary
conditions, a Poiseuille flow profile for Case 1 and fully-developed turbulent flow profiles
for Cases 2 and 3 were prescribed at the inlet. The Dirichlet condition of pressure at the
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outlet and von Neumann condition for the pressure along with the no-slip conditions on
solid walls were imposed. A body-fitted curvilinear coordinate grid clustered near the
walls was generated. Figure 2 shows an example of the computational grid for Case 2 with
201x51 grid points. For this study, the Reynolds number Re is defined using the step
height h and inlet mean velocity U,. Moreover, the expansion ratio ER is defined as the
ratio of downstream to upstream channel height (ER = H,/H,).

flow I
- H; y
1 (N Ha

— W] \
C)%

T
1
1
1
1
1
1
1
|
=
1
1
1
1
1
1
i
1
3
i A

L,

T

ey
T T

1

T
1E900E8E0RIA1
E80IIIIETIIRIRIIRInIiRInas 1 1

Figure 2. Computation grid of backward-facing step flow for ER = 1.14.

Table 1. Computational conditions of backward-facing step channel.

Expansion Inlet Outlet Reynolds . .
Case Ratio Length Length Number Grid Points
ER Ly L, Re
1 15 9h 48h 100 90 x 21
2 1.14 10h 100h 61,000~128,000 201 x 51
3 1.07 20h 200h 31,000~77,000 201 x 51

3.2. Low Reynolds Number Flow (Case 1)

The laminar gas-phase flow at Re = 100 in Case 1 was calculated in the range of inlet
Mach number Ma = 0.001~0.2 to evaluate the applicability of the present scheme to flows
with low Reynolds and low Mach numbers. The computational results of this step channel
flow are shown in Figure 3. Figure 3a depicts the monitoring locations of the velocity pro-
files, and the profiles at these locations are plotted in Figure 3b. The velocity is normalized
by the maximum inlet velocity of u,q,. In Figure 3b, we show the streamwise velocity pro-
files obtained with a non-dimensional time step of 4.2 x 104, except for the non-precondi-
tioned method with Ma = 0.01. The results obtained at different Mach numbers overlap
indicating that the present preconditioned scheme was successful in simulating a very low
Mach number flow up to Ma = 0.001 with separation and recirculation. These results agree
for all domain regions with experimental data [30] and results obtained by an incompressi-
ble flow solver [31]. Flows with Ma = 0.2 can be calculated using the compressible flow
scheme without preconditioning. However, as the Mach number was reduced to Ma =
0.01, the non-preconditioned scheme diverged and failed to compute due to instability. As
the time step was decreased by 4.2 x 105, the calculation was successful, but the results show
a large discrepancy with the experimental values, as shown in Figure 3b. Moreover, as Mach
number was further reduced to 0.001, the calculation without preconditioning was impos-
sible from the start.
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Figure 3c shows convergence histories of maximum residuals of pressure [p™*' —

P"|max and streamwise velocity |u"**

— U™| gy for the calculation in Figure 3b. It is ob-
served that preconditioning the numerical stability terms improves both the convergence
rate and numerical stability compared to the case without preconditioning. These improve-
ments are more significant at lower Mach numbers. The present scheme with precondi-
tioned numerical flux is more stable and provides more accurate results than that without

preconditioning.
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Figure 3. Computational results of a backward-facing step channel for gas phase flow at Re = 100,
and ER = 1.5: (a) Streamline and cross-sections for measurement; (b) Streamwise velocity profiles

at several Mach numbers; (c) Convergence histories.

3.3. High Reynolds Number Flow (Cases 2 and 3)

At low Reynolds number flow, we examined the present scheme using the moder-
ately high Reynolds number flows of Cases 2 and 3. The geometries of the flow channel
are the same as those of [29], and the Reynolds number range from 61,000 to 128,000. These
flows are probably turbulence flows, but at first step, they were calculated without a tur-
bulent model and on a relatively fine grid with 201 x 51 grid points, as there was concern
that the inconsistency between the turbulence model and numerical method may lead to
uncertainty in identifying the inherent feature of the present scheme.

Figure 4 shows streamwise mean velocity profiles for liquid-phase (water) flow ob-
served at several downstream sections of x/h = 0.95 ~ 6.30 from the step at Re = 68,000,
ER = 1.14 (Figure 4a) and at Re = 61,000, ER = 1.07 (Figure 4b). The velocity profiles
were normalized by the maximum velocity of u,,,, at the respective sections. Compared
with the experimental results [29], the results obtained by the preconditioned scheme
show marginal discrepancies in the inner region of the boundary layer, but are fairly well-
predicted even at these high Reynolds numbers. In both cases, the length of primary sep-
aration behind the step was predicted to be longer than the experimental value, and was
longer in Case 2 with the larger expansion ratio. These differences are thought to be due
to the difficulty in reproducing the inflow velocity distribution used in the experiments,
problems with the turbulence model, and the three-dimensionality of the flow. Therefore,
further consideration is needed in actual flow analysis in field applications.

3 3
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25 ' present 25 ¢
2 | ©Fxp. 2 d
q
1.5 1.5
S B
0.5 0.5
0 0
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2t 2 r
15 1.5
D
s 1t s 1t b
05 05 ¢
0 0
-0.5 -0.5
_1 L 1 1 PR 1 1 L 1 L _1 1 11 1 L 1 L 1 n L n
-02 0 02 04 06 08 1 12 -02 0 02 04 06 08 1 1.2

U/ Umax

U/ Umax

(a)
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Figure 4. Comparison of streamwise velocity profiles in a backward-facing step channel for liquid

phase flow: (a) Streamwise velocity profiles at Re = 68,000, ER = 1.14; (b) Streamwise velocity

profiles at Re = 61,000, ER = 1.07.

To further validate the applicability of the present scheme, Figure 5 depicts the varia-

tion of reattachment length X,.. The reattachment length is an important parameter for eval-

uating the overall performance of the numerical scheme. The present scheme predicts X,

very well compared to the experiments. However, the present results are slightly overesti-
mated in ER = 1.14 compared to the experiments [29]. Nonetheless, the tendencies of both
are almost the same. It is observed that unlike low Reynolds number flows, the Reynolds

number dependence of X, is marginal for high Reynolds number flows in the range tested

of this work. That is, in high Reynolds number flows, the effect of Re on Xr becomes neg-

ligible. Moreover, the present scheme successfully simulates that Xr should be short in a

stepped channel flow where ER is small [32].

8
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Figure 5. Variation of reattachment length with Reynolds number and expansion ratio.

3.4. Gas-Liquid Two-Phase Flows with Cavitation (Case 3)

Finally, the present scheme with preconditioning was applied to a gas-liquid two-
phase flow with several cavitation numbers o, defined by o = 2(p, — p,)/poUE, using
mean values upstream of the channel and vapor pressure p,. In cavitating flow, the cal-
culations were performed using an isothermal condition because the temperature changes
are very small. The initial void fraction of @ = 1% was applied, and the two terms S, and
S¢ accounting for the mass transfer effects were neglected.

Figure 6 depicts mean streamwise velocity profiles at x = 5.2h, Re = 64,800, and
different cavitation numbers for the channel of ER = 1.07. We show two comparative
plots because there is uncertainty in the reference velocity u,.r used for normalization in
the experiments. One is the plot normalized by the inlet mean velocity U, (Figure 6a),
and the other is that normalized by maximum velocity u,,,, at the section of x = 5.20h
(Figure 6b). These figures present the velocity distribution changes for different o in
nearly-single-phase flows. In Figure 6a,b, we observe that the comparison between the
distributions obtained by the present scheme is similar to that obtained in the experiments
by Balachandar [29]. For the tested cavitation numbers o = 1.03, the velocity profiles
have little effect on o, because for this flow, cavitation occurs at approximately at o <
0.85 [29]. However, in the case of a two-phase flow with cavitation with ¢ = 0.328 and a
maximum void fraction of @ = 8%, the velocity distribution outside the boundary layer
was predicted to be slightly slower.

4 4
35 —Present (NonCavitation) 35 —Present (NonCavitation)
’ O Present (¢ =2.36) ’ O Present (¢ =2.36)
3 [ O Present (6=1.03) 3 O Present (¢ =1.03)
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(a) (b)

Figure 6. Streamwise velocity distributions at x = 5.20h for Re = 64,800, ER = 1.07, and differ-
ent cavitation numbers: (a) Velocity profiles normalized by the inlet mean velocity Uy; (b) Velocity

profiles normalized by the maximum velocity u,,,, at x = 5.20h.

Figure 7 depicts a time series of instantaneous void fraction and pressure distribution
for the cavitating flow with ¢ = 0.328 examined in Figure 6. The illustrations show that
the development and shedding process of vortex cavitation occur near the recirculation
region behind step. The vortex cavitation formed in the center of the primary vortex (Fig-
ure 7a) grows with decreasing pressure (Figure 7b,c). Once the cavity reaches its maxi-
mum length and thickness (Figure 7d), the cavitation begins to decay and shed due to the
re-entrant liquid flow from the rear of the cavity and the recovery of pressure (Figure 7e),
and eventually disappears (Figure 7f). After that, the shedding cycle starts again qua-
siperiodically. This cavitating flow pattern is similar to that observed in experiments [33],
and it facilitates understand the void fraction and pressure distributions inside the cavity.
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(a)

(b)

(c)

(d)

(e)

()

Figure 7. Time evolution of void fraction (left) and pressure (right) distribution at Re = 64,800, o =
0.328, and initial a« = 1% for ER = 1.07 channel. (a) T, ms. (b) Ty + 10 ms. (¢) Ty +20 ms. (d) T,
+50ms. (e) Ty +70ms. (f) Ty + 80 ms.

For this cavitating flow, Figures 8 and 9 show the time-averaged streamwise velocity
and void fraction distributions for one period of Figure 7 at several streamwise sections
around the primary vortex. From Figure 8, it is observed that in this shedding cycle, as
cavitation occurs, near the reattachment point, the thickness of the separation bubble
slightly increases compared to the case without cavitation, and the reattachment length is
also expected to be higher. While the reverse velocities near the step within the recircula-
tion region are somewhat slower than those without cavitation. Furthermore, from Figure
9, we can confirm the average spatial distribution of cavities shown in Figure 7 as well as
their magnitude, length, and thickness. As observed above, the present scheme success-
fully simulated the unsteady phenomena of the formation, development, and shedding of
the cavitation.

Figure 10 shows another computational result of void fraction and pressure distribu-
tions at Re = 31,000 and o = 1.420 for ER = 1.07 channel. In this computation, the ini-
tial void fraction a of 10% was applied, which is significantly larger than the dissolved air
content of the tap water used in the water tunnel experiments (approximately 2% at 15 °C
[34]). The flow velocity was controlled to avoid unnatural shock waves in the experiments
due to the influence of the initial void fraction. A process in which the gaseous cavitation
generated in the low-pressure region near the center of the primary vortex behind the step
grows and sheds is similar to that shown in Figure 7. However, the scale of the cavitation
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is smaller since o is larger [17]. It was confirmed that the present scheme can stably simu-

late gas-liquid two-phase flows with cavitation even with a relatively large initial void

fraction.
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Figure 8. Computational results of mean streamwise velocity distributions at different streamwise
sections at Re = 64,800, 0 = 0.328, and initial « = 1% for ER = 1.07 channel.
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Figure 9. Computational results of mean void fraction distributions at different streamwise sections
at Re = 64,800, o = 0.328, and initial a = 1% for ER = 1.07 channel.
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Figure 10. Time evolution of void fraction (left) and pressure (right) distribution at Re = 31,000,
o = 1.420, and initial a = 10% for ER = 1.07 channel. (a) Ty ms. (b) Ty +30 ms. (¢) T, + 60 ms.
(d) Ty +160 ms. (e) Ty +220 ms. (f) Ty +260 ms.

4. Conclusions

To analyze unsteady gas-liquid multiphase flows, a time-consistent upwind differ-
ence scheme was presented and applied to 2-D flow problems through a backward-facing
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References

step channel. In this study, the governing equations were derived in general curvilinear
coordinates to apply to a variety of flow fields. To maintain time consistency for unsteady
problems and enhance the numerical stability in calculations of gas-liquid flows with in-
compressible and compressible flow properties, the fundamental equations were precon-
ditioned only in the numerical dissipative terms without modifying the time derivative
terms. Therefore, the proposed scheme provides a time-consistent solution compared
with conventional preconditioning methods. Furthermore, the fundamental equations
with the primitive unknown variables were time integrated without introducing any
pseudo-time steps, so that the present scheme can reduce computing time compared with
the dual time-step method and improve simulations of the behavior of gas-liquid multi-
phase flows with the incompressible flow characteristics. The governing equations were
solved using a third-order explicit Runge-Kutta method and the flux difference splitting
finite-difference scheme combined with a third-order MUSCL TVD scheme.

Through numerical experiments for various 2-D single-phase and gas-liquid two-
phase flows with different flow conditions, including cavitation numbers, the acceptabil-
ity and capability of the present scheme were demonstrated. In particular, the present
scheme was successfully applied to flows with very low Mach numbers of 0.001 and two-
phase flows with different cavitation numbers. It was also confirmed that the precondi-
tioned stability term significantly improves the convergence rate and numerical stability
of steady and unsteady flow computations. Furthermore, the effectiveness and applicabil-
ity of the present scheme in calculating unsteady gas-liquid multiphase flows was ob-
served through numerical simulations of unsteady cavitating flows at high Reynolds
numbers.

Since engineering problems often fall within the turbulent regime, future research is
need to accurately estimate the effects of turbulence. Moreover, further validation of the
scheme is also required so that the scheme can be applied to multiphase flow models such
as phase change and boiling models.
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