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Abstract: Improving indoor air quality and energy consumption is one of the high demands in
the building sector. In this study, unsteady flow oscillations in a 3-D ventilated model room with
convective heat transfer have been studied for three configurations of an empty room (case 1), a room
with an unheated box (case 2) and a room with a heated box (case 3). Computational results are
validated against experimental data of airflow velocity, temperature and turbulence kinetic energy.
For each case, flow unsteadiness is presented by the time history of airflow velocity and temperature
at prescribed monitor points and further analyzed using the Fast Fourier Transform technique. For
case 1, the flow oscillation is irregular and less dependent on the monitor points. For case 2, the flow
oscillation is still irregular but with increased frequency, possibly due to enhanced flow recirculation
around the corners of the unheated box. For case 3, a dominant frequency exists, and thermal energy
oscillating is higher than flow kinetic energy. Among the three cases, case 3 has the highest dominant
frequency in a range of 4.3–4.6 Hz, but the kinetic energy is the lowest at 1.25 m2 ⁄s. The unsteady
flow oscillation is likely due to a high Grashof number and corner flow recirculation for cases 1 and 2,
and a combination effect of a high Grashof number, corner flow recirculation and thermal instability
(induced by the formation and movement of the thermal plume) for case 3.

Keywords: computational fluid dynamics; flow unsteadiness and oscillation; thermal instability; fast
Fourier transform

1. Introduction

In a 3-D ventilated indoor space, such as a room, airflow movement continuously
occurs due to the combination effects of forced incoming cooling flow and natural thermal
buoyancy. At high Reynolds number turbulent flow conditions, the airflow pattern could
be very complicated, particularly with the appearance of flow unsteadiness and veloc-
ity/temperature field oscillations. Despite its existence, there is a very limited number of
published works available about the analysis and discussion of the flow unsteadiness phe-
nomenon and its underlying thermophysical mechanisms within the context of an indoor
environment. One relevant attempt in the past was to correlate the velocity fluctuation with
occupant discomfort [1], and it was found that the discomfort would reach a maximum
level whilst a velocity fluctuation frequency was in a range of 0.3–0.5 Hz. Some researchers
also claimed from their experimental studies that a velocity oscillation associated with
higher turbulence kinetic energy (KTE) occurred in a low frequency range of 0–0.2 Hz
for a ventilated space with/without thermal loads [2], and in some cases the frequency
band could be higher, up to 10 Hz, in ventilated spaces without thermal loads [3]. Based
on a study of a natural convection in a square cavity [4], researchers also observed some
uncorrelated oscillation frequencies between the velocity and temperature fields, and these
oscillations were mainly developing along the flow direction between the hotter and colder
isothermal walls. For natural convection flows in a tall cavity, numerical studies revealed
a characteristic frequency of 0.35 Hz [5] and turbulent flow fluctuations near the core of
the flow circulation [6], possibly due to strong asymmetrical flow motions together with
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a high level of heat transfer. For flow oscillation in a mixed convection scenario, such as
a prescribed heat source located on a vertical wall in a ventilation system, a correlation
between the Reynolds number (Re) and the Grashof number (Gr) was also found for condi-
tions of 700 ≤ Re ≤ 1000 and 103 ≤ Gr ≤ 106 [7]. In a more realistic indoor environment,
such as ventilated spaces with occupants, it was found that the mean airflow velocity can
increase with the decrease of turbulence intensity and the domain height [2,3,8]. Despite
the existence of flow oscillations observed in various experimental and numerical studies,
as described above, the causes and underlying thermophysical mechanisms are still unclear.
Some researchers have argued that it could be related to flow and thermal instabilities
that can be induced by the thermal conductivity of boundaries [9], the strength of the
buoyancy effect [10] or the wall-bounded boundary layers along the solid wall and the 3-D
corner effects [4]. Some recent studies in the field include a CFD simulation in a naturally
ventilated room with a localized heat source [11], a comprehensive review of unsteady
room ventilation [12] and an optimization study on indoor building energy consumption
in relation to passive design and alternative energy [13]. Although these studies revealed
some relations between flow oscillation and thermal instability, there is still lacking detailed
and in-depth analysis on flow unsteadiness in relation to the flow and thermal fields as
well as further instability analysis. This forms the motivation of the present study.

Various methods are used to study flow and heat transfer phenomena in an indoor
environment. Among them, the traditional approach of building a dedicated physical test
room to perform field measurements of key parameters such as velocity and temperature
time history would be ideal, as it is vital in providing reliable and real-time reference data
for indoor environment design engineers. However, this process is very time consuming
and expensive, in addition to the other limitations of real-time data acquisition and mea-
surement, such as the change/control target flow and thermal conditions. In recent years,
the computational fluid dynamics (CFD) technique has demonstrated its capability in cap-
turing detailed real-time information of 3-D complex flow and heat transfer characteristics
accurately at both system and component levels. Moreover, it is able to carry out an effi-
cient postprocessing analysis of a large amount of information obtained from simulations,
which has to be dealt with in an accurate, cost-effective and time-saving manner during
the building thermal design and assessment processes. Thus, the present study applies the
CFD technique to simulate flow and heat transfer phenomena in an indoor environment.

As described above, one major challenge of studying flow oscillation phenomena
in an indoor environment was that there is a lack of available detailed information, e.g.,
the level of kinetic energy oscillations, the flow fluctuations and their variations across
the entire domain of interest, to be used for research and analysis. This is partly due to
the fact that vast amounts of time history data were based on on-site measurements [4].
Hence, it is difficult for indoor engineers to realize the characteristics of flow unsteadiness
and to consider and implement it in their design practices. To overcome this problem, the
present study aims to investigate the origin and the development of flow oscillation in
a 3-D ventilated model room with an increased complexity of flow and thermal features
by introducing a cubic box without and with thermal loads. The phenomenon of flow
oscillation will be studied, as well as the correlation and the characteristics of the associated
flow and heat transfer. The employed mathematical model and numerical scheme will
be carefully tested and validated against available experimental data [14], and the flow
unsteadiness will be analyzed using the Fast Fourier Transform (FFT) technique.

2. Numerical Methods
2.1. Governing Equations

The fluid flow and heat transfer are governed by a set of conservation equations
(mass, momentum and energy). The Reynolds-averaged Navier–Stokes (RANS) equation
is adopted for turbulent flows. These equations can be expressed in a general Cartesian
form as follows:
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Mass conservation equation

∂ρ

∂t
+∇ ·

(
ρ
→
v
)
= 0 (1)

Momentum conservation equation

∂

∂t

(
ρ
→
v
)
+∇ ·

(
ρ
→
v
→
v
)
= −∇ p +∇ ·

(
=
τ
)
+ ρ
→
g +

→
F (2)

Energy transport equation

∂
∂t (ρE) +∇ ·

[→
v (ρE + p)

]
= ∇ ·

(
ke f f ∇ T−∑

j
h∗j
→
j j +

(
=
τe f f ·

→
v
))

+ Sh
(3)

where t is time, ρ is density (kg/m3), ∇ is partial differentiation operator,
→
v is velocity

vector, p is pressure (Pa), ρ
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where µ is viscosity (kg/sm), T∗ is matrix transpose, I∗ is unit tensor and Sturbulent is the
Reynolds stress term for turbulent flow (Sturbulent = ∇ ·

(
−ρv′v′

)
, where −ρv′v′ is the

Reynolds stress tensor).

2.2. Prediction of Airflow and Heat Transfer

CFD software ANSYS Fluent is utilized to calculate airflow and thermal property dis-
tributions in a 3-D ventilated model room based on the governing continuity, momentum
and energy equations described above. The Reynolds-averaged Navier–Stokes (RANS)
equations are adopted together with the two-equation renormalized group RNG k-ε turbu-
lence model, due to its capability of accurate prediction of indoor turbulent airflows at a
moderate-to-high Grashof number with and without flow swirl. Some previous studies
have shown favorite performances of this model in terms of its accuracy and stability and
shorter computing time [15,16]. The complete formulation of all equations used in this
study can be found in a recent publication by the present authors [17]. This study will be
further extended to include a more sophisticated six-equation Reynolds Stress turbulence
model to show the discrepancies of the two turbulence model results in comparison with
the test data.

An iterative solution method, the SIMPLE algorithm [18], is employed to solve the
nonlinearity of the momentum equation, the velocity–pressure coupling and also the
coupling between the flow momentum and the energy equations. For the pressure Poisson
equation, the solution applies weighted body force under the assumption that the gradient
of the difference between the pressure and the body forces remains constant, especially in
the buoyancy calculations. Other equations, such as momentum, energy and radiation, are
solved using the second-order numerical scheme. Double precisions are always defined
to have better numerical accuracy, and the residual target is set as 10−12 to achieve a high
level of convergence.
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2.3. Fast Fourier Transform

The Fast Fourier Transform (FFT) technique is used to analyze the flow unsteadiness
and oscillations in a 3-D ventilated model room based on CFD-predicted time history
data (e.g., velocity and temperature) obtained from ANSYS Fluent software at prescribed
monitor locations and from a corresponding experiment. Another method, the Discrete
Fourier Transform (DFT), as shown below, is also used to reduce the computing time from
an order of N2 to Nlog 2(N) for a given set of N points (see, e.g., Cooley and Tukey [19]).
In the present study, a Matlab program using the FFT technique is developed to calculate
the frequency spectrum (FS) and the power spectral density (PSD) of flow oscillations. The
DFT method is described as:

XN(k) =
N−1

∑
n=0

x(n)ωkn
N (5)

with

x(n) =
(

1
N

) N−1

∑
k=0

XN(k)ω−kn
N (6)

By splitting Equation (5) into two parts:

XN(k) =
N/2−1

∑
r=0

x(2r)ω2rk
N +

N/2−1

∑
r=0

x(2r + 1)ω(2r+1)k
N (7)

Then, the Fast Fourier Transformation (FFT) is described as

XN(k) =
N/2−1

∑
r=0

x(2r)ωrk
N/2 + ωk

N

N/2−1

∑
r=0

x(2r + 1)ωrk
N/2 (8)

where
ω2

N = e2j(−2π)/N = ej(−2π)/(N/2) = ωN/2 (9)

All notations and symbols used in equations above are standard and can be found in
public domain, as well as some textbooks, e.g., Smith [20].

3. Physical Problem

The problem of airflow inside a 3-D ventilated model room represents one of the most
common flow and heat transfer scenarios in an enclosed indoor environment. In addition
to some general 3-D flow characteristics, such as velocity and temperature distributions,
the particular focus of the present study will be the unsteady flow pattern and its tem-
poral/spatial variations caused by the presence of an unheated box at the center of the
domain. Furthermore, the formation and development of the thermal plume and natural
buoyancy flow from a heated box. In all three cases studied, the flow oscillation and its
possible causes will be analyzed and discussed in detail.

The 3-D model room experimentally studied by Wang and Chen [14] are chosen in
present study, considering the three configurations as an empty room (case 1), a room with
an unheated box (case 2) and a room with a heated box (case 3), respectively. For cases 2
and 3, a smaller cubic box by a factor of 2 in all three dimensions is located at the center of
the model domain on the floor (see Figure 1). Table 1 gives a summary of the three cases
and their corresponding flow and heat transfer models.
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Figure 1. Sketch of a 3-D ventilated model room of 2.44 m × 2.44 m × 2.44 m in dimensions.
(a) Inlet/outlet slots and a small cubic box; (b) Positions of ten measurement lines.

Table 1. Summary of all three cases in a three-dimensional model room.

Case Model

1 Forced convection in an empty cubic room
2 Forced convection in a cubic room with an unheated box
3 Mixed convection in a cubic room with a heated box

The 3-D cubic model room studied has an edge length of 2.44 m (H = W = L) in all
three dimensions, an inlet slot (0.03 m in height, 2.44 m in width) attached to the ceiling at
the front wall and an exit slot (0.08 m in height, 2.44 m in width) attached to the floor at the
back wall, as seen in Figure 1. In case 2, a small unheated cubic box with an edge length of
1.22 m is located at the center of the room on the floor (see Figure 1), and in case 3, the box
is heated, generating a heat source of 700 Watts, which is equivalent to 36.7

◦
C in terms of

the temperature uniformly distributed around the box surfaces. For all three cases, there
is an incoming airflow at a flow rate of 0.10 m3/s and an ambient temperature of 22.2 °C,
respectively. Based on the thermophysical condition of the model room and the heated
box, it is estimated that Gr/Re2 � 1 and Reinlet > 2000, where Gr is the Grashof number
and Re is the Reynolds number, respectively. Hence, the heat transfer due to the forced
convection mode will play a major role in the flow and heat transfer process compared to
that of the merely natural convection mode.

The problem is solved by a finite volume numerical method on uniformly structured
grids. A grid independent study is conducted using Cartesian coordinates (x, y and z)
on two successive grid resolutions of 36× 36× 36 and 54× 54× 54 points nonuniformly
distributed in the domain, and a grid independent solution was achieved with a grid of
36× 36× 36. Further details on the grid refinement study can be found in references [15,17].

Unsteady flow simulations are carried out using a fixed time step of 0.055 s, determined
by the smallest mesh size divided by the inflow air velocity, i.e., the smallest flow convective
time. After the initial transient stage, the time-averaged ‘mean’ results are then calculated
based on a total of 20 successive datasets, each averaging over 5000 time steps during
the calculation. Finally, the averaged results from the unsteady calculation, such as the
flow velocity, temperature and turbulence kinetic energy (U, T and K), are compared with
the available experimental data obtained by Wang and Chen [11]. The flow velocities are
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normalized by the maximum inlet velocity, umax = 1.5 m/s, and the turbulence kinetic
energy normalized by the maximum value of kmax = 0.05 m2/s2. For the temperature
normalization in case 3, a formula of (T − Tmin)/(Tmax − Tmin) is used with Tmin = 22.2

◦
C,

i.e., the air temperature at the inlet slot, and Tmax = 36.7
◦
C, i.e., the surface temperature of

the heated box, as reference values, respectively.
In order to compare with the available experimental data in terms of air velocity,

temperature and turbulence kinetic energy (TKE), a total of 10 monitoring positions on a
streamwise midplane and a spanwise midplane are defined, as shown in the filled-circle
marks in Figure 1b, with their coordinates given in Table 2. It can be seen that for cases 2
and 3, with a small cubic box, there are four measurement lines around the box, and for the
rest, six lines are above it. For each case, the results of the flow velocity, temperature and
turbulence kinetic energy distributions at the five representative monitoring/measuring
positions are shown in order to illustrate the level of accuracy in comparison with the
measurement data.

Table 2. Positions of ten measuring lines.

Points Coordinates (X,Z) Points Coordinates (X,Z)

1 (0.09, 0.5) 6 (0.5, 0.09)
2 (0.28, 0.5) 7 (0.5, 0.28)
3 (0.47, 0.5) 8 (0.5, 0.47)
4 (0.66, 0.5) 9 (0.5, 0.66)
5 (0.84, 0.5) 10 (0.5, 0.84)

4. Validations
Turbulence Model Effects

The case 1 study has been used to compare the results from the six-equation Reynolds
Stress model and the two-equation RNG k-ε turbulence model for model performance
assessment, such as accuracy and efficiency. Figure 2 depicts the normalized time-averaged
(mean) velocity and turbulence kinetic energy (TKE) profiles at five monitoring points from
these two turbulence models in comparison with experimental data [14].

Figure 2. Comparison of normalized velocity and turbulence kinetic energy profiles at monitoring
points 1, 3, 5, 6 and 10 for case 1, predicted by the RNG k-ε and the Reynolds Stress turbulence models,
respectively.
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It is clear that the Reynolds Stress model does not produce more accurate results than
the RNG k-ε turbulence model. The most discrepancies between the numerical predictions
and experimental data were observed at the lower or upper part of the flow domain away
from the center of the domain. In fact, the RNG k-ε model-predicted normalized U-velocity
profiles at points 5, 6, 10 are in better agreement with test data than the Reynolds Stress
model, as the latter gives undesirable predictions in regions close to the upper wall. In
general, the RNG k-ε turbulence model has achieved overall better performance in terms
of accuracy, efficiency and less computational cost, and this observation agrees well with
other published studies [15,16]. Hence, the following study of all three cases will only use
the RNG k-ε turbulence model (denoted as ‘Model’ thereafter).

Figure 3 illustrates the contours of instantaneous velocity magnitude and turbulence
kinetic energy (TKE) at 20,000 iterations, both normalized by its reference values, as
described above, on a streamwise mid-plane (x, y, z = L/2) for cases 1–3. It can be seen that
in an empty room domain (case 1), a large clockwise flow recirculation is formed, stretching
almost diagonally across the entire domain from the top-right corner to the bottom-left
corner. The flow velocity increases to a maximum value in the near-wall regions, while it
decreases to a minimum value close to the center of the room. The presence of an unheated
box (i.e., case 2) induces flow separation around the sharp leading-edge of the small cubic
box, causing two large-scale flow recirculation structures. They are (1) a near-vertical
structure inside the gap between the box’s rear surface and the domain back wall, and (2) a
near-diagonal structure on the top of the box extending to the top-right corner, respectively.
The flow recirculation above the box is found changing with time in terms of the flow
pattern and recirculation size. With the heated box (case 3), the flow recirculation has been
further enhanced, especially the one formed at the front of the box and the other vertically
in the rear of the box, possibly due to the strong thermal buoyancy effects between the
heated box surfaces and the adjacent domain walls. The corresponding TKE contours show
a low level of magnitude across the mid-plane in case 1, except for the jet stream path
along the ceiling. In case 2, the appearance of a vertical recirculation slightly enhanced
the TKE, with the increased range (e.g., almost doubling the streamwise length) of the
TKE higher than 0.1. In case 3, the strong buoyancy effect largely promotes the TKE at the
rear of the heated box (see Figure 3f), where the TKE is greater than 0.4 over a large area,
and this somehow restricts the development of the cold jet stream, resulting in a much
shorter streamwise distance of the TKE, higher than 0.1 compared to that of case 2. The
normalized temperature field from the case 3 (as shown in Figure 4) indicates that there
is a large thermal plume formed and developed from the top surface of the heated box,
resulting in temperature gradient increase near the domain walls (see Figure 4a). The higher
temperature gradient will likely lead to an unstable stratification effect in an alignment
with the cold inlet ‘jet’ stream flow along the streamwise direction. In a spanwise plane
(see Figure 4b), the temperature distribution is found to be almost symmetrical.

Figure 3. Cont.
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Figure 3. Contours of normalized velocity (top) with superimposed sketches of flow stream pattern
and turbulence kinetic energy (bottom) on a streamwise midplane (x, y, z = L/2) for three cases (i.e.,
(a,b) case 1, (c,d) case 2 and (e,f) case 3, respectively).

Figure 4. Contours of normalized temperature on mid-plane in (a) streamwise direction and (b) span-
wise direction for case 3.

Figures 5 and 6 depict the normalized numerical prediction results of time-averaged
velocity, turbulence kinetic energy and temperature (for case 3 only) at five selected moni-
toring points for cases 1–3 compared with the available experimental data [14]. It can be
seen that, in general, the velocity near the ceiling decays fairly quickly along the distance
from the inlet opening to the downstream locations, while the velocity in the floor near-level
shows a clear peak in magnitude at three mid-spanwise locations (i.e., P3, P6 and P10).
Comparing to the domain with unheated or heated box (i.e., case 2 and case 3), the velocity
magnitude in an empty model room (i.e., case 1) increases to a high level. For example, in
case 1, the velocity magnitude increases to its value around the mid-height Y= 0.5 at P1
and P5, whereas it decreases to its value at the locations on the midspanwise plane, P3, P6
and P10. In case 2 and case 3, on the other hand, this trend of velocity magnitude change
is not seen, i.e., no large velocity develops in the upper region along the vertical domain
height (Y). The TKE distributions show only a noticeable development along the ceiling
from the inlet and a slight increase in the lower levels (i.e., Y 5 0.4) of the domain height
for all the cases. The major discrepancies between present results and the experiment
are seen at P5 through the domain height. Note that TKE is often associated with larger
uncertainties and errors in both the CFD and the experiment, as previously discussed [21].
In case 3 of a heated box, the present results slightly underpredict the velocity and TKE
values at positions of P1 and P5 in the region of Y = [0, 0.9] and the positions of P6 and
P10 in the region of Y = [0, 0.3]. It can be seen that there are rapid declines in TKE from
locations Y = 1.0 to Y = 0.9, which leads to some underestimations of TKE at Y = 0.9. In
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terms of temperature, the present results are all in good agreement with the measurements
at all the locations.

Figure 5. Comparison of normalized velocity and turbulence kinetic energy profiles at monitoring
points 1, 3, 5, 6 and 10 for case 2.

Based on the results obtained for the three case studies above, it can be concluded
that the increase of the complicity of the geometry features (i.e., from an empty model
room to the same model room with a box with/without heating in the domain) lead
to flow separation around the sharp edges of the box, accompanied by large-scale flow
recirculation above the box and in the rear-space of the domain, in addition to some flow
swirls in the front-space, respectively (see, e.g., Figure 3a,c,e). It is found that the presence
of an unheated box (case 2) reduced the velocity magnitude by about 5% in a region above
the box at the center of the domain (P3) and 28% at the other measuring locations, as
defined in Table 2, compared to those predictions of an empty room. However, TKE is
found to have increased by 13–25% at P5, P6 and P10, and decreased at P1 by 30%, when
compared to an empty room in case 1. For case 3, the strong thermal buoyancy effect
weakens the velocity magnitude and TKE by 40–70% at all the measuring locations, except
for that at the P5 location, where the TKE has been surprisingly increased by 46%. The
reason for this large change is not fully understood yet.
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Figure 6. Comparison of normalized velocity, turbulence kinetic energy and temperature profiles at
monitoring points 1, 3, 5, 6 and 10 for case 3.

5. Results and Discussion

In a reference paper [15], the adopted mathematical models along with the numerical
schemes were described and comprehensive numerical experiments and validations against
available experimental data [14] were made. Based on the FFT analysis of the time history of
the flow field data, it was found that both the airflow velocity (case 1) and the temperature
(case 3) oscillate at a very low frequency up to 0.4 Hz. While the reason is still unclear, it
suggested that the origin of the flow unsteadiness might be due to a combination of a high
Grashof number flow and thermoconvective instability of the ‘hot’ fluids lying beneath
the ‘cold’ fluids, leading to a significant buoyancy effect inside the domain. The present
study continues that investigation by applying the FFT analysis to those obtained unsteady
CFD data in order to understand the underlying thermophysical mechanisms related to the
observed flow unsteadiness.

For all three case studies, unsteady flow simulation starts from a uniform flow field at a
fixed time step (0.055 s), defined by the minimum cell size and convective airflow velocity at
the inlet slot location. After the initial transient stage, and until the ‘statistically-converged’
status is reached, the time history of the airflow velocity magnitude (for all three cases) and
temperature (for case 3 only) at the five prescribed monitoring locations P1, P3, P5, P6, P10
and normalized heights Y = 0.1, 0.3, 0.5, 0.7, 0.9 were stored for every 10 iterations/time
steps over a sufficiently large-size sample data. The accumulated time history data are then
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analyzed by an in-house Matlab FFT program based on the predicted time history data at
those monitoring locations and heights. The results are then to be compared with available
experimental data, in particular the oscillation frequencies.

5.1. Oscillation Signals

Figure 7 shows both the velocity and temperature fluctuation signals during a time
period of (100–500 s) at Y = 0.5 of P10 for all three cases. The results at the other locations
are also analyzed (though not presented here). Based on the prescribed time step and an
inlet velocity 1.378 m/s, this time period of the simulation is equivalent to 10–70 complete
flow recirculation cycles. It can be seen that there is no particular trend or similarity in
fluctuation variations among these three cases and the amplitude of the spikes is gen-
erally asymmetric. The fluctuation variation in case 1 seems smaller, e.g., in a range of
0.025–0.075 m/s, compared to that of case 2 and case 3, for which the range of the velocity
fluctuation is relatively larger, i.e., 0.01–0.15 m/s. The presence of the unheated box in the
domain (i.e., case 2) causes higher frequency of velocity oscillations and a wider range of
velocity magnitude. This high frequency of the flow oscillations becomes slightly moderate
in case 3 with a heated box and the newly adjusted frequency of the velocity oscillations
seems to be consistent to that of the temperature oscillation.

Figure 7. Time history of velocity magnitude (for cases 1–3) and temperature (for case 3 only) at
Y = 0.5 height along the P10 line.

5.2. Power Spectral Density (PSD) Analysis

Figures 8 and 9 give the power spectral density (PSD) of the velocity magnitude of the
time history series at five monitoring locations for an empty domain (case 1). It can be seen
that the base frequencies are found to be lower than 0.2 Hz [4] and the maximum power
spectral density is about 2.0 m2/s at Y = 0.3 of P6. A single dominant frequency is found
at about 0.16 Hz at Y = 0.1 at P1 and Y = 0.1, 0.3 and 0.9 at P5, and 0.05 Hz–0.18 Hz along
the height of the P6 location. In general, the large kinetic energy of the velocity fluctuations
is found near the floor and ceiling levels at P5 (along the back wall of the domain), P6 and
P10 (on a spanwise plane), while the energy spectra is particularly small near the inlet
opening (e.g., Y = 0.9 at P1 and P3) and at the midheight of the domain (i.e., Y = 0.5),
consistent with the previously published work [4].
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Figure 8. Power spectra density of the time history of velocity magnitude at prescribed monitoring
locations P1, P3, P5 for case 1.

Figures 10 and 11 show the power spectral density of the velocity magnitude in the
time history series at five monitoring points for an unheated box (case 2). It can be seen
that the base frequencies are between 2.0 Hz and 5.0 Hz. The maximum value of the
power spectral density, 1.25 m2/s, is observed at 2.15 Hz at Y = 0.1 of P6. The range
of the active frequencies is higher than those in case 1, but the maximum energy of the
velocity oscillations is lower. The kinetic energy of the velocity fluctuation increases with
the distance between the ceiling level (i.e., Y = 0.9) and the monitoring locations P1, P6 and
P10. However, its energy level is relatively weak in the upper half of the domain for all the
monitoring locations. The dominant frequency is clearly seen at the different magnitudes
in the lower half on the mid-planes (e.g., between 4.25 Hz and 4.6 Hz for P1, P3 and P5 in
a range of 0.1 < Y < 0.5 on a streamwise midplane, whereas it is 2.25 i for P10 in a range
of 0.1 < Y < 0.3 on a spanwise midplane). At monitoring location P3, due to a clockwise
flow recirculation on the top of the box and an inflow ‘cold’ jet stream near the ceiling, the
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behavior of flow oscillations becomes irregular between level Y = 0.7 and level 0.9, where
a dominant frequency is found in a range between 0–1.0 Hz and 4.0–5.0 Hz, respectively.

Figure 9. Power spectra density of the time history velocity magnitude fluctuations at monitoring
locations P6, P10 for case 1.
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Figure 10. Power spectra density of the time history velocity magnitude fluctuations at monitoring
locations P1, P3, P5 for case 2.

Figures 12–15 depict the power spectral density of the velocity magnitude and temper-
ature fluctuations in the time history series for a heated box in the fluid domain (case 3).
It can be seen that the base frequencies for the velocity and temperature fluctuations are
less than 5.0 Hz, although there is considerable energy difference between the velocity and
temperature fluctuations. The maximum power spectral density is 6.0 m2/s at Y = 0.1 of
P10 for the velocity variable, which is stronger than that of case 2, and 85.0 m2/s at Y = 0.5
of P10 for the temperature variable. The dominant frequencies found from the velocity
oscillations are consistent with those of the temperature oscillations, around 1.3 Hz for
P1 and P5 on a streamwise plane and 0.65–0.70 Hz for P6 and P10 on a spanwise plane.
Similar to case 2, a different and higher dominant frequency is obtained at monitoring
locations P1, P3, and P5 on a streamwise midplane compared with that of monitoring
locations P6 and P10 on a spanwise midplane. However, unlike case 2, there is no clear
energy increase with the domain height for the velocity and temperature oscillations, except
for the P1 location. The highest energy of the velocity oscillation is found at the Y = 0.1
level for the three locations P1, P6 and P10, of which at P6 and P10, the power spectral
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density is three times stronger than that of P1 (although the graphs only show the Y-axis up
to 1 m2/s). The strongest energy of the temperature fluctuation is observed at P6 and P10
on a spanwise plane along the domain height, two to three times stronger than the highest
energy value of the other locations (as seen in Figures 14 and 15, respectively). Furthermore,
the dominant frequencies of case 3 are lower than that of case 2, thus representing that the
heat from the box improves the flow steadiness in the fluid domain. This is probably due
to the formation of the thermal plume in the fluid domain, causing it to stabilize the upper
part and the sides of the heated box on a spanwise plane (see, e.g., Figure 4). Another factor
could be the adiabatic wall condition used in the present study, which could decrease the
flow stability in near wall regions, similar to that discussed in a previous work [9].

Figure 11. Power spectra density of the time history velocity magnitude fluctuations at monitoring
locations P6, P10 for case 2.
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Figure 12. Power spectra density of the time history velocity magnitude fluctuations at monitoring
locations P1, P3, P5 for case 3.

Figure 16 illustrates the trend of the basic frequency of the velocity fluctuations at five
selected monitoring locations for all three cases. It can be seen that each case has exhibited
a different frequency range, e.g., 0–0.25 Hz for case 1, 0–5 Hz for case 2 and 0–1.5 Hz for
case 3. The frequency change throughout the height of the monitoring points is also found
to be larger in case 3 compared with that of case 1 and case 2. In case 2, the frequency
variation is almost constant along the height, except for P3, in which the variation range is
the largest. At location P1 and P10, the frequency is almost uniform between Y = 0.1 and
Y = 0.5 for three cases. At location P6, the highest frequency is found at Y = 0.1 and 0.9 in
case 1 and case 3, respectively, while it is consistent along the height in case 2. A similar
frequency distribution is seen at P5 for case 1 and case 3, showing the lowest frequency at
Y = 0.5 and the largest frequency at Y = 0.1 and 0.7.



Fluids 2022, 7, 192 17 of 22

Figure 13. Power spectra density of the time history velocity magnitude fluctuations at monitoring
locations P6, P10 for case 3.
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Figure 14. Power spectra density of the time history temperature fluctuations at monitoring locations
P1, P3, P5 for case 3.
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Figure 15. Power spectra density of the time history temperature fluctuations at monitoring locations
P6, P10 for case 3.
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Figure 16. Overall trends of predicted basic frequency of velocity fluctuations at five monitoring
locations. (a) Case 1, (b) case 2 and (c) case 3.

6. Conclusions

A numerical investigation of unsteady flow oscillations in a 3-D ventilated model room
has been conducted for three configurations from simple to moderate complex scenarios
by a computational fluid dynamics approach. The computational model was carefully
validated against the published data [14] for three scenarios with an increased complexity
of flow and thermal features by adding a small cubic box with/without thermal load in a
model room. After the validation, the model was used to investigate the development of
the flow unsteadiness using the FFT technique for each scenario.

The results of forced convection flow in an empty-square domain (case 1) showed that
there is no direct relation between the velocity and turbulent flow in terms of power spectral
density and frequency, and each of the time history velocity oscillations are independent
and random. The basic frequency of the velocity fluctuation is less than 0.2 Hz. The
kinetic energy of the velocity fluctuation is relatively weak at the midheight of the domain
(Y = 0.5). Adding an unheated box in the center of the domain (case 2) induced more flow
unsteadiness in the lower levels 0.1 < Y < 0.5 on a streamwise midplane (i.e., at P1 and
P5) and at Y = 0.1 on a spanwise midplane (i.e., at P6 and P10). A dominant frequency
was observed to be larger, and its energy level was weaker than that of case 1, confirming
that the velocity oscillates faster in case 2. This dominant frequency depended on the
orientation of the flow circulation, for example, the monitoring locations P1 and P5 on a
streamwise midplane had shown higher dominant frequency than the locations P6 and P10
on a spanwise midplane. The effect of a nonheated box in the domain on the flow feature
was seen on irregular oscillations in the level of 0.7 < Y < 0.9 of P3, where the strongest
oscillation energy was found, possibly caused by the clockwise recirculations above the
top of the box. In case 3, the frequency of velocity oscillation was decreased compared
with that of case 2, and its values were consistent with the temperature at the location,
although the energy of the fluctuation was much higher in temperature. Similar to case
2, the oscillation dependency on the flow orientation was seen in case 3. The maximum
level of the oscillations was found at the lowest level (i.e., Y = 0.1) at P1, P6 and P10 for
the airflow velocity and through the domain height at P6 and P10 (i.e., spanwise midplane)
for the temperature.

Based on the three cases studied, it is found that case 3 has exhibited the highest
dominant frequency in a range of 4.3–4.6 Hz, but having the lowest kinetic energy, at about
1.25 m2⁄s. For cases 1 and 2, unsteady flow oscillation phenomena are likely due to the high
Grashof number and corner flow recirculation, and for case 3, it is a combination effect
of a high Grashof number, corner flow recirculation and thermal instability influenced by
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the unsteady motion of thermal plume. Thus, it can be concluded from this study that the
formation of the thermal plume from the heated box can stabilize the unsteady flow motion
in the upper part to some extent. However, the sides of the heated box on a spanwise plane
have played a major role in producing unsteady flow oscillations, as observed from these
case studies. This finding could be useful for building designers in improving indoor air
quality and energy consumption.
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