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Abstract: The Arrhenius plot of catalytic carbon formation from olefins on Ni, Co, and Fe has
a volcano shape in the range 400–550 ◦C with reaction orders 0 (at lower T: Below ~500 ◦C) and
one (at higher T: Above ~500 ◦C) at each side of the maximum rate. The reaction follows a catalytic
route with surface decomposition of the gas (olefin) on the catalyst nanoparticle, followed by the
bulk diffusion of carbon atoms and carbon nanotube growth on the opposite side. At the higher
temperature region (500–550 ◦C), the initial surface reaction step controls the rate and the reaction
order is one, both in olefins and hydrogen (H). This confirms that H is essential for the surface
reaction to occur. This is very valuable information to get faster CNT growth rate at relatively low
temperatures. The apparent activation energy observed must correspond with the surface reaction
Ea corrected for the temperature dependence of the two molecules involved (olefin and H). Adding
a noble metal (Pt, Pd) to the carbon formation catalyst is frequently found to increase the reaction rate
further. This effect has been described as an H spillover since 1964. However, there is evidence that
the bulk diffusion of H atoms prevails and does not “spillover” the surface diffusion. Diffusion of
H atoms through the solids involved is easy, and the H atoms remain single (“independent”) until
emerging on a surface.

Keywords: CNTs; “volcano shape” Arrhenius plot; Pt; Pd catalytic synergism

1. Introduction

Catalytic carbon formation can occur via three alternative mechanistic routes, as summarized in
Table 1 [1,2]. The low temperature route (catalytic) commonly exhibits a volcano shaped Arrhenius plot
in the range of temperatures 400–550 ◦C (Figure 1). This was first reported in Nature Physical Sciences
in 1971 [3]. However, a detailed explanation of this behavior was not published. The singularity of
this behavior seems to be due to the following: A Langmuir-Hinshelwood surface reaction took place
on the surface, followed by the bulk diffusion of carbon atoms. The two steps were very different in
nature. The kinetics observed was quite different when either of the steps were the rate-controlling
step. This behavior is still not well understood [4]. It was detected and studied with acetylene and
olefins on Ni, Co, and Fe (Figure 2) [3,5,6]. At present, metal nanoparticles are the basis for effective
nucleation and growth. Nucleation may start at the bottom or top of the nanoparticle, as schematized
in Figure 3.
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Table 1. Summary of the three different routes of graphene formation from hydrocarbons prevailing
over different temperature ranges [1,2]; (*) 700–1100 ◦C.

Catalytic
Routes T Range Gas Phase

Reactions
Surf

Catalysis
Carbon

Diffusion
Nucleation, Initial

Growth

I
Catalytic

Low T
300–550 ◦C None or negligible Yes

Through catalyst
nanoparticle

On catalyst surface
Ex: Ni (111)

II
Hybrid

Medium T
550–700 ◦C

Pyrolysis: C black.
No gas changes No

Through catalyst
nanoparticle

On catalyst surface
Ex: Mo

III
Pirolytic

High T
>700 (*) ◦C

Pyrolysis: C black.
Gas changes No

Moving over
previous layer

of graphene

Over previous
graphene layer
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Figure 1. Arrhenius plots record showing three catalytic alternative routes operating in a carbon 
formation from hydrocarbons. Reaction orders indicated. Left side is colored grey to show the gas 
phase pirolytic carbon formed at T > 625 °C. 

 
Figure 2. Arrhenius plots of the rates of C formation on Ni, Co, and steel foils [3,5,7]. Rates of C 
growth (µg/cm2·min) vs. reciprocal temperature (1/T) × 10−3 (K−1). 
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Figure 3. Nucleation and growth alternatives: Top nucleation and growth (a) vs. bottom nucleation 
and growth (b). The mechanism is just the same. Once a nucleation occurs, the carbon concentration 
inside the particle is reduced. No further nucleation occurs on other regions of the particle. The two 
reaction steps are the surface gas decomposition (at S1) and the C bulk diffusion flux to the nucleation 
and growth regions (at S2). 

When nucleation takes place, the C concentration inside the particles decreases immediately at 
the carbon growth side. At the gas side, under steady-state rate conditions, the solid phase is in 
equilibrium with the reactant gas. When the gas-side phase is carbide, a low thickness is maintained, 
as explained by the dual catalyst concept [2]. The constant C flux during steady-state growth 
imposes a thickness inversely proportional to its diffusivity in the two solid-state phases, carbide 
and metal [1]. CNT′s nucleation and growth geometry and chirality are probably related to the 
prevailing particle shape and crystal faces. Two examples are octopus carbon growth [2] and 
alternative chirality, depending on the nanoparticle shape observed by Koziol et al. [8]. A possible 
explanation of that effect is shown in Figure 4. 

  

Figure 3. Nucleation and growth alternatives: Top nucleation and growth (a) vs. bottom nucleation
and growth (b). The mechanism is just the same. Once a nucleation occurs, the carbon concentration
inside the particle is reduced. No further nucleation occurs on other regions of the particle. The two
reaction steps are the surface gas decomposition (at S1) and the C bulk diffusion flux to the nucleation
and growth regions (at S2).

When nucleation takes place, the C concentration inside the particles decreases immediately
at the carbon growth side. At the gas side, under steady-state rate conditions, the solid phase is in
equilibrium with the reactant gas. When the gas-side phase is carbide, a low thickness is maintained,
as explained by the dual catalyst concept [2]. The constant C flux during steady-state growth imposes
a thickness inversely proportional to its diffusivity in the two solid-state phases, carbide and metal [1].
CNT’s nucleation and growth geometry and chirality are probably related to the prevailing particle
shape and crystal faces. Two examples are octopus carbon growth [2] and alternative chirality,
depending on the nanoparticle shape observed by Koziol et al. [8]. A possible explanation of that effect
is shown in Figure 4.C 2019, 5, x FOR PEER REVIEW 4 of 11 
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pentagons form in the row, reaching the border earlier (P) and four pentagons in next row (P′). 
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The kinetic study of carbon formation from hydrocarbons at low temperatures shows a region 
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about 500 °C [3–7]. This volcano shape is not very common in Arrhenius plots. When increasing the 
temperature, the rate increases, reaches a maximum, and then decreases. The observed kinetic 
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temperatures. Langmuir–Hinshelwood surface reactions (Rs) are rate-controlling at higher 
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Figure 4. Nucleation and growth of an initial graphene layer on a Ni (111) nanoparticle surface.
The graphene layer growth at the borders goes on by bending down. Six pentagons must form at
six corners, in a perfect hexagon, or differently when the flat crystal face is oval. Example shown:
Two pentagons form in the row, reaching the border earlier (P) and four pentagons in next row (P′).
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2. Explaining Negative Temperature Dependencies in Carbon Growth from Steady-State Kinetic
Studies: Linearity of the Weight vs. Time Register Observed

The kinetic study of carbon formation from hydrocarbons at low temperatures shows a region
with negative activation energies (Figures 1 and 2). The Arrhenius plots exhibit a maximum rate at
about 500 ◦C [3–7]. This volcano shape is not very common in Arrhenius plots. When increasing
the temperature, the rate increases, reaches a maximum, and then decreases. The observed kinetic
changes are shown in the example of Figure 5. The kinetic studies must always be based on data from
steady-state kinetic studies: linearity of the weight vs. time register observed [1,2].
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Figure 5. Carbon deposition on nickel foils: Complex temperature dependencies in the range
350–750 ◦C [6]. Carbon bulk diffusion (Rc) through the catalyst particles is the rate-controlling
step at lower temperatures. Langmuir–Hinshelwood surface reactions (Rs) are rate-controlling at
higher temperatures.

When a volcano-shaped Arrhenius is obtained exhibiting a region of apparent negative activation
energy, we propose that this kinetic behavior is due to high values of the adsorption enthalpies of
reactant gases [9]. Taking the case of the C formation from C2H4/H2 in the temperature region where
a slower surface reaction step controls, followed by a quick carbon bulk diffusion step (500–550 ◦C),
we may write [10]:

1 
 

 The sum of the estimated adsorption enthalpies (∆H) of acetylene (−70 kcal/mole) and hydrogen
(−20 kcal/mole) has a net (negative) value (−90 kcal/mole) larger than the activation energy of the
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surface reaction (~30 kcal/mole). The overall temperature dependence of the reaction rate is negative
(Figures 1 and 5). In practical terms, an increase in temperature increases the energy of each molecule
but decreases the number of molecules adsorbed. This explains the existence of two very different
operating regions with very different T dependence as well as the changing reaction order observed
(from 0 to 1). The change of behavior with the same reaction mechanism operating (route I in Table 1)
is explained by the very different nature of the two alternative controlling rate-determining steps.

Table 2 shows activation energies observed with different hydrocarbons [9]. Table 3 shows
reaction orders observed by Bernardo [11], evidencing that the surface reaction exhibits kinetic
Langmuir–Hinshelwood behavior. When the surface reaction step is rate-controlling, this behavior is
evidenced, but when it is not rate-controlling. the Langmuir–Hinshelwood behavior is disguised. In our
experiments, gas purity (99.9%) was essential to evidence the operating mechanism [3,5,6,12]. Gas phase
composition did not vary during carbon formation experiments bellow 650 ◦C. Some pyrolysis of
olefins occurred above 700 ◦C. Gas purity: In industrial production it is normal to use commercial
gases with lower purity, but not in laboratory research.

Table 2. Carbon formation on Ni foils. Negative activation energies observed in the surface reaction-step
controlling region (Route I) with different hydrocarbons [8]; 1 Torr = 1.33 mbar. Gas purity: 99.9%.

Reactant
Gas

P, Gas
(torr)

P, H2
(torr)

Ea

(Kcal/mole)

C3H6 100 25 −79
C3H6 25 25 −33
C2H2 82 345 −53
C2H4 82 68 −75

1-C4H8 30 250 −64

Table 3. Orders of reaction observed (Route I, surface reaction-step controlling region): Order 1 at low
pressures, order 0 at higher pressures (Langmuir–Hinshelwood mechanism) [10].

Temp Gas Pressure, Torr PH2
(torr)

Orders
/◦C C2H2 C2H4 C4H8 H2 Hydr.

600 3–12 - - 50 - 1
600 12.0 - - 44–52 ~0 -
625 - 8–13 - 9.5 - 1
625 - 13.0 - 9–14 1 -
625 - 13.0 - 50–66 ~0 -
625 - - 31–62 8 0 -
625 - - 32.5 4–25 - 1

An early observation of the kinetic behavior and explanation of the Arrhenius plots observed
with different hydrogen and olefin pressures was schematized in 1971, as shown in Figure 6 [9].

Boudart and Djéga–Mariadsu, in their book [12], discuss in detail the work by Engel and Ertl in
1978 on the catalysis of CO oxidation, in which a similar volcano shape was observed [13]. Engel and Ertl
studied and discussed the behavior based on COad and Oad coverage. Boudart simplified the analysis
with the Oad concentration as a function of the adsorption equilibrium depending on temperature as
a function of −∆HCOad, so that the total dependence on temperature is:

Exp (E + ∆HCOad) = exp(25-32) < 0
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Figure 6. Scheme showing the Arrhenius plot observed in carbon formation from olefins (O) and
hydrogen (H) on Ni under various pressures, as indicated (po-olefin, pH-hydrogen). The negative
apparent activation energy Ea observed above 550 ◦C is due to the surface reaction controlling the rate
with negative values of the reactant’s adsorption enthalpies (Ea = E + ∆HO + ∆HH) and reaction orders:
x = 1, y = 1 [9].

This explanation is the same as proposed above (Figure 6) for the volcano shape observed on
the Arrhenius plot of the carbon formation from C2H2 and from low olefins catalyzed by Ni. In our
case, steady-state rates must be established to draw reliable Arrhenius plots. Kinetic linearity (weight
vs. time) must be observed to get consistent data and a reliable mechanistic perspective. Kinetics is
the best key to overcome the present difficulties: “The central problem in nanotube science is still
the mechanism” [14].

Other researchers have found a maximum in an intermediate temperature in the range 300–600 ◦C.
Zaikovski et al. found a higher rate of carbon formation at 500 ◦C and a much slower rate at 600
and 700 ◦C [15]. Lattorre et al. also reported a decrease in rate, increasing in the same temperature
range [16]. Puretzky et al. observed rates of growth with a maximum in a detailed study of multiwall
carbon nanotube arrays [17]. The maximum observed with Fe is at about 650 ◦C [5].

It can be seen from the recent review of Kharlamova that very high temperatures have been more
frequently used in recent studies [18]. At present, Arc discharge and laser ablation are the dominant
technologies for producing carbon nanotubes, but the exact surface reaction conditions are more
difficult to know [19]. These methods and molecular beam-controlled nucleation and growth of carbon
nanotube arrays are of interest for industrial production [20].

At present, there are few detailed kinetic studies, particularly in the lower temperature range.
The observation that “the central problem in nanotube science is still the mechanism” [14] seems to
result from current research work aiming at optimizing production and properties of CNTs.
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3. H Spillover Effect: An Illusion?

A synergism is observed frequently on the reaction rate when a noble metal (eg. Pd or Pt) is added
to a transition metal catalyst (e.g., Fe, Co, or Ni), accelerating a carbon formation reaction. Synergism
here means that the catalytic effect on the rate catalyzed by dispersed particles of two metals is made
higher than its prediction by adding the separate effect of each metal used alone. Example: Rates (R)
observed with cobalt and platinum RCo+Pt >> RCo + RPt.

The probable cause of that effect is explained below. This effect may be observed both in the
catalytic route and in the hybrid route of the carbon formation (see Table 1) [1]. Jing, Liu et al. reported
a study of the synergism of Pt/Fe2O3 in the hydrogenation of nitroarenes at 30 ◦C [21]. In carbon
nanofibers growth, many researchers studied this synergism of Pd or Pt combined with a transition
metal. Atwater, Phillips, and Leseman used Pd with Co [22] and Teng et al. used Pt with Co-Cr [23]
found a high increase in the growth rate of CNTs, combining a transition and a noble metal. In the first
case, the reactants were C2H2 and H2, and in the second case, the reactants were CH4 and H2. In the
presence of Pt or Pd, H2 splits easily into two atoms. H atoms diffuse easily through several metals,
and other solids and can diffuse easily through a silica wafer [22] or a ceramic boat [23], as used in
either experimental work mentioned above. The transition metal nanoparticle can be an alloy, such as
Ni-Cu or Co-Cr.

The role of Pt or Pd is to supply H atoms with the metal catalyst nanoparticles, reaching the
catalytic surface and accelerating the hydrocarbon surface reaction decomposition. A continuous C
atoms bulk diffusing flux inside the metal nanoparticles supply C for the growth of CNTs (Figure 7).
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accelerating the rate of formation of C atoms from C2H2 decomposition and the rate of CNTs growth.

A model assuming diffusion of H through the bulk of the solids was not used [12,24]. The spillover
of H atoms using Pt or Pd particles on SiO2 is a myth, in our opinion, although that model has still
an important support in surface science and catalysis [25].

Bulk diffusion of C, N, and H trough solids was studied (1863–1904) in more detail in the 1930s
and 1940s. H atoms free on the surface are unstable, combining or reacting very easily. C, N, O, or H
atoms diffuse interstitially through transition and noble metals (Ni, Co, Fe, Cu, Rh, Pt, Pd) moving
as stable single atoms. Barrer’s book, Diffusion in and Through Solids [26], summarizes data on H
diffusion in metals ([26] (a) Chapter IV: Gas flow through metals, early studies: Graham in 1866 (H/Pd);
Cailletet in 1864 (H/Fe); Deville and Troost in 1863 and 1884 (H/Pt); Richardson, Nichol and Parnell
1904 (H/Pt)). Interstitial diffusion of carbon also operates in transition, and noble metals operates in
transition when the ratio of the covalent radius of solute and solid “solvent” is less than 0.59.

Barrer lists data of solubility and diffusivity of hydrogen in metals (particularly Fe, Co, Ni, Cu, Pt,
and Pd) and SiO2 ([26] (b) Extensive data on H bulk diffusion, solubility and heats of solution in metals
and other solids is listed in Tables (39,40,42) and Figures. (42,52)) and discusses the question of surface
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diffusion vs. bulk diffusion of atoms in solids, discarding the proposal that mobility of adsorbed atoms
or ions in solids occurred along surfaces, advanced by Smekal in 1925, who used Einstein’s diffusion
equation: D = BkT (B denotes mobility). The surface diffusion proposal led to impossible values in the
diffusivity equation.

The solubility of H in Ni, Co, Fe, and Cu is endothermic or slightly exothermic, while the solubility
in Pd, V, Th Zr, and Ti is exothermic. Surprisingly, the solubility in Ti, Zr, and Th is constant, up to ca.
800 ◦C. Solubility and diffusivity are usually opposed: High solubility means low diffusivity and vice
versa. In kinetic studies, the diffusivity of an atom reactant is the key property to consider.

The great interest in studying diffusion of hydrogen through solids 100 years ago was due to the
problem of the explosion of zeppelins when transporting passengers. In the most notable disaster
(Hindenburg, New Jersey, 1936), the conclusion that a static spark ignited a hydrogen leakage was
widely accepted. Since 1902, many zeppelin disasters happened due to unexplained fire. Hydrogen
was replaced by helium as the filling gas in the 1940s. Surprisingly, the bulk diffusion of H atoms has
not been considered since the 1970s.

Boudart [10] supported the proposal of a H spillover advanced by Khobiar in 1964 [27] as well as
several other distinguished authors [28–32]. Since 1964, that concept has been used to explain observed
synergisms involving H. In our perspective, that model is not correct. Spillover is just an illusion.

The effect of H in carbon formation seems to be a mystery for many scientists. An important reason
for that mystery is the fact that, in carbon formation from hydrocarbons below 500 ◦C, the presence
of H2 is required but the reaction order is 0. The explanation for this behavior is the fact that the
rate determining step prevailing is the bulk diffusion of carbon atoms through the catalyst particle
(see Figure 2). The other step, surface reaction decomposition, is fast and not rate-controlling and so
it is “kinetically invisible”. However, H2 is required: Without H2 there is no C formation catalysis.
Kinetic studies of volcano-type changes of rate determining steps for Co, Ni, and Fe/steel proved that,
as discussed above.

Recent use of Pd-doped multi-walled CNTs to enhance hydrogen uptake has been reported.
Doped CNTs showed hydrogen adsorption and desorption at low temperatures (38 ◦C) while un-doped
CNTs showed increased hydrogen adsorption-desorption at around 600 ◦C. This low temperature
behavior is similar to the study by Jing, Liu et al. [21] mentioned above. The formation of alloy systems
of hydrogen and metals at low temperatures was studied in the 1930s and is also summarized in
Barrer’s book [26]. Budnikov and Ginstling also summarized the important advances in solid-state
chemistry in the period between 1920–1970 [33]. The scientific approach was based mostly on studying
the kinetic behavior: A very effective route to understanding the details of the mechanism operating.

The study of alternatives for hydrogen storage capacity is a now a priority. The use of multi-walled
carbon nanotubes is being tested. In a recent study following a supercritical CO2 deposition method,
a Pd doping led to a substantial H storage capacity increase [34,35]. Understanding the H atoms
storage and bulk diffusion is important for the advancement of science and technology.

4. Conclusions

1. The mechanism carbon formation operating at low temperatures (350–550 ◦C) is more clearly
explained based on detailed kinetic studies performed earlier (Figure 2). The rate increases with
increasing temperature up to ~500 ◦C but decreases above that. The “volcano shape” of the Arrhenius
plot is explained.

2. Optimizing the industrial production of carbon nanotubes is an important objective. Knowing
the mechanisms that are operating helps to control properties, optimize production, and reduce costs
more easily. We get very valuable information to get fast CNTs growth at relatively low temperatures.

3. The catalytic synergism observed using Pt or Pd added to Ni, Co, or Fe is understood by
adopting a H atoms bulk diffusion mechanism, as researched in solid-state chemistry studies 100
years ago.
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The interaction between formed graphene and the metal particle is essential for effective carbon
growth catalysis (routes I and II). Similarly, in the carbon gasification carbon/catalyst particle, effective
contact is essential. Operating above the Tammann temperature of the metal is required in that
case [36,37]. Operating above the Tammann temperature is also required for bamboo-like carbon
formation growth [38].
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