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Abstract: Partial state of charge (PSOC) is an important use case for lead–acid batteries. Charging
times in lead–acid cells and batteries can be variable, and when used in PSOC operation, the manu-
facturer’s recommended charge times for single-cycle use are not necessarily applicable. Knowing
how long charging will take and what the variability in time required is allows for better planning
of operations and algorithm creation for battery energy storage system (BESS) manufacturers. This
paper details and demonstrates a procedure for identifying the charging time of cells when different
charge throughputs occur prior to reaching full charge. The results showed that the charging time
in PSOC operations was highly variable when a charge-factor-controlled full-charge procedure was
used. Also noted were that higher voltages for the same state of charge were reached as the number
of cycles following reaching full charge increased. None of the regimes tested in this paper caused
any significant capacity degradation, which demonstrates that PSOC operations can be performed
even on cells not specifically designed for them, provided the correct regime is chosen.

Keywords: partial state of charge; lead–acid; BESS; charge acceptance

1. Introduction

Lead–acid batteries can be used in various battery energy storage system (BESS)
scenarios, for example, the more traditional and well-established uninterruptible power
supply (UPS) use case or standby emergency reserve, where the battery is kept at 100%
SOC and maintained by float voltage [1–5]. In this case, the battery may be infrequently
discharged and slowly recharged to full over the course of days or weeks. However,
emerging use cases for batteries include those of home energy storage, off-grid use, load
levelling, and micro-grids [6–9]. In these scenarios, the battery is cycled far more frequently
and is generally operated at intermediate states of charge in a partial-state-of-charge (PSOC)
regime [5,10–12]. Whether the battery fully charges can be dependent on weather, energy
prices, and household loads [13], as such, the full charges are irregular. The battery pack
is a significant part of the total cost of a BESS [8,10,13,14] and so it should be kept in
good condition to maintaining capacity, usability, and to allow a long duration of use and
economic viability.

Lead–acid PSOC operation is relatively unexplored in the literature and rarely men-
tioned in datasheets. The purpose of the investigation detailed in this paper was to gain an
understanding of PSOC performance and to find appropriate recharge and cyclic regimes
for PSOC use that avoid overly long recharge times without serious capacity degradation.
Manufacturers do not generally specify procedures for PSOC operations, and so this had to
be determined experimentally.

Periodically fully charging a lead–acid battery is essential to maintain capacity and
usability. In traditional UPS or cyclic use, full recharge normally occurs following any
discharge. This is in contrast to partial-state-of-charge use. In this use case, multiple shallow
cycles of less than 50% of the battery capacity occur before a full charge. Partial-state-of-
charge operation has the advantage of a reduction in time spent at low charge rates and, in
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fact, allows greater charge rates to occur due to the greater charge acceptance that occurs at
lower states of charge [15]. There is far more material to convert when the battery is not
at very high or very low states of charge, and so maximum charging rates can be higher
at low states of charge and discharge rates can be higher at higher states of charge. The
general equation for a lead–acid battery is the same for the three main types of lead–acid
batteries, flooded, absorbed glass mat (AGM), and gel, and is shown [16] in Equation (1),
with the fully charged state shown on the left and the fully discharged state on the right.

PbO2(s) + Pb(s) + 2H2SO4(aq) ⇌ 2PbSO4(s) + 2H2O(l) (1)

The structural differences between the three types of cell constructions are the methods
of electrolyte retention, with flooded cells having free liquid electrolyte that is held in
place by gravity and AGM holding the electrolyte in a glass mat, whilst in gel batteries,
the electrolyte is set using silica gel to form a hard solid electrolyte. Each method has
advantages and disadvantages, such as temperature stability, gas emissions, longevity, etc.

The manufacturer’s guidelines typically give the time at a constant voltage as a guide
for the termination of full charge. However, this assumes that the internal resistance of the
cell does not change; the internal resistance increases as the cell is cycled under PSOC [17].
It is important to distinguish that this internal resistance is non-ohmic, varies with the
current, and is due to the electrochemical parameters in the cell. Most of the internal
resistance increase is due to the sulphation of the negative active material. The factor
limiting the charging speed of lead–acid batteries is often the dissolution of the sulphate
crystals in the negative active mass. This greater resistance means that the cell reaches
the constant-voltage stage at a lower state of charge. As such, the cell needs longer in the
constant-voltage stage to reach a full state of charge. A full state of charge can be defined
as being achieved when almost all of the lead sulphate crystals have returned to lead,
lead oxide, and sulphuric acid. Because of the increased resistance due to PSOC cycling,
the manufacturer’s guidelines are often not applicable when batteries are used in PSOC
duty. There is a balance in BESS use between operational goals and battery maintenance:
recharge too frequently or with too much charge, and the BESS degrades due to excessive
overcharging and absorbing charge too frequently at a slow rate. Overcharge causes water
to split through the electrolysis, and not all is recombined to form water.

2. Materials and Methods

There are three main types of lead–acid cells: AGM, flooded, and gel. Absorbed glass
mat cells have advantages over gel due to lower internal resistance and advantages over
flooded cells such as greatly reduced hydrogen emissions, lower stratification tendency [18],
and no free acid that could spill [19]. Enersys Cyclon 4.5 Ah VRLA (valve-regulated lead–
acid) AGM spiral wound cells were used to test the regimes. Upon receipt, the “as delivered”
voltage of the cells was logged, as was the impedance at 1 kHz, which was measured using
a handheld Fluke BT521 battery analyser. The initial readings are shown in Table 1. The
cells were placed in a thermal chamber set to 25 ◦C and connected to a calibrated Digatron
10 A cell cycler. The initial capacity was found by charging at 630 mA until 2.50 V was
reached, which was maintained for 24 h, and then discharging at 630 mA until 1.75 V was
reached. In prior testing on the same type of cells, multiple capacity tests and constant-
voltage (CV) steps longer than 24 h did not affect the extra initial capacity in any significant
way, and so to reduce deleterious effects of capacity testing, for this test, only one initial
capacity test was performed. The recharge following the capacity test was the same 630 mA
charge until 2.50 V and then a 24 h CV step.
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Table 1. As-delivered voltage and impedance of four Enersys 4.5 Ah Cyclon cells. (Cells are written
in coloured font to match the charge time graphs).

Cell Number 1 kHz Impedance (MΩ) Delivery Voltage (V) Initial Capacity (Ah)

Cell 1 10.14 1.979 3.81
Cell 2 8.01 1.985 3.90
Cell 3 9.27 1.977 3.89
Cell 4 11.82 1.949 3.78

The as-delivered voltage of the cells showed only small variation, and the capacity
showed little variation as shown in Table 1, though all cells fell short of the 4.5 Ah nominal
capacity. One cell that had not been used arrived with a voltage of around 1.75 V and was
excluded from further testing. Capacity loss in storage is common and partly recoverable
with charging [20]. What was known is that the cells tested in the experiment arrived
at the supplier six months prior to arrival at the university, although the exact date of
manufacture was unknown.

Cyclic Regime

The partial-state-of-charge cycling window was decided to be 75–50% SOC; the upper
limit was chosen to minimise the chances of the cell’s charge rate becoming limited by
voltage, and the lower limit was chosen to reduce the degradation associated with deep
discharge. The capacity was assumed, in all cases, to be 3.8 Ah, and the same 3.8 Ah
reference capacity was used throughout the tests on all cells to calculate SOC and Ah
throughput for comparability.

Intervals of 2, 3, 4, and 5 cycles between full charges were chosen for these cells. This
was informed by previous tests when 80–40% tests and a 10-cycle full-charge interval
were unsuitable due to a collapse in voltage during the discharge and a drastic increase in
charging time, starting at around 60 h in the CV step following 10 cycles, and increasing to
83, 96, and 126 h following cycles of 20, 30, and 40, respectively. This was deemed to be
unsuitable, and so two parameters were changed.

The increase in charge time could have been due to negative plate undercharging,
which occurred during the PSOC cycling. A lower charge interval and lower throughput
were thought to reduce the likelihood of this.

With a known capacity, the number of ampere-hours needed to discharge a cell from
100% SOC to 75% SOC can be calculated, along with the 75–50% SOC ampere-hours.
Equations (2)–(7) were used to find the charge to be removed from the cell to change the
SOC as desired and calculate the extra charge needed to ensure the charge factor reached
the 1.03 suggested by Enersys.

Equations used f or Couloumb control :

Ah1 = Ah f rom 100%SOC to 75%SOC =
1
4
× Cell Capacity (2)

Ah2 = Ah f rom 75%SOC to 50%SOC =
1
4
× Cell Capacity (3)

Ah3 = Ah f rom 50%SOC to 75%SOC =
1
4
× Cell Capacity (4)

Total Charge Out = Ah1 + (Cycles × Ah2) (5)

Total Charge In = Ah1 + (Cycles × Ah3) (6)

Ah4 = Extra Ah For 1.03Charge Factor Once Cell Is At ”100%”

Ah4 = (Total Charge Out × Charge Factor)− (Total Charge In) (7)
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The cells were discharged from 100% to 75% using the charge-counting technique at
630 mA (approx. C/7). Actual BESS discharge rates vary based on battery size, inverter
capacity, operational demands, etc. Thus, service discharge rates can reach as high as 4C
and can be as low as C/200 [21]. C/7 was chosen to be characteristic of a BESS that is
designed as an energy buffer or for load shifting.

In this test, 75% was the limit for the upper state of charge during PSOC. The cell was
then discharged at 630 mA from 75% to 50% and then charged back to 75% at 630 mA,
and this continued until the cell was due for a full recharge. A simplified version of the
cyclic regime is shown in Figure 1. The full recharge would not be time-limited but would
continue until the 1.03 charge factor was reached. The full-charge interval for each cell had
been decided prior to the capacity test to ensure no bias in cell selection.

In the experiment described in this paper, 50 cycles was the target before a capacity
test. However, because not all intervals are factors of 50, some cells experienced more cycles
than others, as shown in Table 2. The difference in cycles before a capacity test is not likely
to be significant.

Table 2. Cell number and the intervals at which it was fully charged.

Cell Number Cycles before Full Charge Repeats Full Charge Ah from 75% (Ah)

Cell 1 2 25 1.035
Cell 2 3 17 1.064
Cell 3 4 13 1.093
Cell 4 5 10 1.121

Figure 1. SOC graph showing the partial-state-of-charge cycling section, followed by the full charge
and return to partial-state-of-charge cycling. N.B. each PSOC discharge and then charge counts as
one cycle.

Each cell had the same 1.03 charge factor, but because each cell had a different full-
charge interval, each one required different amounts of charge to go from 75% to fully
charged, as shown in Table 2. Due to the limited charge acceptance at higher SOC, the
majority of the time charging from 75% to 100% SOC was at the voltage limit of 2.50 V, and
the variation in charge acceptance is the determining factor in the charge speed. Applying
higher voltages would be deleterious and unlikely to charge the cell faster [22].
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3. Results
3.1. First 50 Cycles

In the first 50 cycles, the charge times observed from the cells were highly variable,
irrespective of the full-charge interval, and every regime required different charge times.
The same pattern was seen on each cell. This was, as shown in Figure 2, the first cycles
having charge times that were lower, then increasing as cycling progressed, and then
showing a decreasing trend, which appears to level off towards the end. The exact cause of
this is unclear; however, it is potentially due to the capacity test providing a more complete
full charge than the 1.03 charge-factor-controlled full charge.

Figure 2. Charge time of Cyclon 4.5 Ah cells under different full-charge interval PSOC regimes during
the first 50 cycles.

What is noticeable is that the five-cycle-interval cell (Cell 4) appears to have a greatly
increased charge time at all stages of cycling. It was unclear if this was due to the cyclic
regime or a manufacturing variance in the cell. This cell (Cell 4), as shown in Table 1,
did have the highest out-of-the-box 1 kHz impedance and the lowest as-delivered voltage
and capacity of the cells used in this cyclic test, which would support the theory that
manufacturing variance was the cause of this.

There did appear to be a slight trend towards greater charge times as the number of
cycles between charges increased; however, the charge times towards the end of the two-,
three-, and four-cycle intervals were around 8 h. The Cyclon manual suggests a charge
time from 70% SOC to fully charged of 5 h, which is unsuitable for this particular use case
due to the larger charge throughput characteristic of PSOC usage. This long charge time
is in spite of the very low charge factor of 1.03 tested; a more typical 1.05 charge factor
would take considerably longer considering the charge rate at charge termination has been
observed to be around 10 mA in these cells.

Following the final full charge after the allotted approximately 50 cycles, a capacity test
was performed. This was the same 630 mA CC discharge to 1.75 V, followed by a 630 mA
constant-current charge until 2.50 V, and then a 2.50 V 24 h CV step. This capacity measured
in this test was only used for comparison, and the actual Ah used for the coulomb counting
in the cyclic regime remained unchanged. This did mean that the exact state of charge
limits did change slightly throughout the test.
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3.2. Second 50 Cycles

Three of the cells then continued cycling for another set of approximately 50 cycles.
Cell 1, allocated to two-cycle intervals, which received a full charge more often, spent far
longer at lower rates of charge and had a slightly higher charge throughput. These factors
meant that the cell took longer to complete the allotted 50 cycles, and due to equipment
availability restrictions, it was not possible to restart the cyclic test on this cell to complete a
further 50 cycles. Cell 1 was fully charged as part of the 50-cycle capacity test and retained
for a test detailed later.

The three remaining cells continued cycling, exhibiting a similar pattern as during
the first round, as shown in Figure 3, with a low initial time that rises and then reduces
again. However, the five-cycle-interval cell reduced in charge time and thus increased in
charge acceptance during the second round of testing, but it was still far greater than the
charge times of the three- or four-cycle-interval test cells. The three- and four-cycle-interval
cells also reduced in charge time in the second round of testing compared to the first. This
could be due to each cycle removing passivation and sulphation from the storage period
before delivery [23] or the cell beginning to dry out, allowing a greater pathway volume for
oxygen to flow between the plates, which would increase the rate of the oxygen cycle [24]
and in turn the current during the constant-voltage step, thus reducing the time to reach
the 1.03 charge factor.

Figure 3. Charge time of the three cells tested during the 50–100 cycle section of the experiment (the
two-cycle-interval cell did not take part in this section of the experiment).

3.3. Capacity Testing

The capacities were once again tested at 100 cycles in the same way as detailed
earlier and, in all cases, were higher than the initial and the 50-cycle capacity, as shown
in Table 3. This shows that the tested regimes are not significantly deleterious to the cells,
and partial-state-of-charge cycling can be performed in cells not specifically designed for
this application, provided that the number of cycles conducted between recharging is not
too great.

The low initial capacity of around 3.8 Ah that increased to above 4.2 Ah by 50 cycles
and above 4.3 Ah by 100 cycles could be because the degradation from storage was slowly
being removed by the cycling, overcharging, and capacity tests. If this were the case, a
higher charge factor may have restored capacity faster; however, it would have increased
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the charge time. Longer charge times are often undesirable in home solar storage or
general BESS use, where up-time and usability are the main goals. What is clear from the
results is that the difference in charge times between two-, three-, and four-cycle charging
intervals is insignificant, and so while opportunity charging can be performed if necessary
or desired, the four-cycle interval appeared to be more optimal than a two-cycle interval or
a three-cycle interval for minimising the total time spent at low charge rates.

Table 3. Capacity of the cells over the cycling period.

Cell Number
(Full-Charge Interval) Initial Capacity (Ah) Capacity after

50 Cycles (Ah)
Capacity after
100 Cycles (Ah)

Cell 1 (2 cycles) 3.81 4.27 4.14 1

Cell 2 (3 cycles) 3.90 4.20 4.29
Cell 3 (4 cycles) 3.89 4.27 4.37
Cell 4 (5 cycles) 3.78 4.22 4.35

Note: 1 this cell was used in a variable cycling test; see section: Variable-Interval Testing on the Same Cell.

The charging times of two-, three-, and four-cycle intervals appeared to be close,
suggesting that, at least for the cyclic regimes tested here, the charging times are not
significantly affected by the number of cycles between full charges. This is assuming
that Cell 4, which experienced five cycles between full charges, was anomalous. On that
assumption, it seems that there is little benefit in charging a lead–acid battery pack every
two cycles to maintain charge acceptance. However, if there is an opportunity to charge
using lower-cost electricity or solar power, then there is no disadvantage to fully charging
other than the time taken. As mentioned earlier, lead–acid batteries need periodic full
charges to maintain capacity; if these are not frequent enough, the capacity will fall. All
cyclic regimes tested did not cause capacity loss, and so it is highly likely that the full
charge occurrences were frequent enough. However, the exact long-term effects of the
different regimes could be different.

4. Variable-Interval Testing on the Same Cell
4.1. Increasing Interval Test

In the fixed-interval test shown in Figure 3, the five-cycle-interval cell took approxi-
mately 50% longer to fully charge. This could be manufacturing variance, or it could be
that five cycles before a full charge was too great. This was the point of the next test, which
was a variable-interval test.

The cell originally tested on the two-cycle-interval regime, due to more frequent full
charges, took longer to cycle and, as such, was not able to be restarted for the second set
of 50 cycles. This was stored fully charged and open circuit for approximately 2 months
and then used in a variable-interval cyclic test. Even though the cell was stored at full
charge, the cell was recharged to correct any self-discharge using a 630 mA constant-current–
constant-voltage (CC/CV) 2.50 V charge, time limited to 15 h, which was achieved with a
Biologic SP-300 single-channel cycler.

The cyclic test regime was a variable-interval regime, with two-, three-, four-, five-,
six-, and seven-cycle intervals. This means that the amount of charge put in during the
full-charge section increased as the cycling progressed. It can be seen in Figure 4, that the
difference in charge times between four, five, six, and seven cycles was not great, suggesting
that it was not the five-cycle interval that was the cause of the variability in charge times,
and that it was likely manufacturing variance that caused the slow charging for the five-
cycle-interval cell. Looking at the voltage profile graph shown in Figure 4, it does appear
that the variability in full-charge times continues and depends on the history of the cell.
A cell that has recently had an extended 2.50 V charge period will reach the 1.03 charge
factor far faster than a cell that priorly experienced many coulomb-controlled cycles with
charge-factor-controlled overcharge. This is a similar pattern to that experienced by the
other cells in the earlier cycling experiment and shows that it is impossible to accurately
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predict the full-charge time of a lead–acid cell under a variable PSOC interval charging
regime without knowing the exact history, and due to individual cell variability, even then
this may not be possible.

Figure 4. Voltage profile of variable charge interval test on Cell 1 (originally the two-cycle-interval
cell) Different colours are used to differentiate the cyclic regime and the full charge regime.

4.2. Reverse Order Test with Reducing Full-Charge Cycling Interval

Because the history of charges clearly affected the charge times of the cell, a further
test was proposed: a reverse of the above test on the same cell, starting with a seven-cycle
interval and reducing to two cycles. This commenced following another open-circuit
storage time of 1 month and a 15 h recharge. The voltage profile of this test is shown in
Figure 5. There is a trend towards lower charge times as the cycling progresses and the
number of cycles between full charges decreases. Of note is the first charge time of this test,
following seven PSOC cycles, which is approximately three times faster than the full-charge
time of the seven cycles experienced in the first variable-interval test.

Figure 5. Voltage profile of variable charge interval test conducted in reverse order on Cell 1 (originally
the two-cycle-interval cell). Different colours are used to differentiate the cyclic regime and the full
charge regime.

4.3. Charge Times

Shown in Table 4 are the charge times experienced by Cell 1 under the variable-charge-
interval cycling regime. Of note is that all charge times were lower during the second test,
the decreasing charge interval test, other than that of the two-cycle-interval full charge.
The first two-cycle-interval full charge of the test was the first to be tested, and the second
two-cycle-interval full charge was the last to be tested. The first charge of the other cells, as
shown in Figure 2, was almost identical in length of time, even for the five-cycle-interval
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cell. So, the short charge seen following the seven-cycle test (Figure 5) fits the short charge
times seen in the other cells (as shown in Figures 2 and 3). The exact cause of the charge
time variability is unknown.

Table 4. Full-charge time during variable PSOC interval test in hours.

Interval 2 Cycles 3 Cycles 4 Cycles 5 Cycles 6 Cycles 7 Cycles

Increasing 3.52 11.43 23.98 27.58 27.14 26.83
Decreasing 6.62 6.74 7.44 17.52 23.09 9.55

The charge time for the first three cycles of the variable-interval test was approximately
11.4 h, and the final three-cycle charge was 6.7 h. The 6.7 h charge time on the 25th cycle,
following a three-cycle-interval PSOC regime, approximately matches that of the charge
times seen in the earlier test, as shown in Figure 2.

It is evident that there is variability in the charge times based on the number of cycles
prior to a full charge. With the exception of the first full charge of the variable regimes, it is
seen that the charge time increases as the number of cycles before a full charge increases.
This is important information for battery management planning in a BESS and allows better
ability to schedule full charges such that enough charge is replaced without impacting the
battery pack usability.

Following the two cyclic tests, the same capacity test described earlier was performed.
The capacity tested was 4.14 Ah, which is lower than at 50 cycles. The capacity was not
re-tested prior to recommencing cycling to avoid the extra deleterious effects of deep
discharge, so it is impossible to know what contribution the 54 cycles of the test regime had
compared to the storage time.

4.4. Internal Resistance

As shown in Figures 4 and 5, the voltage reached at the top of the charge increases each
time, with the cell reaching approximately 2.3 V at the end of the seven cycles, suggesting
that the charge acceptance limit at this charging rate was being reached. However, the
voltage reached upon discharge does not change significantly because the sulphation disso-
lution phenomenon mostly affects charging, so the creation of more and larger sulphation
crystals upon discharge does not appear to have any significant impact on the terminal
voltage during the regimes tested. If a greater number of cycles between full charges
occurred, then it is possible that there could be a lower concentration of sulphate ions in
the electrolyte and thus higher electrolyte resistance.

5. Discussion

The charging times of lead–acid cells are clearly variable, and a constant time at a
constant voltage does not cover the variability in the charging times expected. While it can
be said, based on the results of this test and assuming that a minimum 1.03 charge factor
is the target, that around 28 h should be adequate in all cases for PSOC intervals of up to
seven cycles, this approach is not ideal. In BESS use, the time out of service is the time
that the user cannot offset their electricity usage or make use of variable tariffs, and while
the battery pack is not technically unusable, if the battery control system is programmed
such that a set time at a constant voltage is the target, this is not applicable to every usage
history profile. Gathering many data points of charge times at various histories could allow
a look-up table to be generated, and the battery charger could use this to find the correct
time for the constant voltage.

It is clear that the variability in charging times is something that needs to be planned
for in a BESS. Allowing adequate time for a full restorative charge is essential, and knowing
the cyclic history of the battery pack is one key piece of data towards this. Charge-factor-
controlled full charging and coulomb-controlled cycling clearly have great applicability
for BESS use. Changing from coulomb control to coulomb monitoring would allow cyclic
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decisions to be made based on BESS demands. This necessitates high-accuracy, low-drift
monitoring to enable the total charge in and out to be accurately calculated. This would
allow charge-factor-controlled full charging to be accomplished.

Capacity drop was not seen, and in all cases other than Cell 1, which experienced
open-circuit storage, the capacity at the end of the cycling was higher than it was at the
beginning, suggesting that all constant-interval cycles and full-charge procedures were
suitable for this kind of cell. There was a clear trend towards higher and higher voltages as
the number of cycles progressed; at some point, this would reach or exceed voltage limits.
If this became too high, the cell would need to be recharged for charge-acceptance reasons
rather than capacity-degradation reasons. BESS use is a growing market area, and PSOC is
an almost intrinsic part of this use case. Knowing how to evaluate charge times in a lead–
acid cell is essential, and knowledge that the charge times can be highly variable is essential
for charger design and operational usage parameters. This paper has demonstrated a
technique for finding charge times and comparing different regimes, allowing better design
decisions to be made, both in the choice of cell or battery and in operational parameter
expectations. Future work could focus on cells specifically designed for energy storage and
longer-term cycling tests to identify the longer-term effects of various partial-state-of-charge
to full-charge intervals. Although, the regimes chosen for a long-term test would first need
to be designed and tested using a similar method to that outlined in this paper.
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