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Abstract: Service robots that coexist with humans in everyday life have become more common, and
they have provided customer service in physical shops around the world in recent years. However,
their potential in effective sales strategies has not been fully realized due to their low social presence.
This study aims to clarify what kind of robot behavior enhances the social presence of service robots
and how it affects human–robot interaction and purchasing behavior. We conducted two experiments
with a sales robot, Pepper, at a retail shop in Kyoto. In Experiment 1, we showed that the robot’s
social presence increased and that customers looked at the robot longer when the robot understood
human gaze information and was capable of shared attention. In Experiment 2, we showed that the
probability of customers picking up products increased when the robot suggested products based
on the humans’ degree of attention from gaze and posture information. These results indicate that
the robot’s ability to understand and make utterances about a customer’s orientation and attention
effectively enhances human–robot communication and purchasing motivation.

Keywords: HRI; field experiment; sales robot; service robot

1. Introduction

Robots that provide customer service in physical stores are being utilized to coexist
with humans in everyday life. The use of service robots instead of human service workers
is expected to reduce labor costs by providing services such as multi-language support and
more efficient ways to introduce products to local and foreign customers. However, it is
still unclear how to effectively use service robots for sales and product promotion, and their
potential has not been fully realized. One reason for this is that the social presence of robots
is low, and their statements and suggestions are often ignored. In recent years, many studies
have been conducted using customer service robots, but most of them have been limited
to providing recommendation information about the products [1,2]. Although other sales
strategies such as offering samples [3] and encouraging customers to pick up products [4–6]
have been shown to be effective for sales, such robots’ customer service behaviors are rarely
utilized. There are several definitions of social presence, but in this study, we defined it
as “the degree to which humans feel that robots can interact socially with others,” and we
attempted to solve the above problem by enhancing the social presence of robots. Therefore,
we set up the following two research questions:
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RQ1: How can we increase the social presence of robots so that they are not ignored?
RQ2: How can we make people accept the robot’s suggestions after listening to them?
We conducted the following two experiments to address each of these research questions.
Experiment 1: Shared attention for enhancing social presence: We investigate what

kinds of behaviors can enhance the social presence of robots so that humans do not ignore
them. It has been shown in previous studies that expressing an understanding of human
states is effective in enhancing the social presence of robots [7]. Moreover, interacting
with objects in human space gives the impression of sharing space, which is effective in
enhancing the social presence of robots [8]. Therefore, the purpose of this experiment is
to enhance the social presence of the sales robot by enabling shared attention with the
customers. Shared attention occurs when both parties share an interest in an object [9,10].
Moreover, human gaze is said to have an expressive function of conveying intention and
emotion among non-verbal information [11], and there are studies that show that robots can
infer human intention from gaze information and initiate collaborative behavior [12]. In this
study, the robot senses customers’ gaze information and expresses that it understands it,
giving the customers the impression that the sales robot shares the space with them and
enabling the robot to share attention with the customers. Therefore, in this experiment, we
examine whether the robot can enhance its social presence by showing that it understands
a customer’s gaze information.

Experiment 2: Posture recognition for improving the acceptance of suggestions: We
investigate what kinds of behaviors can prompt customers to take products according to
the robot’s suggestions in order to enable them to accept the robot’s suggestions. We think
that the robot needs to propose products with awareness of the customer’s gaze in order to
make them pick up the product. We considered that the customer’s attention level to the
product is related to the posture, and we can estimate the attention level to the product by
detecting the customer’s posture. In related studies, human preferences were investigated
for a robot’s eye gaze behavior during human-to-robot handovers [13]. Another study
demonstrated that the gaze control approach that controls the robot’s head movement
according to the human’s gaze is perceived as more natural and humanlike in human–robot
interaction [14]. Furthermore, a study proposed motion control of a walking assistance
robot based on human state observation using wearable sensors [15]. In this study, we
aimed to enhance the acceptability of the service robot’s recommendation for promoting
purchase behavior in the actual store environment by focusing on the customer’s gaze and
posture information. Additionally, based on previous studies showing that the possibility
of purchasing is high after taking the product [4–6], we utilized the suggestion to persuade
the customer to physically pick up the product. Therefore, we aim to investigate whether
we can increase the possibility of accepting the robot’s suggestion by utilizing personalized
information such as the customer’s posture. This study aims to examine whether we
can increase the probability of customers accepting the robot’s suggestions by using the
customers’ posture information to make suggestions in the actual store environment.

2. Related Works
2.1. Service Robots

Service robots are used in various places, and many studies have been conducted.
For example, they are used in museums [16–20], educational settings [21,22], hotels and
airports [23–25]. There has been a study that used robots as sales staff in a shopping mall
and provided coupons to increase sales [26]. However, in this experiment, the robot did
not directly introduce the products to the customers. Some studies robotize the products
themselves and encourage customers to pick them up while moving [27,28]. However, this
method is limited to the products and situations to which it can be applied, and it is not
easy to apply to all products in the store. Another study showed that the recommendations
accompanied by the robot pseudo-eating behavior can achieve the same recommendation
capability as other existing recommendation methods [29]. However, it is unclear what kind
of pseudo-experience should be expressed in the recommendation of non-food products.
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Therefore, this study examines an effective method that does not limit the target products,
using a customer service robot that can directly approach customers.

2.2. Shared Attention (Joint Attention)

Joint attention is achieved by sharing interest in the object of attention while both
parties direct their attention to the same object [9,10]. Joint attention is considered an
important social skill and is suitable for modeling robots [30–32]. Therefore, many studies
have been conducted on human–robot joint attention, and it has been shown that joint
attention is effective in making robots competitive [33] or attractive [34,35] to humans.
However, few experiments have been conducted in actual field environments. In this study,
we investigated whether the same effect would occur for customers in a real store.

2.3. Social Presence

In a previous study, social presence was defined as “the sense of being together with
another and mental models of other intelligence that help us simulate other minds” [36],
and it is a critical indicator in human–robot interaction. Moreover, it was found that social
presence enhanced fun [24], satisfaction [37], trust [38], the user’s persuasive ability and
motivation to interact with the robot [39,40]. To increase this social presence, it is effective
to use joint attention [41] and reactions to others’ behavior [7].

3. Method

Figure 1 shows a field experiment conducted at a specialty shop for shichimi (a Japanese
spice blend) called “Dintora” in a shopping district in Kyoto. This experiment was carried
out with the approval of the research ethics committee of Osaka University.
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Figure 1. One of the scenes in the experiments.

Figure 2 is a top view of the shop’s interior space where the experiment was conducted,
and there are shelves on the left and right, as shown in Figure 3. For recording purposes,
we installed three obscure recording cameras, one clear recording camera and one webcam
that captured customers’ movements. The clear recording camera focused on the robot’s
side and recorded only customers who gave consent. In addition, we placed a tablet behind
the robot so that the experimenter could observe the situation in the shop during the
experiment. The tablet was connected to the experimenter via video call.

In this experiment, we adopted the humanoid robot Pepper as a customer service robot
because of its moderate size and high safety. The experimenter stood where he/she could
see the whole store and observed the situation in the shop with both the operation camera
and the naked eye. The experimenter adopted the Wizard of Oz method and operated the
robot with a smartphone.
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4. Experiment 1: Shared Attention for Enhancing Social Presence

The first research question, RQ1, explores how to improve robots’ social presence so
that humans do not ignore them. In this chapter, we explain Experiment 1, corresponding
to this research question. In this experiment, we examined whether the robot could enhance
its social presence by showing that it understands the customer’s gaze information.

4.1. Hypotheses

Human gaze is said to be nonverbal information with an expressive function to convey
intentions and emotions [11]. In addition, there is research suggesting that interacting
with objects in human space gives the impression of sharing space, which is effective in
enhancing the social presence of robots [8].

Based on these previous studies, we have considered that expressing the robot’s
understanding of the customer’s gaze information gives the customer the impression that
the sales robot shares the space, thus enhancing the robot’s social presence. We conducted
an experiment in a real store to investigate how the content and timing of robot utterances
affect the enabling of shared attention between the customer and the robot and the social
presence of the robot. Based on the above, we proposed the following two hypotheses.

Hypothesis 1. The robot’s statements regarding the customer’s gaze improve its social presence.

Hypothesis 2. The robot’s statements when the customer’s gaze direction changes improve the
robot’s social presence.

4.2. Conditions

To test the above hypotheses, we designed two factors and three conditions as follows:
Factor 1: The match between the robot’s utterance content and the customer’s

gaze information.
Factor 2: The match between the robot’s utterance and the timing of the customer’s

gaze changes.
No-shared-attention condition: The robot’s gaze is not shared with the customer’s

gaze. Every 15 s, the robot describes a product on the opposite shelf from the one the
customer is looking at while facing forward.

Weak-shared-attention condition: The robot mentions the customer’s gaze direction
and enables the customer and the robot to share attention. The robot’s utterance interval is
the same as in the “no-shared-attention condition.” That is, the robot describes a product
on the same shelf as the customer while looking in the same direction as the customer.

Strong-shared-attention condition: Basically, the robot’s utterance content and in-
terval are the same as in the “weak-shared-attention condition,” except that when the
customer changes the gaze direction from one shelf to another, the robot immediately
describes the product on the shelf the customer is looking at, instead of making periodic
utterances. The robot’s utterance frequency and length was controlled to be the same in
every condition. Tables 1 and 2 show the robot’s utterances in each condition. The robot’s
utterances were in Japanese only, and the utterance order was predetermined. Figure 1
shows the behavior transitions in each condition. During the experiment, the experimenter
observed the customer’s gaze direction from the tablet’s operation camera, determined
which of the three directions (main display, sub-display or robot) the customer was facing
and operated the robot accordingly.
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Table 1. The robot’s statements (no-shared-attention condition).

When a Customer Looks at the Main Display (Main Shelf) When a Customer Looks at the Sub Display (Sub Shelf)

Shichimi soft serve is delicious. Shichimi soft serve is delicious.
We have a wide variety of spices. Shichimi is our specialty and I recommend it.
Curry powder is especially good. Japanese Pepper is very tangy and stimulating

Cinnamon goes great with coffee and tea. Yuzu Kosho goes well with meat.
I also recommend mustard and Wasabi. Yuzu Shichimi is also very tasty.

Sesame seeds are made with the finest ingredients. Ichimi is blended perfectly and exquisite.

Table 2. The robot’s statements (weak-/strong-shared-attention conditions).

When a Customer Looks at the Main Display (Main Shelf) When a Customer Looks at the Sub Display (Sub Shelf)

The Shichimi on that shelf is delicious. There are spices on that shelf.
On the shelf behind you, there are spices as well Shichimi on the shelf behind you is the specialty.

What you are looking at now is Yuzu Kosho. I recommend you the curry powder you are looking at right
now in particular.

Japanese Pepper on that shelf is very popular! Pepper near you is also very good.
There are also products at the back of the store on the shelf

behind you. The product on the shelf behind you is popular.

The Ichimi you are looking at now is excellent. The Cinnamon you are looking at now goes great with coffee.

4.3. System

The experimental setup was the same as described in Chapter 3. Twelve buttons were
created on the smartphone for the robot to speak about the product information on the
main display and the sub-display. The experimenter used these buttons to control the robot
remotely according to the situation.

4.4. Results and Discussion

The experiment was conducted over six days in 2020 with 95 pairs of customers.
Previous studies have shown that the longer a customer makes eye contact with the robot,
the higher the robot’s social presence [42,43]. Therefore, we used eye contact with the
robot as an indicator of the robot’s social presence. We measured the time that the person
closest to the robot in each customer group looked at the robot from video recordings
of the experiment. The average robot gaze times for each condition were 0.91 s for the
no-shared-attention condition, 1.89 s for the weak-shared-attention condition and 2.65 s
for the strong-shared-attention condition. However, some customers looked at the robot
for reasons other than the robot’s high social presence. For example, some customers were
surprised by the robot’s sudden statement and looked at the robot to verify the source of
the voice. To exclude such customers, we divided those who looked at the robot into two
groups: “a group that looked at the robot briefly (less than 1 s)” and “a group that looked
at the robot longer (more than 1 s).” We set the threshold at 1.0 s because it is estimated that
it takes about 1 s for a customer to turn toward the robot to identify the source of the voice.
Figure 4 shows the relationship between the time spent looking at the robot and the total
number of customers. The results indicate that there was a gap between the distributions
of the groups at 1.0 s. Therefore, we categorized all customers into three groups: those
who did not look at the robot, those who looked at the robot for less than 1 s and those
who looked at the robot for more than 1 s; we evaluated these groups separately. Figure 5
shows the results concerning the customers’ responses in each condition. When we applied
Fisher’s exact test to these analyses, we found significant differences among the three
groups (p < 0.05). Therefore, we performed multiple comparisons between groups. Figure 5
shows that there are significant differences between the no-shared-attention condition and
the weak-shared-attention condition (supporting hypothesis 1) (p < 0.05), between the
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weak-shared-attention condition and the strong-shared-attention condition (supporting
hypothesis 2) (p < 0.05) and between the no-shared-attention condition and the strong-
shared-attention condition (p < 0.01) only in the group that looked at the robot longer. This
suggests that when the robot uttered information about the customer’s gaze direction and
timed its utterance to the customer’s gaze change, the number of groups that looked at the
robot longer increased.
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In the following, we analyze typical, detailed human–robot interactions in each con-
dition using ethnomethodology and conversation analysis. Conversation analysis, which
emerged from the influence of ethnomethodology, is used in analyzing the sequential
structure of human interactions [44,45]. Goodwin revealed that both embodied actions and
the material world/environment are resources in human interactions, in addition to verbal
actions [46]. In the transcripts, we transcribed the human–robot interactions to match the
word order and meanings between the original language and English.

The transcription conventions are as follows:
(0.0): numbers in parentheses indicate the time of a pause.
(.): indicates very short silence.
[: indicates the onset of overlap.
=: indicates no “gap” between the two lines.
:: indicates sound stretching, with the number of colons indicating the relative length

of the stretching.
(( )) describes what people are doing, who they are looking at and so on.
(h): indicates laughter during speech.
* Gaze direction of a customer is described as follows:



Biomimetics 2024, 9, 404 8 of 18

To R: gaze towards the robot; to S: gaze towards the sub display; to F: gaze towards
the food sample.

Abbreviations—SR: robot; Cx: customer (number); SC: shop clerk; S: side display.

4.4.1. Content of the Robot’s Statements

To examine the interaction in more detail, we show typical fragments for the weak-
shared-attention condition and no-shared-attention condition (Fragment 1 and Fragment 2).
In the weak-shared-attention condition, in Fragment 1, the customer saw the product
(line 7) and the robot mentioned it (line 8). This means that the robot’s remark was matched
to the direction of the customer’s orientation, enabling shared attention. In the no-shared-
attention condition corresponding to Fragment 2, the robot’s statement was not matched to
the customer’s orientation (line 1); therefore, shared attention between the robot and the
customer was not enabled. The difference between Fragment 1 and Fragment 2 is whether
the robot’s statement about the direction of the customer’s gaze caused the content of the
statement to match the orientation of the person. This is the main reason for the difference
of customer responses in these two conditions, which supports hypothesis 1.

Fragment 1. Weak-shared-attention condition

07 C1: ((looking at the main display))
08 SR: What you [are seeing now is Yuzu Pepper=
09 C1: [((to R for 0.6 s))
10 =amazing That’s the correct answer
11 C1: ((to R for 1.6 s))

Fragment 2. No-shared-attention condition

01 SR: Shichimi soft [serve is delicious
02 C2: [Wow [(.) I was surprised::
03 C2: [((to R for 0.8 s))
04 ((C1 does not show any reaction thereafter))

4.4.2. Timing of Robot’s Statements Regarding Customer’s Gaze

In this experiment, it was necessary for the robot to speak in accordance with the
timing of the customer’s gaze change. Therefore, the key phrase “the shelf behind you”
was introduced for both the strong-shared-attention condition and weak-shared-attention
condition to make it easier for customers to change their gaze. In this way, all groups
in the strong-shared-attention condition and weak-shared-attention condition could be
classified into two groups: one in which the customers’ gaze changed (G1) and one in
which it did not (G2). We further classified G1 into two groups: G1a, the group whose
gaze changed depending on the key phrase, and G1b, the group whose gaze changed
regardless of the key phrase. Finally, G2 was classified into two subcategories: G2a, those
who heard the key phrase and ignored it, and G2b, those who did not hear the key phrase.
Figure 6 shows the number of groups that exhibited the above characteristics in the strong-
shared-attention condition and weak-shared-attention condition. To examine the influence
of the robot’s statements when customers changed their gaze direction, it is necessary to
eliminate the influence of the groups that did not change their gaze direction. Therefore,
we conducted a post-hoc analysis of the groups that changed their gaze direction in the
weak- and strong-shared-attention conditions. As shown in Figure 7, there was a significant
difference (p < 0.05) between the two conditions because of Fisher’s exact test in the number
of groups of customers who looked at the robot for a long time among customers who
changed their gaze direction.
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Thus, the robot’s statements about the direction in which the customer was facing
increased the robot’s social presence, which supported hypothesis 2. To clarify the reason
for the difference between these two conditions, we present typical fragments of the strong-
shared-attention condition and weak-shared-attention condition (Fragment 3 and Fragment
4). In Fragment 3, from the strong-shared-attention condition, when the customer’s gaze
changed to a product in the sub-display (line 13), the robot made a statement that matched
the customer’s gaze information (lines 14–17). The customer then attempted to find the
specific product (line 18) and turned his body toward a food sample. Therefore, the
customer engaged in the activity that the robot suggested in its statements. In contrast, in
the weak-shared-attention condition, in Fragment 4, when one customer’s gaze turned to
the products on the sub-display and back to the main display (lines 3–9), the robot did not
make a remark. A few seconds later, the robot made a remark referring to the sub-display,
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but the customer did not respond again. Thus, the timing of the robot’s utterance was one
of the determinants that allowed shared attention between the robot and the customer.

In both the strong- and weak-shared-attention conditions, many groups changed their
gaze with the phrase “the shelf behind you” (Figure 6). We re-examined Fragment 3 under
the strong-shared-attention condition in response to these results. C3, standing in front of
the main shelf, turned around and looked at the shelf behind them (lines 12–13). Here, the
robot’s statement implicitly induced the customer to pay attention to another spice in the
store, and C3 reacted by looking toward the shelf. One of the reasons the robot’s statement
guided the customer was the characteristic of the sentence structure, that is, its particularity.
When the robot said, “On the shelf behind you, there are spices as well,” this invited the
customer (standing in front of the main display) to turn and find unexpected spices in the
traditional Japanese shop. It was an implicit invitation. The robot’s statement constrained
the customer’s following action in the invitation–acceptance/rejection adjacency pair of
human–robot interaction [47].

The varying proportion of groups who looked at the robot for a long time between
the two conditions within G1a (shown as percentages in Figure 6) was a primary factor in
showing the difference between the strong and weak conditions in Figure 5. Because there
was no constraint on adjacent pair of phrases here, only the timing of the robot’s statement
was considered an important determinant. Therefore, timing the robot’s statement regard-
ing the customer’s gaze was vital in enabling shared attention between the customers and
the robot.

Fragment 3. Strong-shared-attention condition

11 C3: Oh((looking at products in the main display while walking))
12 SR: On behind the shelf [there are spices, too

(Translation: On the shelf behind you, there are spices
as well)

13 C3: [((to R))][((to S))
14 SR: [What you
15 : are looking [curry powder, I recommend
16 C3: [((going to S))
17 SR: in particular

(Translation: I recommend you the curry powder you are looking
at right now, in particular)

18 C3: Curry powder? ((to R))
19 SR: Do you want to try some?
20 C3: ((to R, then turning his body to F, then to R))
21 SR: Here, you can [try
22 C3: [((to F))

(Translation: You can try it here)

Fragment 4. Weak-shared-attention condition

01 SR: Shichimi on the shelf is deli[cious
02 C4: [((to R))
03 : ((turning her gaze to the products in the sub-display))
04 (2.0)
05 C4: ((pointing and looking at the poster
near SD))
06 C4: ((looks at the poster))
07 (8.0)
08 C4: [((turns towards the main display))
09 C5: [((turns towards the main display))
10 (3.0)
11 SR: On behind the shelf, there are spices, too

(Translation: There are spices on the shelf behind you as well.)
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5. Experiment 2: Posture Recognition for Improving the Acceptance of Suggestions

The second research question, RQ2, explores how to make humans accept the robot’s
suggestions after listening to them. In this chapter, we explain Experiment 2, corresponding
to this research question. In this experiment, we examine whether the robot can enhance
the acceptability of its suggestions by proposing products using the customers’ degree of
attention based on their posture information.

5.1. Hypotheses

In Experiment 1, based on the research suggesting that interacting with objects in
human space gives the impression of sharing space, which is effective in enhancing the
social presence of robots [8], we attempted to enhance the social presence of the robot by
giving the impression of sharing the space by having the robot speak based on the gaze
information. In Experiment 2, in order to strengthen this impression more, we investigated
whether customers were more likely to pick up the products suggested by a robot based on
the estimated interest level from the customers’ posture information. As indicators of the
interest level, we consider two factors: whether the customers were looking at the products
and whether they were leaning forward when looking at the products. Based on this, we
set up the following two hypotheses:

Hypothesis 3. By prompting customers to pick up products while they are looking at them, the
number of customers who pick up the products will increase.

Hypothesis 4. By prompting customers to pick up products while they are leaning forward to look
at them, the number of customers who pick up the products will increase.

5.2. Conditions

To verify the hypotheses, the following conditions were set:
No-gaze-awareness condition: The robot would say “Please try picking up the prod-

uct” when the distance between the customer and the robot was less than 2 m, as the robot
was located approximately 4 m from the store entrance.

Low-gaze-awareness condition: When the customer looked at a product after entering
the store, the robot said, “Please try picking up the product that you are looking at now, the
[product name].”

High-gaze-awareness condition: When the customer was leaning forward to look at
a product after entering the store, the robot would say, “Please try picking up the product
that you are looking at now, the [product name]”.

The robot’s statements were prepared in Japanese and English, and each condition
was performed only once. Some customers left the store without meeting the conditions
for the robot’s statement.

5.3. Experimental Setting

The experimental setup was the same as described in Chapter 3. The system used in
this experiment is described below.

5.3.1. Customer Posture Detection

In this experiment, we set the condition that the robot would make a statement if the
customer leaned forward while looking at the product. To avoid ambiguity in judging
whether the customer was in the specified posture, we considered using a quantitative
value to make the judgment. Therefore, MediaPipe was used in this study to determine
the customer’s posture. As shown in Figure 8, the coordinates of the customer’s hands,
shoulders, waist and feet were obtained from the video captured by the webcam using
MediaPipe, and vectors were generated from each coordinate; the customer’s posture was
determined from the angle between the vectors.
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5.3.2. Posture Criteria

In this experiment, it was necessary to establish a criterion for determining whether
the customer assumed a peering posture. To this end, we examined the angle (θ) formed
between the vector from the waist to the shoulder (A in Figure 8) and an upward vertical
vector (B in Figure 8) in ten customers who assumed a peering posture before experimenting.
Our analysis revealed that a customer was deemed to have assumed a peering posture
if the angle θ was 37◦ or more, which was the average value of all ten customers. In this
study’s high-gaze-awareness condition, this average value was used as the threshold value,
and only those who clearly peered into the display were treated as people who assumed a
peering posture.

5.4. Results and Discussion

The experiment was conducted over five days in 2022, and 50 groups of customers
visited. To exclude groups that left the shop quickly, groups that stayed in the shop for less
than 30 s were excluded from the analysis, and 41 groups were used as data for the analysis.
Among the 41 groups, 14 were under the no-gaze-awareness condition, 16 were under
the low-gaze-awareness condition and 11 were under the high-gaze-awareness condition.
Figure 9 shows the percentage of groups who picked up products when they visited the
shop under each condition. From this figure, it can be seen that 64% of the groups picked
up products in the high-gaze-awareness condition, while 50% of the groups did so in
the low-gaze-awareness and no-gaze-awareness conditions. This suggests that serving
customers under the high-gaze-awareness condition is more effective in encouraging them
to pick up a product than the other two conditions. However, no statistical analysis was
performed in this experiment due to the small sample size. In a previous study, a robot
suggested that visitors pick up products in a certain store, similar to our experiment [27]. It
was reported that the product pickup rate for the proposed method in this study was 281
out of 8189 passersby (3.4%). The pickup rate in our system was 64%, which is relatively
high compared to previous studies, but the situation may be slightly different. In our study,
we examined the product pickup rate among those who entered the store. Therefore, in
this study, it would be more consistent with our situation to consider 281 out of 901 (31.2%)
of those who stopped in front of the system as the product pickup rate. Comparing this
result to our results, we believe that our system was effective enough.
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From the perspective of ethnomethodology and conversation analysis, we analyzed
the interaction between customers and the robot, examining how the robot’s verbal cues
when customers showed interest in a product affected their behavior.

The following are typical examples of customers’ responses for each condition.

Fragment 5. No-gaze-awareness condition

01 C1 ((Move to the center of the store while looking at the
main display))

02 SR Please take the [product in your hands!
03 C1 [((Look at Sub display))
04 (8.0)
05 C1 ((Turn around and look at Main display))

Fragment 6. Low-gaze-awareness condition

01 C2 ((Look at “Container”))
02 SR Please pick up [“Container” you are [looking at right now.=
03 C2 [((look at SR for 0.8s))
04 C3 [((look at SR for 0.7s))
05 C3 =huhuhuhu
06 C2 Thank you.
07 C2 ((Move to Entrance))

Fragment 7. High-gaze-awareness condition

01 C4 ((Look at “Ichimi”))
02 (5.0)
03 C4 ((Approaching Main display and look into “Ichimi”))
04 SR Please pick up [“Ichimi” you are looking at right now.
05 C4 [((look at SR for 3.6s))
06 SR ((Return her gaze to “Ichimi”))
07 SR ((Pick up “Ichimi”))

An example of a group that responded with no gaze awareness is shown in Fragment
5. When this group reached the shop’s center, the robot made a statement (lines 01–03).
The customer did not react to the statement, instead shifting their gaze towards a different
shelf during the robot’s statement (line 04). In Fragment 6, an example of a group that
responded to the low-gaze-awareness condition. When this group was looking at one of
the products, a container, the robot made a statement (lines 01–02). The customer then
laughed and thanked the robot (lines 03–06) but subsequently shifted their gaze away from
the container towards a different item (line 07). An example of a group that responded in
the high-gaze-awareness condition is shown in Fragment 7. After the group had been in
the shop for some time and had been looking at the products, they approached the product
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shelf and peered in when the robot made a statement (lines 01–05). The customers then
looked at the robot, returned their gaze to a product and picked it up (lines 06–07).

In Fragment 5, the robot’s statement was completely ignored, and the customer did not
pick up any products. On the other hand, in Fragment 6, the customer looked at the robot for
a short time (0.8 s) but still did not pick up any products. Moreover, as shown in Figure 9,
there was no significant difference in the number of groups who picked up products
between the no-gaze-awareness and the low-gaze-awareness conditions. Therefore, it is
possible that the robot’s suggestions were not being accepted under either condition, which
may refute hypothesis 3. The reason for this could be that most of the customers were
always looking at products in the shop after they entered, and the robot’s statement came
when they were already looking at a product, regardless of the condition. As a result,
there was no difference in the customers’ attention to the products between the no-gaze-
awareness and the low-gaze-awareness conditions, which may have led to no difference
between the two conditions.

To examine the effect of the robot’s statement, we also investigated the customers’
behavior when peering into the display regardless of receiving the statement from the robot.
The results showed that 40% of the groups picked up the product among the groups that
received the robot’s statement after peering, and 19% of the groups picked up the product
among the groups that did not receive the robot’s statement after peering as shown in
Figure 10. This graph indicates that the robot’s statements had a significant impact on the
customers’ behavior.
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In Experiment 1, to exclude those who only briefly looked at the robot to confirm the
source of the voice, participants who looked at the robot for 1.0 s or more were defined
as groups who looked at the robot for a longer period, and the social presence of the
robot was investigated. Furthermore, in Experiment 2, as shown in Fragment 7, unlike the
examples shown in Fragments 5 and 6, the robot did not say anything while the customers
were standing and looking at the product. Instead, the robot spoke when the customers
approached the shelf and examined it. As a result, the customers looked at the robot for 3.6
s, which was longer than in the other two conditions. After that, they listened to the robot’s
speech and finally picked up the product, which may support hypothesis 4. According to
previous research [38], the longer the eye contact between the customer and the robot, the
higher the level of social presence, which indicates the extent to which social interaction
with another person is perceived.

Therefore, we used the same method in Experiment 2 and again conducted a post hoc
analysis. We investigated whether the social presence of the robot was enhanced in the
high-gaze-awareness condition by examining the proportion of the groups who looked at
the robot for a more extended period in each condition of Experiment 2. As a result, as
shown in Figure 11, the proportion in the high-gaze-awareness condition was higher than
in the other two conditions, indicating that the social presence of the robot was enhanced
in the high-gaze-awareness condition compared to the other two conditions.
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Based on these findings, we investigated the number of groups that picked up the
product after looking at the robot. In the high-gaze-awareness condition, 27% of groups
picked up the product after looking at the robot, compared to 6% in the low-gaze-awareness
condition and 0% in the no-gaze-awareness condition as shown in Figure 12. This graph
demonstrates that a higher percentage of groups picked up the product after receiving
suggestions from the robot in the high-gaze-awareness condition than in the other two
conditions.
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Therefore, it can be considered that by making a statement when the customers were
in the posture of peering at the products, the robot’s social presence was strengthened,
leading the customers to accept the robot’s statement and pick up the product.

6. Conclusions

In this study, we aimed to examine what kind of robot behavior enhances the social
presence of service robots and how it affects human–robot interaction and purchasing
behavior. We set up the following two research questions: (RQ1) How can we increase the
social presence of robots so that they are not ignored? (RQ2) How can we make people
accept the robot’s suggestions after listening to them? To address each of these research
questions, we conducted two experiments in a spice store with a sales robot that could
sense human gaze and posture information and utter accordingly. As a result, we revealed
that shared attention is enabled and the robot’s social presence increases when the robot
understands human gaze information and makes a statement about it. Moreover, it was
found that when the robot was strongly aware of the customers’ attention, 64% of the groups
of customers picked up the product, which was 14% higher than when the robot had low or
no such awareness. Therefore, the robot’s social presence is enhanced and humans increase
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their acceptance of the robot’s suggestions when the robot makes utterances according to
the customers’ degree of attention based on human gaze and posture information.

This experiment was conducted in a shop selling a specific product, shichimi. It can be
expected that the robot’s social presence will be enhanced and humans will increase their
acceptance of the robot’s suggestions when the robot makes utterances according to the
customers’ degree of attention, even in situations involving different products. However,
it remains to be verified whether the same method is effective in different situations. In
addition, we used Pepper as the customer service robot in this study. However, there is
research showing that robots with different appearances have different attributions of robot
representations [48]. Whether the method used in this experiment is effective for robots of
different sizes or appearances needs to be examined in the future.

The results of this study suggest that a robot’s capacity for awareness to understand
and make statements about human attention and intention effectively enhances human–
robot communication and purchase motivation, which contributes to the field of human–
robot interaction.

Author Contributions: Conceptualization, M.I., A.Y., K.Y., Y.M. and H.N.; data curation, M.I., A.Y.,
K.Y. and Y.M.; formal analysis, M.I.; funding acquisition, H.N.; investigation, M.I., T.K. and H.N.;
methodology, M.I., A.Y., K.Y., Y.M. and H.N.; project administration, M.I. and H.N.; resources, M.I.
and T.K.; software, M.I.; supervision, H.N.; visualization, M.I., A.Y., K.Y., Y.M. and H.N.; writing—
original draft, M.I. and A.Y.; writing—review and editing, M.I., A.Y., K.Y., Y.M., T.K. and H.N. All
authors have read and agreed to the published version of the manuscript.

Funding: This research project was supported by JSPS KAKENHI Grant Numbers JP18KK0053,
JP19H00605, JP19K21718, JP20H01585 and JP22K18548 and by the Artificial Intelligence Research
Promotion Foundation.

Institutional Review Board Statement: The study was conducted in accordance with the Declaration
of Helsinki and approved by the research ethics committee of our university.

Informed Consent Statement: Informed consent was obtained from all subjects participating in this
study. All subjects were informed of the purpose of the study and their right to discontinue at any
time. They were also informed that they could choose whether their movements and interactions
with the robot would be recorded by a clear camera. Subjects responded to a consent form on a
display mounted on the robot by pressing a button.

Data Availability Statement: All related data is included in the main text.

Acknowledgments: We would like to express our gratitude to everyone at Dintora, a specialized
shichimi shop, for generously providing us with the experimental space. We also thank Kosuke
Ogawa for his valuable assistance in conducting the experiment.

Conflicts of Interest: The authors declare no conflicts of interest.

References
1. Baba, J.; Song, S.; Nakanishi, J.; Yoshikawa, Y.; Ishiguro, H. Instructive Interaction for Redirection of Customer Attention from

Robot to Service. In Proceedings of the 2022 31st IEEE International Conference on Robot and Human Interactive Communication
(RO-MAN), Napoli, Italy, 29 August–2 September 2022; pp. 598–602.

2. Song, S.; Baba, J.; Okafuji, Y.; Nakanishi, J.; Yoshikawa, Y.; Ishiguro, H. Out for in! empirical study on the combination
power of two service robots for product recommendation. In Proceedings of the 2023 ACM/IEEE International Conference on
Human-Robot Interaction, Stockholm, Sweden, 13–16 March 2023; pp. 408–416.

3. Heilman, C.; Lakishyk, K.; Radas, S. An empirical investigation of in-store sampling promotions. Br. Food J. 2011, 113, 1252–1266.
[CrossRef]

4. Peck, J.; Shu, S.B. The Effect of Mere Touch on Perceived Ownership. J. Consum. Res. 2009, 36, 434–447. [CrossRef]
5. Reb, J.; Terry, C. Possession feelings of owner-ship and the endowment effect. Judgm. Decis. Mak. 2007, 2, 107–114. [CrossRef]
6. Wolf, J.R.; Arkes, H.R.; Muhanna, W.A. The power of touch: An examination of the effect of duration of physical contact on the

valuation of objects. Judgm. Decis. Mak. 2008, 3, 476–482. [CrossRef]
7. Iwasaki, M.; Zhou, J.; Ikeda, M.; Onishi, Y.; Kawamura, T.; Nakanishi, H. That Robot Stared Back at Me!: Demonstrating

Perceptual Ability Is Key to Successful Human-Robot Interactions. Front. Robot. AI 2019, 6, 85. [CrossRef]

https://doi.org/10.1108/00070701111177674
https://doi.org/10.1086/598614
https://doi.org/10.1017/S1930297500000085
https://doi.org/10.1017/S193029750000005X
https://doi.org/10.3389/frobt.2019.00085


Biomimetics 2024, 9, 404 17 of 18

8. Mennecke, B.E.; Triplett, J.L.; Hassall, L.M.; Conde, Z.J. Embodied Social Presence Theory. In Proceedings of the 43rd Hawaii
International Conference on System Sciences, Honolulu, HI, USA, 5–8 January 2010; pp. 1–10.

9. Crais, E.; Douglas, D.D.; Campbell, C.C. The intersection of the development of gestures and intentionality. J. Speech Lang. Hear.
Res. 2004, 43, 678–694. [CrossRef] [PubMed]

10. Bakeman, R.; Adamson, L.B. Coordinating attention to people and objects in mother-infant and peer-infant interaction. Child Dev.
1984, 55, 1278–1289. [CrossRef]

11. Kendon, A. Some Functions of Gaze-Direction in Social Interaction. Acta Psychol. 1967, 26, 22–63. [CrossRef]
12. Sakita, K.; Ogawara, K.; Murakami, S.; Kawamura, K.; Ikeuchi, K. Flexible cooperation between human and robot by interpreting

human intention from gaze information. In Proceedings of the IEEE/RSJ International Conference on Intelligent Robots and
Systems, Sendai, Japan, 28 September–2 October 2004; Volume 1, pp. 846–851.

13. Faibish, T.; Kshirsagar, A.; Hoffman, G.; Edan, Y. Human preferences for robot eye gaze in human-to-robot handovers. Int. J. Soc.
Robot. 2022, 14, 995–1012. [CrossRef]

14. Duque-Domingo, J.; Gómez-García-Bermejo, J.; Zalama, E. Gaze control of a robotic head for realistic interaction with humans.
Front. Neurorobotics 2020, 14, 34. [CrossRef]

15. Huang, J.; Xu, W.; Mohammed, S.; Shu, Z. Posture estimation and human support using wearable sensors and walking-aid robot.
Robot. Auton. Syst. 2015, 73, 24–43. [CrossRef]

16. Yamazaki, A.; Yamazaki, K.; Kuno, Y.; Burdelski, M.; Kawashima, M.; Kuzuoka, H. Precision Timing in Human-Robot Interaction:
Coordination of Head Movement and Utterance. In Proceedings of the SIGCHI Conference on Human Factors in Computing
Systems (CHI ’08), Florence, Italy, 5–10 April 2008; pp. 131–140.

17. Yamazaki, K.; Yamazaki, A.; Okada, M.; Kuno, Y.; Kobayashi, Y.; Hoshi, Y.; Pitsch, K.; Luff, P.; vom Lehn, D.; Heath, C. Revealing
gaugian: Engaging visitors in robot guide’s explanation in art museum. In Proceedings of the SIGCHI Conference on Human
Factors in Computing Systems (CHI ’09), Boston, MA, USA, 4–9 April 2009; pp. 1437–1446.

18. Bennewitz, M.; Faber, F.; Joho, D.; Schreiber, M.; Behnke, S. Towards a Humanoid Museum Guide Robot that Interacts with
Multiple Persons. In Proceedings of the 5th IEEE-RAS International Conference on Humanoid Robots, Tsukuba, Japan, 5 December
2005; pp. 418–423.

19. Gehle, R.; Pitsch, K.; Wrede, S. Signaling Trouble in Robot-To-Group Interaction. Emerging Visitor Dynamics with A Museum
Guide Robot. In Proceedings of the Second International Conference on Human-Agent Interaction (HAI ’14), Tsukuba, Japan,
29–31 October 2014; pp. 361–368.

20. Kuno, Y.; Sadazuka, K.; Kawashima, M.; Yamazaki, K.; Yamazaki, A.; Kuzuoka, H. Museum guide robot based on sociological
interaction analysis. In Proceedings of the SIGCHI Conference on Human Factors in Computing Systems (CHI ’07), San Jose, CA,
USA, 28 April–3 May 2007; pp. 1191–1194.

21. Tanaka, F.; Isshiki, K.; Takahashi, F.; Uekusa, M.; Sei, R.; Hayashi, K. Pepper learns together with children: Development of an
educational application. Humanoid Robots (Humanoids). In Proceedings of the 2015 IEEE-RAS 15th International Conference on
Humanoid Robots (Humanoids), Seoul, Republic of Korea, 3–5 November 2015; pp. 270–275.

22. Saerbeck, M.; Schut, T.; Bartneck, C.; Janse, M.D. Expressive robots in education: Varying the degree of social, supportive behavior
of a robotic tutor. In Proceedings of the SIGCHI Conference on Human Factors in Computing Systems (CHI ’10), Atlanta GA,
USA, 10–15 April 2010; pp. 1613–1622.

23. Nakanishi, J.; Kuramoto, I.; Baba, J.; Kohei, O.; Yoshikawa, Y.; Ishiguro, H. Can a Humanoid Robot Engage in Heartwarming
Interaction Service at a Hotel? In Proceedings of the 6th International Conference on Human-Agent Interaction (HAI ’18),
Southampton, UK, 15–18 December 2018; pp. 45–53.

24. Heerink, M.; Krose, B.; Evers, V.; Wielinga, B. Influence of social presence on acceptance of an assistive social robot and screen
agent by elderly users. Adv. Robot. 2009, 23, 1909–1923. [CrossRef]

25. Kim, S.; Kim, J.; Badu-Baiden, F.; Giroux, M.; Choi, Y. Preference for robot service or human service in hotels? Impacts of the
COVID-19 pandemic. Int. J. Hosp. Manag. 2021, 93, 102795. [CrossRef]

26. Shiomi, M.; Shinozawa, K.; Nakagawa, Y.; Miyashita, T.; Sakamoto, T.; Terakubo, T.; Ishiguro, H.; Hagita, N. Recommendation
effects of a social robot for advertisement-use context in a shopping mall. Int. J. Soc. Robot. 2013, 5, 251–262. [CrossRef]

27. Iwamoto, T.; Baba, J.; Nishi, K.; Unokuchi, T.; Endo, D.; Nakanishi, J.; Yoshikawa, Y.; Ishiguro, H. The Effectiveness of Self-
Recommending Agents in Advancing Purchase Behavior Steps in Retail Marketing. In Proceedings of the HRI’21: 9th International
Conference on Human-Agent Interaction, Virtual, 9–11 November 2021; pp. 209–217.

28. Iwamoto, T.; Baba, J.; Nakanishi, J.; Hyodo, K.; Yoshikawa, Y.; Ishiguro, H. Playful Recommendation: Sales Promotion That
Robots Stimulate Pleasant Feelings Instead of Product Explanation. In IEEE Robotics and Automation Letters; IEEE: New York, NY,
USA, 2022; Volume 17, pp. 11815–11822.

29. Okafuji, Y.; Ishikawa, T.; Matsumura, K.; Baba, J.; Nakanishi, J. Pseudo-eating behavior of service robot to improve the
trustworthiness of product recommendations. Adv. Robot. 2024, 38, 343–356. [CrossRef]

30. Jones, E.A.; Carr, E.G. Joint attention in children with autism:Theory and intervention. Focus Autism Other Dev. 2004, 19, 13–26.
[CrossRef]

31. Mundy, P.; Crowson, M. Joint attention and early social communication: Implications for research on intervention with autism.
J. Autism Dev. Disord. 1997, 27, 653–676. [CrossRef]

https://doi.org/10.1044/1092-4388(2004/052)
https://www.ncbi.nlm.nih.gov/pubmed/15212577
https://doi.org/10.2307/1129997
https://doi.org/10.1016/0001-6918(67)90005-4
https://doi.org/10.1007/s12369-021-00836-z
https://doi.org/10.3389/fnbot.2020.00034
https://doi.org/10.1016/j.robot.2014.11.013
https://doi.org/10.1163/016918609X12518783330289
https://doi.org/10.1016/j.ijhm.2020.102795
https://doi.org/10.1007/s12369-013-0180-4
https://doi.org/10.1080/01691864.2024.2321191
https://doi.org/10.1177/10883576040190010301
https://doi.org/10.1023/A:1025802832021


Biomimetics 2024, 9, 404 18 of 18

32. Koegel, R.L.; Frea, W.D. Treatment of social behavior in autismthrough the modification of pivotal social skills. J. Appl. Behav.
Anal. 1993, 26, 369–377. [CrossRef]

33. Huang, C.; Thomaz, A.L. Joint Attention in Human-Robot Interaction. In Proceedings of the AAAI Fall Symposium: Dialog with
Robots, Arlington, VA, USA, 11–13 November 2010.

34. Sidner, C.L.; Lee, C.; Kidd, C.; Lesh, N.; Rich, C. Explorations in engagement for humans and robots. Artif. Intell. 2005, 166,
104–164. [CrossRef]

35. Yonezawa, T.; Yamazoe, H.; Utsumi, A.; Abe, S. Gaze-communicative behavior of stuffed-toy robot with joint attention and eye
contact based on ambient gaze-tracking. In Proceedings of the 9th International Conference on Multimodal Interfaces (ICMI ’07),
Nagoya Aichi, Japan, 12–15 November 2007; pp. 140–145.

36. Biocca, F.; Burgoon, J.; Harms, C.; Stoner, M. Criteria and scope conditions for a theory and measure of social presence. In Presence:
Teleoperators and Virtual Environments; MIT Press: Cambridge, MA, USA, 2001.

37. Richardson, J.; Swan, K. Examing social presence in online courses in relation to students’ perceived learning and satisfaction.
J. Asynchronous Learn. Netw. 2003, 7, 68–88.

38. Spencer, D.H. A Field Study of Use of Synchronous Computer-Mediated Communication in Asynchronous Learning Networks; Rutgers
The State University of New Jersey-Newark: Newark, NJ, USA, 2002.

39. Leite, I.; Martinho, C.; Pereira, A.; Paiva, A. As time goes by: Long-term evaluation of social presence in robotic companions.
In Proceedings of the RO-MAN 2009—The 18th IEEE International Symposium on Robot and Human Interactive Communication,
Toyama, Japan, 27 September–2 October 2009; pp. 669–674.

40. Kiesler, S.; Cummings, J.N. What do we know about proximityand distance in work groups? A legacy of research. Distrib. Work
2002, 1, 57–81.

41. Pereira, A.; Oertel, C.; Fermoselle, L.; Mendelson, J.; Gustafson, J. Responsive joint attention in human-robot interaction. In Pro-
ceedings of the 2019 IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS), Macau, China, 3–8 November
2019; pp. 1080–1087.

42. Iwasaki, M.; Ikeda, M.; Kawamura, T.; Nakanishi, H. State-Transition Modeling of Human–Robot Interaction for Easy Crowd-
sourced Robot Control. Sensors 2020, 20, 6529. [CrossRef]

43. Iwasaki, M.; Zhou, J.; Ikeda, M.; Onishi, Y.; Kawamura, T.; Nakanishi, H. Acting as if Being Aware of Visitors’ Attention
Strengthens a Robotic Salesperson’s Social Presence. In Proceedings of the 7th International Conference on Human-Agent
Interaction (HAI ’19), Kyoto, Japan, 6–10 October 2019; pp. 19–27.

44. Sacks, H.; Schegloff, E.A.; Jefferson, G. A Simplest Systematics for the Organization of Turn-Taking for Conversation. Language
1974, 50, 696–735. [CrossRef]

45. Garfinkel, H. Studies in Ethnomethodology; Prentice-Hall: Englewood Cliffs, NJ, USA, 1967.
46. Goodwin, C. Co-Operative Action; Cambridge University Press: Cambridge, UK, 2018.
47. Schegloff, E. Sequence Organization in Interaction: A Primer in Conversation Analysis; Cambridge University Press: Cambridge,

UK, 2007.
48. Uchida, T.; Minato, T.; Ishiguro, H. Opinion attribution improves motivation to exchange subjective opinions with humanoid

robots. Front. Robot. AI 2024, 11, 1175879. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

https://doi.org/10.1901/jaba.1993.26-369
https://doi.org/10.1016/j.artint.2005.03.005
https://doi.org/10.3390/s20226529
https://doi.org/10.1353/lan.1974.0010
https://doi.org/10.3389/frobt.2024.1175879

	Introduction 
	Related Works 
	Service Robots 
	Shared Attention (Joint Attention) 
	Social Presence 

	Method 
	Experiment 1: Shared Attention for Enhancing Social Presence 
	Hypotheses 
	Conditions 
	System 
	Results and Discussion 
	Content of the Robot’s Statements 
	Timing of Robot’s Statements Regarding Customer’s Gaze 


	Experiment 2: Posture Recognition for Improving the Acceptance of Suggestions 
	Hypotheses 
	Conditions 
	Experimental Setting 
	Customer Posture Detection 
	Posture Criteria 

	Results and Discussion 

	Conclusions 
	References

