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Abstract

:

The traditional methods for predicting the distribution of albacore (Thunnus alalunga) fishing grounds have low performance and accuracy. Uneven sampling can result in unreasonable evaluation indicators. To address these issues, three methods, equi-frequency, K-means clustering algorithm, and 1-R split, were applied to discretize the catch per unit effort (CPUE) of albacore in the South Pacific from 2016 to 2021 and partition the fishing grounds into abundance levels. Eight machine learning models were used to predict the fishing grounds. In addition to the traditional evaluation index based on confusion matrix, top-k index was also used to evaluate the accuracy of fishery abundance predictions. The results showed that (1) When sampling is unbalanced, the reported accuracy does not fully represent the actual performance of the model in predicting the abundance of albacore in the fishing ground. F1 value can be used as the index of the model effect and stability. (2) In binary classification, the quartile stacking algorithm has the best stacking performance, with F1 0.89. (3) The top-1 prediction accuracy of three-category fishery forecasting is the highest at 0.74, and the top-1 prediction accuracy of five-category fishery forecasting is the highest at 0.54. (4) The top-k accuracy of classification of fisheries with multiple abundance using K-means is significantly better than that of equal frequency discretization (p < 0.001). The top-k evaluation index was used to predict the fishing grounds of albacore across multiple abundance levels for the first time in this study, which is significant for pioneering a new method for this application and which provides a demonstration of the development of artificial intelligence techniques for fisheries in the future.
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Key Contribution: This paper compared and analyzed the influence of different discrete methods on the prediction of fishing grounds by several machine learning methods. Additionally, a top-k index was first used to describe the fault tolerance rate of different discrete methods for albacore fishing ground forecasts. These methods’ applications provide a more abundant prediction method for tuna fishery forecasts based on artificial intelligence in the future.










1. Introduction


The albacore (Thunnus alalunga) is a pelagic fish that inhabits open ocean waters in tropical and temperate regions worldwide, including the Atlantic, Pacific, and Indian Oceans [1]. As a top predator in the marine food chain, albacore play an important role in marine ecology and are also an important economic target in fisheries [2]. As a highly migratory species, the movements and habits of albacore also provide valuable insights into the complex dynamics of open marine ecosystems [3]. However, the impacts of climate change, overfishing, and bycatch on albacore populations highlight the need for increased measures to protect this valuable species and its widespread habitat [4]. Therefore, understanding how to establish a stable and accurate model for predicting the spatiotemporal distribution of albacore through remote sensing technology has become an urgent problem.



The distribution of albacore is influenced by various environmental factors, and previous studies typically included various marine environmental variables as indicators of the spatiotemporal distribution of tuna [5]. Vertical seawater temperature (ST) directly affects the spatial and vertical distribution of albacore [6]. Chlorophyll-a concentration (CHL) has an indirect effect on the distribution of albacore [7] and sea surface height anomaly (SSHA) may also affect their distribution [8]. The salinity of seawater is considered to play an important role in modeling the distribution of albacore tuna [9]. In addition, sea surface wind speed (WS) may cause changes in mixed layer depth (MLD), which in turn could result in changes in the vertical distribution of albacore. Eddy kinetic energy (EKE) causes changes in other marine environments, indirectly affecting the population of albacore [10]. Large scale climate events such as El Niño and La Niña can have an impact on the migration and distribution of albacore [4,11], as seen in the observed correlation between the Southern Oscillation Index and the fishing of albacore tuna. In addition, research on the life cycle of albacore tuna has shown that the Pacific intergenerational oscillation index affects the sensitivity of mid- to upper-sea-level fish [12].



In the era of big data, artificial intelligence algorithms are rapidly developing and maturing. In recent years, researchers have begun using machine learning algorithms, and especially supervised learning algorithms, to construct prediction models for fishing grounds [13,14]. Early artificial neural networks were used to predict albacore fishing grounds in the South Pacific [15], but were limited to algorithms to explore the relationship between environmental factors and catch per unit effort (CPUE). Moreover, due to the easy overfitting of neural networks, the low accuracy of actual deployment models requires further improvement in their robustness and accuracy. Ensemble learning algorithms, such as random forest [16] in the Indian Ocean and boosted regression trees [17] in the Tonga EZZ have been applied to the prediction of tuna fisheries. STK (stacking) models are unique in their prediction accuracy around fisheries, and their performance for fishing ground forecasting was better than other single models and integrated learning [18].



In previous studies on predicting tuna fishing grounds, the traditional classification method of high and low fishing grounds was the third percentile method [16]. This method takes the first point of the third percentile of CPUE as the dividing line and divides the fishing grounds into low-yield fishing grounds and high-yield fishing grounds through CPUE [19]. However, this method cannot avoid the problem of imbalanced sampling [20]. An imbalance in the proportion of majority and minority classes can cause a model to bias predictions in favor of the majority class, resulting in high accuracy but often limiting recall and accuracy [21]. Although imbalanced sampling can sometimes be addressed with data augmentation methods such as oversampling, undersampling, and reinforcement learning based on generative adversarial networks, the lack of clear boundaries in the multi-dimensional feature space of the abundance level of fishing grounds prevents the accuracy of the model from being improved solely through simple feature engineering [22].



This study hypothesizes that a new method of dividing the abundance levels of fishing grounds will improve the predictive performance of the model (Figure 1). Three different methods of dividing fishing grounds, equal frequency division, cluster division, and 1-R division, were used to classify fishing ground abundance prediction as a binary or multi-class classification problem. Eight machine learning methods, including advanced ensemble learning, were applied to the dataset, and the top-k evaluation index was used as a novel metric for evaluating the predictions of fishing ground abundance levels. The relationship between the accuracy of the model’s prediction of albacore fishing ground abundance and the division method was explored, and the concept of model fault tolerance was added to determine how unsupervised learning can guide the classification of fishing ground levels to improve the power of the model’s prediction capabilities.




2. Materials and Methods


2.1. Data Sources


This study used tuna production data from a total of 34 longline vessels provided by Pingtairong Marine Fisheries Group Co., Ltd. (Zhoushan, China) and Jiangsu Yuanyou Marine Fisheries Co., Ltd. (Qidong, China) (Figure 2). The operating ocean area was the South Pacific (0° S–40° S, 160° E–90° W). A total of 27,126 actual fishing records were matched to operational fishing records to a grid of 1° × 1° by month, yielding a total of 4621 samples.



The following 17 marine environmental factors were collected to build the fishing ground prediction models: sea surface temperature (SST); vertical sea surface temperature at a depth of 50–200 m (abbreviated as ST50, ST100, ST200); sea surface salinity (SSS); vertical salinity at a depth of 50–200 m (abbreviated as SS50, SS100, SS200); chlorophyll-a concentration (CHL); sea surface dissolved oxygen concentration (DO); sea surface height anomalies (SSHA); mixed layer depth (MLD); eddy kinetic energy (EKE); Southern Oscillation Index (SOI); photosynthetically active radiation (PAR); wind speed (WS); and Pacific Intergenerational Oscillation Index (PDO). SST, SSS, SOI, and PAR were downloaded from database of National Oceanic and Atmospheric Administration (https://coastwatch.pfeg.noaa.gov (accessed on 20 August 2023)). ST50, ST100, ST200, SS50, SS100, SS200, CHL, DO, SSHA, MLD, EKE, PDO, and WS were downloaded from the Copernicus marine environmental monitoring website (https://data.marine.copernicus.eu (accessed on 20 August 2023)). The temporal resolution of all environmental factors was monthly. The spatial resolution of SST and PAR is 0.04° × 0.04°, and the spatial resolution of all other environmental data was 0.25° × 0.25°. All environmental spatial data were downscaled in Python 3.8 to match the 1° × 1° resolution of the longline fishing data.




2.2. Data Processing


The catch per unit effort (CPUE) was calculated for each 1° × 1° grid cell monthly using the formula [23]:


    C P U E   y , m , i ,   j   =      C a t c h   y , m , i , j       H o o k   y , m , i , j      × 1000  



(1)




where,     C a t c h   y , m , i , j     refers to the count of individuals (ind.) of albacore caught in the unit grid of longitude i and latitude j in year y and month m.     H o o k   y , m , i , j     is the number of hooks in the unit grid of longitude i and latitude j in year y and month m.



Three different partitioning methods were used to discretize CPUE: equal frequency partitioning, K-means-clustering partitioning [24], and 1-R discretization [25]. Equal-frequency partitioning can achieve segmentation boundaries of the third quartile, fourth quartile, and median, and can divide fishing grounds into binary low- and high-abundance areas. The K-means-clustering discretization method divides a continuous variable into several discrete intervals based on the inherent distance and similarity of the data. The 1-R discretization method is a decision tree-based discretization method that divides a continuous variable into several discrete values according to the construction method of the decision tree. Low- and high-abundance fishing grounds were thus represented as “0”and “1” respectively.




2.3. Feature Engineering


This study used Pearson correlation tests to analyze the relationships between environmental factors, screen out highly correlated explanatory variables, and identify correlations between the spatiotemporal and environmental factors and CPUE.



The calculation method was as follows:


    ρ   X , Y   =    E     X −   μ   X       Y −   μ   Y           σ   X     σ   Y       



(2)







X and Y refer to two sets of variables, respectively, μ and σ refer to expected and standard deviation, respectively.



In order to offset the impact between different scales, data were normalized using the following formula:


    X   ′   =    X −   X   m i n       X   m a x   −   X   m i n       



(3)




where,     X   ′    ,   X  ,     X   m i n    , and     X   m a x     refer to the normalized values, actual values, minimum values, and maximum values of the variables, respectively.



This study used a large number of environmental factors as variables to predict albacore fishing ground abundances. Principal Component Analyses (PCAs) were used to analyze the included environmental variables to eliminate data noise and display differences in samples from fishing areas across multiple abundances.




2.4. Modeling Methods


Eight machine learning methods (Table 1) were tested to build prediction models of albacore fishing grounds. The 5-fold cross-validation was used for the selection of model hyperparameters, while main parameters were set in Table 1 for the algorithms.



The STK model combines multiple base learners to form a learner with a stronger generalization ability. The base learner is suitable for strong and stable models such as KNN, RF and XGB. The meta-learner is suitable for models with simple structure and strong generalization ability. ANN has a simple structure and can effectively process the nonlinear part of the data with strong generalization ability. KNN, RF, and XGB were applied as base learners, ANN as meta learners, and the system uses 5-fold cross validation for training. The algorithm flowchart is shown in Figure 3.




2.5. Evaluating Indicators


The confusion matrix (Table 2) summarizes how a classification model performs in the comparison of the predicted and actual values in a dataset [21].



Accuracy (A), Precision (P), recall (R), and harmonic coefficient (F1) scores are performance indicators used to evaluate the effectiveness of classification models. The calculation method was as follows:


  A =    T P + T N   T P + T N + F P + F N     



(4)






  P =    T P   T P + F P     



(5)






  R =    T P   T P + T N     



(6)






  F 1 =    2 × P × R   P + R     



(7)







The RoC curve (receiver operation characteristic curve) is a graphical representation of the performance of binary classification models showing when threshold changes are detected [34]. The area under the RoC curve (AUC) is a single scalar that summarizes the overall performance of the model, without considering the selected classification threshold. AUC = 1.0 indicates a perfect classifier, while AUC = 0.5 indicates that the performance of the classifier is not better than random chance [35].



Top-k accuracy is one of the key indicators for evaluating the classification performance of a model in multi-classification problems [36]. It refers to the probability of the model correctly classifying in the first K-value predictions, where K is a pre-specified positive integer. Top-k accuracy refers to the proportion of the first K results with the highest probability in the prediction results that contain correct labels. Therefore, as the K-value approaches the total number of labels, the model’s fault tolerance increases. When K is 1, the accuracy is equal to the model’s prediction accuracy for the test set. Usually, a higher top-k accuracy implies better classification performance of the model. Compared to traditional accuracy, top-k accuracy is more suitable for classification problems, especially in evaluating model performance when there are a large number of categories [37].




2.6. Statistical Analysis


Python 3.9 was primarily used for statistical analysis in this study. In Python, the modules NumPy and pandas were used for statistical analysis and calculation of large datasets and SciPy was used for Pearson correlation analysis. Feature engineering and machine learning methods came from the scikit-learn, CatBoost, and XGBoost modules. Matplotlib, seaborn, and basemap modules were used for data visualization and geographic information processing.





3. Results


3.1. Distribution of Albacore Fishing Ground in the South Pacific


The albacore fishing grounds were mainly distributed in 10° S–35° S and 160° E–90° W in the South Pacific, with high CPUE in the area of 25° S–35° S and 100° W–130° W (Figure 4). The relationship between monthly average catch and CPUE of South Pacific albacore and time of year (Figure 5) showed that the CPUE reached 41.7 in August, 2021, 43.5 in September, 2020, higher than other months.




3.2. Correlation between Environmental Variables and CPUE of Albacore


Every environmental factor except year, PDO, and WS had significant correlations with CPUE (p < 0.001) (Table 3). SST and DO were the two environmental variables with the highest correlation coefficients. The relationship between SST and CPUE had the strongest negative correlation (−0.48), and the relationship between DO and CPUE presented the strongest positive correlation (0.49).




3.3. Comparative Analysis of Binary Classification Models


The abundance of fishing grounds was divided into low-abundance and high-abundance areas through three discretization methods (Table 4). RoC curves (Figure 6) and PR curves (Figure 7) showed that when the sampling ratio was appropriate, the prediction performance of the ensemble learning model was better than that of the single model in scheme C. The AUC of STK, CAT, and RF reached 0.817, 0.817, and 0.814, respectively. The AP values of STK, CAT, and XGB reached 0.906, 0.914, and 0.91, respectively. Prediction performance by STK (Table 5), when the sampling ratio was relatively balanced, showed higher P and R rates of high-abundance fishing grounds. Using the first quartile resulted in the highest F1 value, reaching 0.89 with an accuracy rate of 0.823. Thus, although the accuracy was higher (reached 0.976) than other segmentation methods, the A and R were lower (reached 0.417 and 0.192). These results suggested that the quartile method was the most appropriate discretization method for dividing high- and low-abundance fishing grounds.




3.4. Comparative Analysis of Multiple Classification Models


The PCA results (Figure 8) indicated that there was no significant difference between various fishing grounds (Table 6) in this study. Principal component PC1 explained 46.07% of the variation, while PC2 explained 13.47%. The clustering discretization division of fishing grounds had the highest accuracy in prediction (top-1), reaching 0.741 (Figure 9) for XGB when the abundance level of the fishing ground was divided into 3 levels. When the abundance level of the fishing ground was divided into 5 levels by clustering division, the precision prediction accuracy of STK was the highest, reaching 0.54. The comparison of the top-k accuracy predicted by each learner (Table 7) showed that the prediction performance of the K-means clustering algorithm for dividing the fishing ground level was significantly better than that of the equifrequency division (p < 0.001), and the same result was also observed in low fault tolerance prediction (p < 0.001).




3.5. Performance of Fishing Ground Forecast Models


The actual test performance of using the quartile method to classify high- and low-abundance fishing grounds and predicting fishing grounds through STK was shown in Figure 10. Figure 10A shows that the STK model performed well in predicting high-abundance fishing grounds, and the prediction model showed that high-abundance fishing grounds appeared in all survey areas, especially between 15° S–35° S and 90° W–130° W, where a higher density of high-abundance fishing grounds are found. Figure 10B shows that the STK model had certain problems in predicting negative categories, i.e., low-abundance fishing grounds. The model exhibited low recall characteristics for low-abundance fishing grounds, and most of the survey areas of 5° S–20° S, 120° W–180° W were classified as low-abundance fishing grounds, corresponding with the previous result.



When CPUE was classified in 3 levels by K-means, the distribution of actual and predicted fishing grounds (Figure 11) showed that high-abundance fishing grounds have a higher probability of occurrence at 90° W–120° W and 25° S–35° S. When CPUE was classified into 5 levels (Figure 12), the distribution of low-abundance and high-abundance fishing grounds predicted by the model was similar to that of low-abundance fishing grounds classified into 3 levels. However, the discrimination performance for high-abundance and low-abundance fishing grounds was poor, because when the sampling ratio difference was too large, the learner was conservative in discriminating minority classes and tended to predict majority classes to achieve the minimum learning loss function.





4. Discussion


4.1. Model Comparison and Analysis


Fishing ground forecasting is a technique that predicts the distribution of specific fish species within a specified time and location based on ocean environmental and historical data, and can be expanded to predict expected catch, fishing season, quantity, and quality [13]. Currently, most fishery forecasts have established the assumption that the life history of marine fish is closely related to the physical and chemical conditions of the ocean [14,18]. Traditional fishing ground predictions are built with habitat index models, generalized linear models, and generalized additive models, which are greatly affected by human factors, have weak generalization ability, difficult feature transformation, and insufficient fitting ability [16,19]. Machine learning is a growing method of data mining, which can explore the potential relationship between environmental variables and fishery abundance, establish the relationship between environmental factors and fishery resource abundance through certain rules, and play an important role in fishery forecasting research. Compared to traditional habitat index models and linear models, machine learning algorithms are capable of mining large-scale, complex, variable, and high-dimensional ocean data information, with a stronger ability to fit data and achieve high-precision and high-generalization ability in fishing ground forecasting [18].



A single machine learning model such as KNN, LR, SVM, or ANN can achieve good fishing ground prediction results. Compared with a single model, the ensemble learning algorithm can provide more accurate prediction power and better prediction generalization by building multiple learners, sampling and forecasting random forests through bootstrapping, and selecting prediction results through boosting in XGB and CAT. RF had better performance compared to linear models and ANN, predicting the habitat distribution characteristics of the spring short octopus in Haizhou Bay and its relationships with environmental factors [38]. Additionally, several ensemble algorithms were applied to estimate the biomass of major economically important crabs in Zhoushan fishing grounds, and XGB had the best estimation effect [39]. CAT was uniquely applied to forecast the albacore fishery in the South Pacific Ocean and has shown greater advantages than other single models. STK had a superior performance in predicting potential fishing areas for target fish species in the fishing grounds, thanks to advantages in combating data noise, non-Gaussian distribution, and non-linear relationships compared to other models. It was found that in predicting albacore fishing grounds in the South Pacific with STK, models had higher accuracy compared to other machine learning models. Mugo and Saitohused 2020 applied machine learning models to model the overall habitat of bonito in the western Pacific Ocean, and the results showed that ensemble learning algorithms have higher generalization ability compared to other models [40].



We propose three main reasons why the STK model had superior performance in predicting fishing grounds. (1) For fishing ground label classification, KNN, RF, and XGB had superior performance and were more stable compared to other models, making overfitting less likely to occur. However, due to insignificant differences between fishing grounds, the performance upper limit of secondary learners is low, and the accuracy of predictions is greatly affected by the distribution of data. The STK model integrates relatively stable and accurate KNN, RF, and XGB, and uses a structurally simple ANN as a meta learner to further prevent model overfitting, resulting in better performance in fishery label classification tasks. (2) The use of the 5-fold cross validation method fully utilizes the entire dataset, reduces the risk of overfitting, and improves the model’s generalization ability. (3) Considering that CPUE does not always follow a normal distribution, multiple methods of separating data were tested to avoid various problems caused by imbalanced data during model prediction.




4.2. Impact of Environmental Factors on Model Prediction


The life history of albacore is closely related to ocean temperature, salinity, dissolved oxygen concentration, and sea level height [41]. As large-scale migratory marine bony fish, albacore are usually distributed in tropical and temperate waters, and their abundance is highly correlated with temperature. This may be because warm water is suitable for albacore to lay eggs, and during the spawning period, the development and survival rate of eggs and juveniles greatly depends on the appropriate temperature [42]. Appropriate water temperature also helps to maintain the stability of water quality, providing suitable environmental conditions to support the growth and development of juvenile fish. In addition, warm waters nurture more bait organisms, with short life-cycle cephalopods and small fish serving as prey for albacore. Prey habitats are widely distributed in temperate and tropical waters [43], providing more feeding opportunities for albacore. Albacore prefer high-salinity waters, as high-salinity waters often imply relatively stable water masses and higher biological suitability [44]. As a top predator, albacore require continuous swimming to breathe [4], and albacore caught by longline fishing are rarely found in low dissolved oxygen concentrations [1]. Albacore have a higher CPUE in the range of dissolved oxygen concentrations around 240 mol/L [45]. Albacore prefer waters with higher dissolved oxygen levels than other tuna species [46]. Abnormalities in sea level height are often closely related to changes in ocean circulation and marine environment, and the variation in sea surface height is mainly related to factors such as ocean currents, water masses, and tides as a characterization of ocean hydrodynamics [47]. Abnormal changes in sea level height may lead to corresponding changes in the migration path and distribution range of albacore, which are closely related to the occurrence of mesoscale eddies [48]. Albacore are sensitive to the flow and changes in the marine environment, and find suitable temperature, salinity, and dissolved oxygen conditions through changes in the distribution of ocean circulation.



Chlorophyll-a concentration, photosynthetic effective radiation, and eddy energy have indirect effects on the distribution of albacore. The concentration of chlorophyll-a is directly related to the level of primary productivity [49], but albacore have a high trophic level and do not directly consume primary productivity. However, the distribution of albacore fishing grounds is still indirectly affected by chlorophyll concentration and photosynthetically active radiation. Photosynthetically active radiation (PAR) is the main driving force for the growth and reproduction of phytoplankton in the ocean [8,41], and phytoplankton are an important food source for albacore prey organisms. Appropriate photosynthetic and effective radiation conditions can promote the growth of phytoplankton, thereby providing abundant food resources and attracting the aggregation of albacore. The correlation between eddy energy and CPUE is relatively small. EKE is calculated through ocean current velocity and affects the three-dimensional distribution of circulation, water temperature, and chlorophyll, indirectly affecting the distribution of albacore fishing grounds [10].



Albacore have vertical distribution patterns correlated with vertical temperature, salinity, and mixed layer depth. Changes in temperature and salinity of vertical water layers in the ocean have a direct impact on the ecological processes of growth, development, reproduction, metabolism, and migration distribution of marine organisms [50,51]. Albacore are active in water layers below 100 m, with an optimal water temperature of 20–26 °C and a salinity range of 35.6–35.9. It was reported that environmental factors in different water layers have varying effects on the CPUE of albacore [52]. Depth of the mixed layer (MLD) also has an effect on the vertical distribution of albacore. The hydrological properties of the mixed layer in the same sea area follow the same trends, and environmental factors such as temperature and salinity are similar. In tropical latitudes, the vertical distribution of albacore follows a day-night pattern, in which albacore occupy shallow and warmer waters above MLD at night and deeper and cooler waters below MLD during the day. However, in temperate latitudes, albacore are almost exclusively found in shallow waters above MLD [5].



In recent years, global climate change has significantly impacted marine ecosystems, and typical climate events have altered the habitat distribution of marine organisms to some extent [53]. Climate change has a significant impact on the life history of albacore. Lehodey showed subtropical albacore had low replenishment levels during El Niño and high replenishment levels during La Niña, which is opposite to the patterns of bonito (Katsuwonus pelmis) and yellow-finned tuna (Thunnus albacares) [54]. The low correlation between CPUE and PDO may have been due to the low number of years collecting longline fishing logs, which was consistent with previous studies and had a high correlation with SOI. Besides, the short time series in this study contains less abnormal climate information, and it is easy to ignore the influence factors of climate change on tuna distribution when training data.




4.3. Impact of Different Partitioning Methods on the Model


The area of research on albacore tuna in the South Pacific is mostly distributed in the southwestern Pacific Ocean west of the Cook Islands [15,18], and there is relatively little research on the distribution of albacore in the southeastern Pacific Ocean. The main research area for this study was the Cook Islands, providing a more comprehensive reference for the prediction and application of albacore tuna fishing grounds in the South Pacific. Overall, there was significant agreement between the predicted and actual locations of most fishing grounds. However, the main reasons for the relatively few deviations in predictions of high abundance fishing grounds may have been (1) long line fishing operations have a large spatial span [19]; (2) additionally, the actual distribution of fishing grounds is relatively discrete and outlier fishing grounds may have not been considered as positive classes by the model; (3) finally, due to the large study area, the difference in environmental factors was not significant, which may lead to a decrease in the classification performance of the model (Figure 9).



The proportion of samples used to generate data labels is one of the main factors influencing the effectiveness of classifying fishing area abundance levels [20,21]. When studying large ocean areas, the effects of marine environment, fishing factors, and human factors are difficult to estimate. Therefore, the definition and discrimination of fishing area levels can offset the influence of these unpredictable factors [22]. When fishing grounds are defined in two levels, the sampling ratio may be imbalanced, and the model may bias the prediction results towards the majority class to improve accuracy. Although STK performed better than other models, its overall generalization ability decreased, and there may be a concurrent decrease in the recall rate of low abundance fishing grounds in actual fishing ground prediction (Figure 11), especially in predicting low-abundance fishing grounds at higher latitudes. Multi-level classification methods can be used to avoid the problem of imbalanced sample partitioning. The forecast results support the conclusion that the prediction effect of multi-class abundance is better than that of binary classification prediction models (Figure 11 and Figure 12). Moreover, this study suggests the top-k indicator is most appropriate for multi-level classification of fishing ground forecasts.




4.4. Outlook


Using methods other than equal frequency partitioning to divide CPUE can cause imbalanced sampling, which can lead to a model leaning towards the majority class prediction and resulting in low recall or accuracy in the prediction results. In addition, the division of spatiotemporal distribution was based on 1° × 1° degree and monthly units, and there was a significant lag in time measuring fishing ground predictions in practice. There was no continuous large-scale data support in the data collection process and the actual operation dates and locations of fishing grounds could not be standardized. Multiple spatial and space resolutions can be used to compare the forecast resolution in future studies. Further, it is not economically feasible to meet the requirements of an ideal survey with standardized sampling times and methods, resulting in unavoidable error. Optimization algorithms such as particle swarm optimization, simulated annealing algorithm, and genetic algorithm can be introduced in subsequent work to achieve rapid model convergence and improve modeling efficiency and robustness. In addition, in the current relevant studies, the tuna forecasting model mostly took a single species as the response variable, but seldom considered the interactions between species. Therefore, joint species distribution models can also be used to explore the relationship between species in subsequent studies.





5. Conclusions


This research used different discretization methods to divide the CPUE of the South Pacific albacore in different ways. These division methods were used to evaluate indicators for imbalanced sampling and the problem of predicting fishery abundance was transformed into a classification problem. Fishery abundance was divided into 2, 3, and 5 levels. Multiple machine learning algorithms were tested to predict fishery abundance levels through remote sensing environmental factors. The accuracy and stability of STK were found to be higher than those of other models. However, due to the inherent circumstances of fishery production data, there are shortcomings in predicting the temporal aspects of fishing grounds. Therefore, in the future, it is necessary to improve the collection and organization of fishery data and further study the environmental attribute values of fishing grounds to reflect the marine environment more accurately. The implementation of these improvements will provide more reliable and real-time fishery and environmental information for fishing ground prediction models, thereby more accurately predicting and guiding fishery production. In addition, climate change challenges for tuna fisheries require more diverse and accurate fishery forecasting techniques. A variety of forecasting methods and technologies can provide suitable fishing programs that will contribute to the sustainable management of tuna fisheries.
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Figure 1. Flowcharts of research on comparing the models of albacore fishing grounds in the South Pacific Ocean. 
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Figure 2. Monthly average catch of Pingtairong Marine Fisheries Group Co., Ltd. and Jiangsu Yuanyou Marine Fisheries Co., Ltd. 
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Figure 3. Flowchart of Stacking algorithm. 
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Figure 4. Average albacore CPUE distribution monthly in the South Pacific. 
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Figure 5. Monthly average catch and CPUE changes of albacore tuna in the South Pacific. 
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Figure 6. Six discretization methods were used to segment CPUE, and eight learners were used to predict the RoC curve obtained from 25% of the training set. (A) Median, (B) Third percentile first quantile, (C) Quartile first quantile, (D) Quintile second quantile, (E) K-means clustering, (F) 1-R partition nodes. 
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Figure 7. 6 segmentation CPUE methods and 8 binary classifiers were used to predict the relationship between probability, positive class recall, and accuracy. (A) Median, (B) Third percentile first quantile, (C) Quartile first quantile, (D) Quintile second quantile, (E) K-means clustering, (F) 1-R partition nodes. 
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Figure 8. PCA analysis was applied for 18 environmental factors and mapped all abundance levels of fishing grounds to PC1 and PC2. (A) Third percentile method. (B) K-means clustering for K = 3. (C) Fifth percentile method. (D) K-means clustering for K = 5. 
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Figure 9. (A) Top-3 accuracy of each learner’s prediction of fishery abundance after discretizing and segmenting fishery abundance levels using the third percentile method. (B) Top-3 accuracy of using the K-means clustering algorithm to divide fishery abundance levels by K = 3; (C) Top-5 accuracy predicted by using quintile discretization to segment the abundance level of fishing grounds; (D) Top-5 accuracy of using K-means clustering algorithm to classify the abundance level of fishing grounds with K = 5. 
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Figure 10. (A) The distribution of real and predicted fishing grounds for high abundance fishing grounds in the test set, and (B) the distribution of real and predicted fishing grounds for low abundance fishing grounds in the test set. 
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Figure 11. The abundance of fishing grounds was divided into 3 levels by K-means clustering and modeled using the STK methods. (A) The actual low abundance fishing grounds and prediction points, (B) the actual medium abundance fishing grounds and prediction points, and (C) the actual high abundance fishing grounds and prediction points. 
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Figure 12. The abundance of fishing grounds was divided into 5 levels by K-means clustering and modeled using the STK method. (A) actual lowest abundance fishing grounds and prediction points, (B) actual low abundance fishing grounds and prediction points, (C) actual medium abundance fishing grounds and prediction points, (D) actual high abundance fishing grounds and prediction points, and (E) highest abundance fishing grounds and prediction points. 
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Table 1. Introduction and parameters of machine learning models in the research.
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	Model
	Introduction
	Parameters





	K-Nearest Neighbors (KNN) (reproduced from Springer, 2020) [26]
	The KNN classification algorithm is an algorithm that only considers the K training set data closest to the new data.
	K = 9, weight: distance

K is the amount of nearest neighbors.



	Logistic Regression (LR) (reproduced from American Heart Association, 2008) [27]
	LR is a classic classification algorithm widely used in fields such as life sciences, social sciences, and finance.
	penalty coefficient = 1.2,

max_iterate = 100.



	Support Vector Machine (SVM) (reproduced from Springer, 1998) [28]
	SVM is a powerful classification algorithm which finds an optimal line or surface (also known as a hyperplane), divides the data into two categories, and maximizes the spacing between the two categories.
	penalty coefficient = 1



	Artificial Neural Network (ANN) (reproduced from Fish. Res, 2008) [29]
	ANN is a model widely used in fields such as image, audio, and natural language processing.
	HiddenLayerSizes = 20, learning rate: adaptive



	Random Forest (RF) (reproduced from Mach. Learn, 2001) [30]
	Random Forest is an ensemble learning algorithm based on decision trees.
	n_estimators = 300



	Extreme Gradient Boosting (XGB) (reproduced from CRAN, 2015) [31]
	XGBoost is an efficient implementation of gradient lifting trees that combines various techniques such as tree pruning and feature subsampling.
	n_estimators = 200, learning rate = 0.05



	CatBoost (CAT) (reproduced from Ad. Neural. Infor. Process. Syst., 2018) [32]
	CatBoost is a machine learning algorithm based on gradient lifting methods that supports tasks such as classification, regression, and sorting.
	n_estimators = 200, learning rate = 0.05



	Stacking (STK) (reproduced from Mach.Learn, 2004) [33]
	Stacking is an integrated learning technique that combines different models to achieve higher accuracy in the final prediction.
	Estimators = {KNN, RF, XGB}, meta_learner = ANN, cv = 5










 





Table 2. Confusion matrix.
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	Actual Positive Class
	Actual Negative Class





	Predict positive class
	TP (True positives)
	FP (False positives)



	Predict negative class
	FN (False negatives)
	TN (True negatives)










 





Table 3. Pearson correlation analysis between environmental factors and CPUE.






Table 3. Pearson correlation analysis between environmental factors and CPUE.





	Variables
	Correlation
	p





	Year
	−0.00
	0.81



	Month
	0.27
	<0.05



	Lat
	−0.37
	<0.05



	Lon
	0.12
	<0.05



	SOI
	0.13
	<0.05



	PDO
	0.01
	0.48



	SST
	−0.48
	<0.05



	CHL
	−0.05
	<0.05



	SSS
	−0.17
	<0.05



	DO
	0.49
	<0.05



	SSHA
	0.06
	<0.05



	WS
	−0.02
	0.28



	MLD
	0.37
	<0.05



	PAR
	−0.23
	<0.05



	EKE
	−0.06
	<0.05



	ST50
	−0.46
	<0.05



	SS50
	−0.32
	<0.05



	ST100
	−0.39
	<0.05



	SS100
	−0.37
	<0.05



	ST200
	−0.36
	<0.05



	SS200
	−0.42
	<0.05










 





Table 4. Number and imbalance of different methods for classifying fishing ground abundance levels.
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	Scheme
	Division Basis
	Number of High Abundance Fishing Grounds
	Number of Low Abundance Fishing Grounds
	Imbalance Rate





	A
	Median
	2312
	2311
	1



	B
	Third percentile first quantile
	3097
	1526
	2



	C
	Quartile first quantile
	3467
	1156
	3



	D
	Two fifths percentile
	2774
	1849
	1.5



	E
	K-means clustering
	650
	3973
	6



	F
	1-R partition nodes
	102
	4521
	44










 





Table 5. STK was used to predict the A-F group, selecting a classification threshold of 0.5.
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	Scheme
	A
	P
	R
	F1





	A
	0.744
	0.743
	0.746
	0.744



	B
	0.746
	0.773
	0.879
	0.822



	C
	0.823
	0.833
	0.955
	0.89



	D
	0.753
	0.771
	0.837
	0.802



	E
	0.925
	0.828
	0.589
	0.688



	F
	0.976
	0.417
	0.192
	0.263










 





Table 6. Proportion of fishery abundance samples divided by equal frequency and K-means clustering.






Table 6. Proportion of fishery abundance samples divided by equal frequency and K-means clustering.





	Scheme
	Segmentation Method
	Parameter
	Sample Proportion





	A
	Third percentile method
	-
	1: 1: 1



	B
	K-means clustering
	K = 3
	2872: 1415: 336



	C
	Fifth percentile method
	-
	1: 1: 1: 1: 1



	D
	K-means clustering
	K = 5
	1972: 1538: 683: 317: 106










 





Table 7. Differential analysis of Top-k prediction performance using paired sample t-test.
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	Scheme
	Scheme
	Top-k
	t
	p





	A
	B
	1
	−43.392
	<0.001



	A
	B
	2
	−33.639
	<0.001



	C
	D
	1
	−20.906
	<0.001



	C
	D
	2
	−19.472
	<0.001



	C
	D
	3
	−13.458
	<0.001



	C
	D
	4
	−16.306
	<0.001
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