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Abstract: The spin Hall effect for the model Hamiltonian of graphene with Rashba spin–
orbit coupling is analyzed by means of a recently derived quantum kinetic theory of the
linear response for multi-band electron systems. The latter expresses the interband part of
the density matrix in terms of the intraband occupation numbers, which can be obtained as
solutions of a Boltzmann transport equation. The analysis, which, in the case of the model
here considered, can be carried out in a completely analytical way, thus provides an effective
pedagogical illustration of the general theory. While our results agree with those previously
obtained with alternative approaches for the same model, our comparatively simpler and
more physically transparent derivation illustrates the advantages of our formalism when
dealing with non trivial multi-band Hamiltonians.

Keywords: spin–orbit coupling; Rashba coupling; electron transport; quantum kinetic
theory; spin Hall effect; quantum transport

1. Introduction
Recently, we have derived a linear response (LR) formula for weakly disordered multi-

band electron systems [1], within the context of the Keldysh non-equilibrium quantum field
theory. This result has extended to disordered systems the derivation of the quantum kinetic
theory initially obtained for pure multi-band electron systems [2]. Graphene [3] and van
der Waals heterostructures [4], where the spin–orbit coupling (SOC) may be proximized by
transition-metal dichalcogenides (TMDs) [5,6], have been over the last decade an intensive
field of research because it is an ideal platform for spintronics [7–15]. It has been pointed
out that the proximized SOC can be effectively described by the usual graphene continuum
Hamiltonian [16] with the addition of a Rashba term [17,18]. For brevity, we refer to this
model as the Dirac–Rashba model, emphasizing the linear-in-momentum spectrum and
the SOC due to reduced symmetry. Other SOC terms may also be added depending of the
specific reduced symmetry induced by the nearby TMD [6,9].

The spin Hall effect and the current-induced spin polarization (CISP) have been the-
oretically studied by means of the Kubo formula within the Matsubara Green’s function
approach [19–25], the Eilenberger quasi-classical Green’s function approach [26], the Boltz-
mann Equation [27], first-principle calculations [28,29], and density-functional theory [30].
The Dirac–Rashba model is, therefore, an ideal case for testing the efficiency of our LR
formula, also considering the increasing importance of this model and its generalizations
for van der Waals heterostructures [31–33].

The model enjoys particle–hole symmetry in the sense that the spectrum is invariant
by the inversion of the Fermi energy εF with respect to the Dirac point. In the following,
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for the sake of definiteness, we will focus on the case of the Fermi level at positive energy.
Furthermore, as it will be shown in the following, the model has two distinct physical
regimes depending on the strength of the SOC constant with respect to the Fermi energy. In
particular, regime I is characterized by the Fermi level intersecting only one band, whereas
in regime II two bands cross the Fermi level. In both cases, the symmetry of the Rashba
SOC requires the vanishing of the spin Hall current in the bulk for a uniform and stationary
electric field [20]. This implies an exact compensation of the intrinsic spin Hall current
originating from the non trivial Berry phase by disorder corrections, with some disorder
scattering being necessary to insure a steady state in presence of an electric field. Such
exact compensation has been found previously to occur in the 2D electron gas [34–36]. To
capture this key effect in the diagrammatic approach one needs to include the so-called
vertex corrections [20], whose algebraic complexity grows very fast with the number of
bands involved. In [1], a direct connection between our LR formula and the Kubo formula
in the Matsubara formalism has been proven, in the sense that each term of our formula has
a counterpart in the diagrammatic language, with our LR formalisms capturing the vertex
corrections in the ladder approximation. As we are able to show below, the two distinct
physical regimes referred to above are both described by our LR formula once one has
taken into account the proper solution of the Boltzmann equation. We will show here that
the two regimes indicated above differ by the way the disorder scattering gives rise to the
electron self-energy for a multi-band Hamiltonian. In regime II, when all possible bands
cross the Fermi level, the (anti-hermitian part of the) electron self-energy is proportional to
the identity in the Hilbert space upon which the multi-band Hamiltonian is acting. This
is no longer the case in regime I. In the language of our LR formula, the two regimes are
then characterized by the vanishing or not of the term directly connected to the electron
self-energy. In our opinion, the rich physical behavior of the Dirac–Rashba model illustrates
well how our LR formula can be used and then provides a benchmark for applying it to
more challenging multi-band Hamiltonians.

Our aim is to keep a pedagogical tone in our discussion, which will have the following
layout. In the Section 2, we summarize and briefly explain our quantum kinetic formulation
of the LR. In Section 3, we introduce the model Hamiltonian and illustrate its spectrum and
eigenstate structure. In Section 4, we start applying our formula, with a first step consisting
in the resolution of the Boltzmann system of equations for the band occupation numbers.
The latter are used as an input for the evaluation of the spin Hall conductivity, which is
carried out in Section 5. Finally, in Section 6, we conclude and provide some outlook for
further applications of our formalism.

2. The Linear Response Formula
Let us assume a multi-band N × N Hamiltonian matrix ĥ(p) with p the kinetic elec-

tron pseudomomentum. Such an Hamiltonian matrix can be a “toy” model or an effective
low-energy approximation of a realistic Hamiltonian. In the following sections we will
specialize to the Dirac–Rashba model, but for the time being we do not need to specify it
further. We also assume a weak static disorder in the form of a dilute random distribution of
point scattering potentials treated at the level of the self-consistent second Born approxima-
tion. The disorder potential is taken to be delta-correlated, i.e., ⟨V(x)V(x′)⟩ = niv2

0δ(x− x′),
where ⟨. . . ⟩ indicates the average over the random distribution, ni is the impurity con-
centration, and v0 the scattering amplitude. Then, the LR for the gauge invariant Wigner
function [37] is obtained as [1]:

ρ̂(1) = ∑
n

f (1)n P̂n + ∑
n ̸=m

ρ̂
(1)
nm, (1)
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with P̂n the projector into the eigenspace associated with the eigenvalue εn of ĥ [38] i.e.,
associated with the nth band of the system. The key property and usefulness of the gauge
invariant Wigner function [37,39] is that it yields the expectation value of any single particle
observable, Ô, in the form of its local density, ⟨ρo⟩(x), as a trace of its Weyl symbol ô(x, p):

⟨ρo⟩(x) =
∫ dd p

(2πh̄)d Tr[ρ̂(x, p) ô(x, p)]. (2)

The f (1)n are the occupation number functions in momentum space for the different
bands, while the off-diagonal components ρ̂

(1)
nm = P̂nρ̂(1)P̂m encode the interband quantum

coherences. At the level of the LR to an external electric field, the occupation number
functions are solution of the following system of coupled linear Boltzmann Equations (here
below nFD(εn) is the equilibrium Fermi–Dirac distribution for the n-th energy band):

∂t fn + vn · ∂x fn + eE · ∂pnFD(εn) = In, (3)

with the collision integral for the n-th equation given by

In = ∑
m

∫
˜
p

δ(ε̃m − εn)Wnm

(
˜
fm − fn

)
, (4)

where, for later notational convenience,

∫
˜
p
≡

∫ dd

˜
p

(2πh̄)d

and where the scattering kernel between bands n and m reads

Wnm =
2πniv2

0
h̄

Tr
[
P̂n ˜

P̂m
]
. (5)

fn and
˜
fm depend on momenta p and

˜
p, respectively. In the spatially uniform case, the

solution of Equation (3) with its full collision integral is completely equivalent to the
intraband part of the LR in the Kubo diagrammatic formalism with vertex corrections in
the ladder approximation, as shown in [1,40]. Once the occupation numbers fn are known,
the off-diagonal components of the density matrix are obtained as [1]

ρ̂
(1)
nm =− ih̄

[
nFD(εn)− nFD(εm)

εn − εm
(eE) +

1
2

∂x( fn + fm)

]
·
(
∂p P̂n

)
P̂m − ih̄

2(εn − εm)

2πniv2
0

h̄
× · · ·

· · · ×∑
q

∫
˜
p

[
δ
(
ε̃q − εn

)(
˜
fq − fn

)
+ δ

(
ε̃q − εm

)(
˜
fq − fm

)]
P̂n ˜

P̂q P̂m. (6)

The above formula shows that the off-diagonal components of the Wigner function ap-
pear as “slave variables”, in the sense that they are entirely determined from the occupation
numbers fn. Taken together, Equations (3) and (6) provide a U(1)× SU(N) gauge invariant
quantum geometric decomposition of the LR between the occupation number functions and
the off-diagonal components of the Wigner function. In this article, we will use Equation (6)
to study the transverse spin Hall current response to a uniform and static electric field in
the limit of an infinite system. The latter assumption simply means that we will not be
concerned with boundary effects. This allows us to neglect the explicit consideration of
the gradient term in the first square brackets of Equation (6). The first term in the square
brackets of Equation (6) has the form of the LR for a pure system in the absence of disorder
scattering. This term, which we will refer to as the intrinsic term, is responsible for instance
for the quantum geometric contribution to the Hall conductivity, found to be a topological
invariant [41]. The introduction of disorder, as long as the Fermi level lies in an energy gap,



Condens. Matter 2025, 10, 4 4 of 16

does not affect it or yields subleading corrections in a power expansion in the impurity con-
centration. The second term, which contains the impurity concentration is due to disorder.
We will refer to this term as the disorder term. This term contains the occupation numbers
fn, which are the solution of the Boltzmann system (3) above. As we will see in detail later
on, the fn scale with the inverse of impurity concentration, so that the disorder-induced
term of Equation (6) is actually independent of the impurity concentration and remains
finite in the limit of vanishing disorder. As shown in the diagrammatic approach [19,20,22],
the spin Hall conductivity of the pure system, which is clearly independent of the impurity
concentration, is exactly canceled by the vertex corrections induced by the disorder scatter-
ing. These vertex corrections manifest, in the present formalism, in the disorder term of the
Formula (6). Further details about this quantum kinetic formulation of the LR, and its the
derivation, can be found in [1] and we will not repeat them here. Nevertheless, we want to
emphasize that our Equations (3) and (6) can be directly used for any multi-band electron
system, starting from the sole knowledge of the free electron Hamiltonian ĥ(p) assumed to
provide a reasonable description of its electronic structure in the vicinity of the Fermi level.
In the following Sections we will illustrate, with the consideration of the Dirac–Rashba
model, how the above Equations (3) and (6) can be used in practice to evaluate a specific
physical observable, namely the spin Hall current.

3. The Hamiltonian of the Dirac–Rashba Model
The Hamiltonian of graphene (at fixed valley), in the presence of Rashba spin–orbit

coupling, reads
ĥ(p) = vσs0 · p + λ(σ1s2 − σ2s1), λ > 0, (7)

where σ and s are two sets of Pauli matrices describing graphene-lattice and spin degrees
of freedom and σisj is a Kronecker product. σ0 and s0 indicate the identity matrix for lattice
and spin degrees of freedom. In the following, we set v = 1 for simplicity. The above
Hamiltonian has four eigenvalues, εn, which are labeled as follows

ε1 = −λ − µp, ε2 = λ − µp, ε3 = −λ + µp, ε4 = λ + µp, (8)

where µp ≡
√

p2 + λ2. The energy band εn are displayed in Figure 1.

Figure 1. Energy bands of the Dirac–Rashba model. The blue and red horizontal straight lines mark
the Fermi level for regimes I and II, respectively. In the plot, we set λ = 1.

A Dirac point occurs at the origin in momentum space, where bands (in blue in
Figure 1) ε2 and ε3 meet. Conversely, bands ε1 and ε4 only exist at energy εF < −2λ or
εF > 2λ, respectively. The region of energies (−2λ, 2λ) is sometimes called the pseudo-gap.
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We now consider the form of the projectors which are necessary to evaluate the LR
formula discussed in the previous Section. By indicating with ϕ the angle between the
momentum p and the x axis, the n-th eigenvector reads [19,20]

|n, p⟩ = βn

(
(−1)n+1ie−iϕ, αn, (−1)n+1iαn, eiϕ

)T
, (9)

where
αn =

εn

p
, βn =

p

2
√

µp|εn|
. (10)

The projectors are obtained as P̂n = |n, p⟩⟨n, p| and read

P̂n = β2
n


1, (−1)n+1ie−iϕαn, e−iϕαn, (−1)n+1ie−2iϕ

(−1)nieiϕαn, α2
n, (−1)niα2

n, e−iϕαn

eiϕαn, (−1)n+1iα2
n α2

n, (−1)n+1ie−iϕαn

(−1)nie2iϕ, eiϕαn, (−1)nieiϕαn, 1

. (11)

One can easily check that ∑n P̂n = 1. Notice that our choice of phase for the
eigenvector (9) is irrelevant because our formula is expressed in the terms of the projectors,
which are invariant with respect to the choice of the phase. In the actual calculations, in the
following, we will transform a trace over projectors into products of matrix elements of the
observables taken between the eigenstates (9). The insensitivity to the phase choice remains
however guaranteed, since the initial formula is expressed in terms of the projectors.

The projectors can be easily expanded in terms of the set of matrices σisj [20]. We will
not do this here because it is not necessary. However, in Appendix A, we do provide the
expansion for the angle average of the projectors, which will be needed in the evaluation of
the LR formula. We also point out that all relevant physical observables can be defined in
terms of the set of matrices σisj. For instance, the electrical current flowing along the x axis
is given by σ1s0 and the spin current flowing along the y axis and with spin polarization
along the z axis is given by (h̄/2)σ2s3. In Appendix B, we provide the expression of the
matrix elements of several observables.

For the sake of definiteness, we take the chemical potential εF > 0 (cf. Figure 1). Due
to the symmetry of the energy spectrum (8), the case for εF < 0 can be easily obtained.
We also notice that for εF > 0, there are two distinct regimes. We have regime I, when
0 < εF < 2λ and only band ε3 crosses the Fermi level (marked by a blue horizontal line in
Figure 1). Regime II occurs when εF > 2λ and both bands ε3 and ε4 cross the Fermi level
(marked by a red horizontal line in Figure 1).

4. The Solution of the Boltzmann Equation for the Occupation Numbers
In order to solve the Boltzmann equation for the distribution functions fn, we will need

the square of the absolute value of the overlap between eigenstates at different momenta
(ϕ and

˜
ϕ, being the angles of p and

˜
p with the x axis and ∆ϕ = ϕ −

˜
ϕ). By using the

result (A15) in Appendix B, we have

|⟨np|m
˜
p⟩|2 = 4(βn

˜
βm)

2
[
(αn

˜
αm + cos(ϕ −

˜
ϕ))2δm+n,2k + sin2(ϕ −

˜
ϕ)δm+n,2k+1

]
. (12)

This immediately allows us to derive the scattering kernel matrix (5) as

Wnm(ϕ −
˜
ϕ) =

2πniv2
0

h̄
1
4

 ((2λ+εF) cos(ϕ−
˜
ϕ)+εF)

2

(εF+λ)2
(ε2

F−4λ2) sin2(ϕ−
˜
ϕ)

(ε2
F−λ2)

(ε2
F−4λ2) sin2(ϕ−

˜
ϕ)

(ϵ2
F−λ)2

((εF−2λ) cos(ϕ−
˜
ϕ)+εF)

2

(εF−λ)2

, (13)
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where the momenta p and
˜
p are evaluated at the Fermi level for the two bands, i.e.,

pF,3 =
√

εF(εF + 2λ) and pF,4 =
√

εF(εF − 2λ) when εF > 2λ in regime II. When εF < 2λ,
in regime I, we have only one Fermi momentum pF,3 =

√
εF(εF + 2λ). Notice how diagonal

(off-diagonal) matrix elements of Wnm correspond to even (odd) combinations of n + m. To
this end, we have introduced the notation with the Kronecker symbol δn+m,2k, meaning
that the sum of n and m is an even integer with k an integer. Similarly δn+m,2k+1 means that
n + m is an odd number. The presence of these Kronecker symbols in the matrix elements
defines an important way in which the model behaves and we will rely heavily on this to
simplify our calculations.

In the presence of a static and uniform electric field and in the regime of degeneracy
of the Fermi gas, the system of Boltzmann Equations (3) reduces to

−(eE) · ∂pεn δ(εn − εF) = ∑
m

∫
˜
p

δ(
˜
εm − εn)Wnm

(
˜
fm − fn

)
, (14)

which can be solved by iteration. We observe that ∂pεn = ∂pεnp̂ ≡ vnp̂, with
p̂ = ( p̂x, p̂y) ≡ (cos(ϕ), sin(ϕ)) the unit vector in the direction of the momentum p. The
solutions of the system (14), with the electric field taken along the x axis for the sake of
definiteness, can be sought in the form

fn = −eEx p̂x
h̄

2πniv2
0

δ(εn − εF) f̄ n, (15)

where f̄ n is a Fermi surface constant for the energy band εn. The equation for the functions
f̄ n reads

vn = ∑
m

Dm

∫ 2π

0

d
˜
ϕ

2π
Wnm(ϕ −

˜
ϕ)(cos(ϕ −

˜
ϕ) f̄ m − f̄ n), (16)

where we have introduced the density of states at the Fermi level of the n-th energy band

Dn =
∫

p
δ(εn − εF), (17)

and Wnm = (h̄/2πniv2
0)Wnm. Explicitly, the expressions for the velocities and the densities

of states at the Fermi level are, in both regimes I and II,

v3 =

√
εF(εF + 2λ)

εF + λ
, v4 =

√
εF(εF − 2λ)

εF − λ
, D3 =

εF + λ

2πh̄2 , D4 =
εF − λ

2πh̄2 . (18)

In order to solve Equation (16), we need the following averages

∫ 2π

0

d
˜
ϕ

2π
Wnm(ϕ −

˜
ϕ) =

1
4

 ε2
F+(εF+2λ)2/2

(εF+λ)2
ε2

F−λ2

2(ε2
F−λ2)

ε2
F−λ2

2(ε2
F−λ2)

ε2
F+(εF−2λ)2/2

(εF−λ)2

 (19)

and ∫ 2π

0

d
˜
ϕ

2π
cos(ϕ −

˜
ϕ)Wnm(ϕ −

˜
ϕ) =

1
4

 εF(εF+2λ)
(εF+λ)2 0

0 εF(εF−2λ)
(εF−λ)2

. (20)

The last equation shows that, in fact, the system (16) actually decouples in independent
equations. For the solution of Equation (16), we must discuss separately the two regimes I
and II. In regime I, we have only one equation with solution

f̄ 3 = −16πh̄2 pF,3

ε2
F + 4λ2

. (21)
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In regime II, we have instead

f̄ 3 = −8πh̄2 pF,3

ε2
F

, f̄ 4 = −8πh̄2 pF,4

ε2
F

. (22)

Notice how the expression for f̄ 3 is continuous at the value εF = 2λ when moving
from regime I to regime II. Once obtained the occupation numbers in the presence of the
electric field, we can insert them into the expression (6) for the off-diagonal part of the
density matrix. This will be done in the next Section.

5. The Interband Density Matrix and the Evaluation of the Spin
Hall Conductivity

We evaluate the spin Hall conductivity σsH by considering the first and third term in
Equation (6). The Weyl symbol for the spin current flowing along the y axis (recall that
the electric field has been taken along the x axis) and with spin polarization along the z
axis reads

Ĵz
y =

h̄
2

σ2s3. (23)

Specifically, we write (n ̸= m)

⟨Jz
y⟩(int) =

h̄
2 ∑

n,m

∫
p

Tr
[
ρ̂
(int)
nm σ2s3

]
≡ σsH,intEx (24)

for the intrinsic part and

⟨Jz
y⟩(dis) =

h̄
2 ∑

n,m

∫
p

Tr
[
ρ̂
(dis)
nm σ2s3

]
≡ σsH,disEx (25)

for the disorder-induced part. Here, σsH,int and σsH,dis denote the intrinsic and disorder
contributions, respectively.

5.1. The Geometry-Induced Intrinsic Term

In the presence of a uniform and static electric field, the intrinsic term reduces to the
first term in the first square brackets of Equation (6). We have

σsH,int = i
eh̄2

4 ∑
n ̸=m

∫
p

nFD(εn)− nFD(εm)

εn − εm
Tr
[
σ2s3(∂px P̂n)P̂m

]
. (26)

By noting the projectors relation with n ̸= m

(∂px P̂n)P̂m =
1

εn − εm
P̂n(∂px ĥ(p))P̂m (27)

we get

σsH,int = i
eh̄2

4 ∑
n ̸=m

∫
p

nFD(εn)− nFD(εm)

(εn − εm)2 Tr
[
σ2s3P̂nσ1s0P̂m

]
. (28)

By using the expression of the matrix elements evaluated in Appendix B, we have

σsH,int = i
eh̄2

4 ∑
n ̸=m

∫
p

nFD(εn)− nFD(εm)

(εn − εm)2 I23
mn I10

nm. (29)



Condens. Matter 2025, 10, 4 8 of 16

The only dependence on the direction of the momentum p comes from the matrix
elements I23

mn (cf. Equation (A14)) and I10
mn (cf. Equation (A12)). We may then perform the

angle integration at once

∫ 2π

0

dϕ

2π
I23
mn I10

mn = 4i(βmβn)
2(α2

m − α2
n). (30)

After recalling the expression for αn and βn (cf. Equation (10)), we obtain

σsH,int =
eh̄2

16 ∑
n ̸=m

∫
p

nFD(εn)− nFD(εm)

(εn − εm)

εm + εn

µ2
p

. (31)

From the above expression, it is clear that there can be no terms involving pairs of band
related by particle-hole symmetry such as the pair with bands ε1 and ε4 or the pair with
bands ε2 and ε3. Furthermore, regime I is defined by nFD(ε1) = nFD(ε2) = 1, nFD(ε4) = 0
and nFD(ε3) = θ(εF − ε3). Instead in regime II, one has nFD(ε1) = nFD(ε2) = 1, and
nFD(ε3) = θ(εF − ε3), nFD(ε4) = θ(εF − ε4). In performing the momentum integration,
it is useful to make the change of variable µdµ = pdp and, by considering the pairs
(n, m) = (1, 3), (2, 4), (3, 4) and adding an extra factor of 2 to keep track of the terms with
the indices n and m interchanged, we obtain in regime II

σsH,int =
e

16π

(
λ
∫ ∞

εF+λ

dµ

µ2 − λ
∫ ∞

εF−λ

dµ

µ2 − 1
λ

∫ εF+λ

εF−λ
dµ

)
, (32)

where the three integrals in round brackets correspond to pairs of band (1, 3), (2, 4) and
(3, 4), respectively. In regime I, we have instead, because µ > λ > 0 and εF − λ < 0,

σsH,int =
e

16π

(
λ
∫ ∞

εF+λ

dµ

µ2 − λ
∫ ∞

λ

dµ

µ2 − 1
λ

∫ εF+λ

λ
dµ

)
. (33)

Hence

σsH,int = − e
16π

εF(εF + 2λ)

λ(εF + λ)
, Regime I : εF < 2λ (34)

σsH,int = − e
8π

ε2
F

ε2
F − λ2

Regime II : εF > 2λ. (35)

Equations (34) and (35) reproduce the well-known result for the spin Hall conductivity
in the absence of disorder [20,42].

5.2. The Disorder-Induced Term

We now focus our attention on the term induced by disorder. By using the ansatz (15),
we obtain (ϕ and

˜
ϕ, being the angles of p and

˜
p with the x axis)

σsH,dis = i
eh̄2

4

∫
p

∫
˜
p

∑
n,m,q

ηnm
˜
δF,q

[
δF,n(˜

c f̄ q − c f̄ n) + δF,m(˜
c f̄ q − c f̄ m)

]
Tr
[
σ2s3P̂n ˜

P̂q P̂m
]
,

where δF,n ≡ δ(εn − εF), ηnm = (εn − εm)−1,
˜
c = cos(

˜
ϕ), c = cos(ϕ). It is convenient to

split the above contribution in the form

σsH,dis = σA + σB, (36)
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where

σA = i
eh̄2

4

∫
p

∫
˜
p

∑
n,m,q

ηnm
˜
δF,q˜

c f̄ q[δF,n + δF,m]Tr
[
σ2s3P̂n ˜

P̂q P̂m
]

(37)

and

σB = −i
eh̄2

4

∫
p

∫
˜
p

∑
n,m,q

ηnm
˜
δF,qc

[
δF,n f̄ n + δF,m f̄ m

]
Tr
[
σ2s3P̂n ˜

P̂q P̂m
]
. (38)

The reason for this splitting is motivated by the fact the integration over the momentum

˜
p contains a factor

˜
c in the case of σA, whereas such a factor does not appear for σB. Then

the two terms involve different angle averages of the projector
˜
P̂q under the trace symbol.

By using the result of Appendix A, we have

∫
˜
p ˜

δF,q ˜
c

˜
P̂q =

pF,qsign(εF)

16πh̄2 (σ1s0 + (−1)qσ0s2), (39)

and∫
˜
p ˜

δF,q ˜
P̂q =

1
8πh̄2

[
(εF + (−1)q+1λ)σ0s0 + (−1)q+1

(
λσ3s3 −

εF
2
(σ1s2 − σ2s1)

)]
. (40)

In the first equation above, pF,q is the Fermi momentum of the energy band εq. Hence,
in regime I, we may have only the term with q = 3 in the sum, whereas in regime II, we
have q = 3 and q = 4. In the second equation above, the terms with the factor (−1)q+1

cancel in the sum over q in regime II. This implies that in regime II, the second equation
yields a term proportional to the identity matrix. In the diagrammatic language [20], the
integration of the projectors yields the anti-hermitian part of the retarded Green’s function
self-energy. As stated in the Introduction, this corresponds to the fact that in regime II, the
self-energy is proportional to the identity matrix. As a result of being proportional to the
identity matrix, the product of the two projectors in Equation (38) P̂n and P̂m under the
trace vanishes because of orthogonality with n ̸= m. Hence, in regime II, σB = 0 identically.
We may then rewrite the two contributions σA and σB as

σA = i
e

64π ∑
q

∑
n ̸=m

∫
p

pF,q f̄qηnm(δF,n + δF,m)I23
mn(I10

nm + (−1)q I02
nm) (41)

and

σB = −i
e

32π ∑
q
(−1)q+1 ∑

n ̸=m

∫
p

cos(ϕ) ηnm(δF,n f̄n + δF,m f̄m)I23
mn

(
λI33

nm − εF
2

I12−21
nm

)
. (42)

In the derivation of the last two equations, we have converted the traces in products
of matrix elements and used the result of Appendix B, i.e.,

Tr
[
σisj P̂nσksl P̂m

]
= Iij

mn Ikl
nm. (43)

In both Equations (41) and (42), we perform first the integration over the direction of
the momentum p by defining

Lq
mn =

∫ 2π

0

dϕ

2π
I23
mn(I10

nm + (−1)q I02
nm) (44)

and

Mmn =
∫ 2π

0

dϕ

2π
cos(ϕ)I23

mn

(
λI33

nm − εF
2

I12−21
nm

)
. (45)
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Equations (41) becomes then

σA = i
e

32π ∑
q

∑
n ̸=m

∫
p

pF,q f̄qδF,n ηnmLq
mn, (46)

which has been obtained by exchanging the indices n and m and using the property
ηmn = −ηnm and Lq

nm = −Lq
mn. In the same way, Equation (42) becomes

σB = −i
e

16π ∑
q
(−1)q+1 ∑

n ̸=m

∫
p

ηnmδF,n f̄n Mmn. (47)

By using the expression of the matrix elements in Appendix B, we obtain

Lq
mn = 4i(βmβn)

2
[
δn+m,2kδm+q,2k(α

2
m − α2

n) + δn+m,2k+1(αm + αn)(δm+q,2kαm − δm+q,2k+1αn)
]

(48)

and
Mmn = 2i(βmβn)

2(αm − αn)(λ(1 − αmαn)− (−1)nεFαmαm)δm+n,2k. (49)

After recalling the expression for αn and βn in Equation (10), we have

Lq
mn = i

1
4µ2

p

[
δn+m,2kδm+q,2k(ε

2
m − ε2

n) + δn+m,2k+1(εm + εn)(δm+q,2kεm − δm+q,2k+1εn)
]

(50)

and
Mmn = i

p
8µ2

p
(εm − εn)(2λ + (−1)nεF)δm+n,2k, (51)

where in the last equation, we used the fact that αmαn = 1 only if both n and m are even or
odd as required from the factor δm+n,2k. As we mentioned, the contribution due to σB only
exists in regime I, when only band ε3 crosses the Fermi level. In the expression for σB in
the sum over q and n, only the term with q = n = 3 remains. Because of the constraint
given by the factor δm+n,2k in the expression for Mmn, there remains only the term with
m = 1. Hence

σB = −i
e

16π

∫
p

η31δF,3 f̄3M13 =
e

16π

pF,3 f̄3

16πh̄2
εF − 2λ

εF + λ
, (52)

which is valid only in regime I.
In order to evaluate σAwe must examine the expression of Lq

mn. In principle there may be
six different pairs for the indices m and n, i.e., (m, n) = (1, 2), (1, 3), (1, 4), (2, 3), (2, 4), (3, 4).
Because the expression for Lq

mn contains the factor εm + εm, we can exclude the pairs (1, 4)
and (2, 3), as these are related by particle–hole symmetry and εm + εm = 0. Then, we also
observe that if both m and n are even (odd), then necessarily, q must be even (odd). This
leaves only four possible combinations: L3

13, L4
24, L3

34 and L4
34, whose expressions read

L3
13 = i

λ

µp
(53)

L4
24 = −i

λ

µp
(54)

L3
34 = i

µp − λ

2µp
(55)

L4
34 = −i

µp + λ

2µp
. (56)
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The expression for σA is

σA = i
e

32π

∫
p

pF,3 f̄3

[
δF,3(η31L3

13 + η34L3
43) + δF,4η43L3

34

]
(57)

+ i
e

32π

∫
p

pF,4 f̄4

[
δF,4(η42L4

24 + η43L4
34) + δF,3η34L4

43

]
. (58)

Hence in regime I, we obtain

σA = − e
16π

pF,3 f̄3

16πh̄2

[
2λ

εF + λ
+

εF
λ

]
, (59)

while in regime II, we obtain

σA = − e
16π

[
pF,3 f̄3

8πh̄2

(
λ

εF + λ
+

εF − λ

λ

)
+

pF,4 f̄4

8πh̄2

(
− εF + λ

λ
− λ

εF − λ

)]
. (60)

Then in regime I, by summing σA and σB, we have

σsH,dis = − e
16π

pF,3 f̄3

16πh̄2

[
2λ

εF + λ
+

εF
λ

− εF − 2λ

εF + λ

]
= − e

16π

pF,3 f̄3

16πh̄2
ε2

F + 4λ2

λ(εF + λ)
. (61)

By recalling the expression (21) for f̄3 and that for pF,3 one obtains the final expression
for the disorder-induced contribution to the spin Hall conductivity in regime I (εF < 2λ)

σsH,dis =
e

16π

εF(εF + 2λ)

λ(εF + λ)
, (62)

which is the opposite of the intrinsic contribution (34), thus yielding a zero spin Hall
conductivity. It is interesting to remark that in the diagrammatic analysis of [20], the
cancellation of the spin Hall conductivity in regime I is obtained after a careful consideration
of the two types of contributions described by the Streda formula [43]. In the Streda formula
decomposition, type-I and -II contributions refer to processes at and far away from the Fermi
surface, respectively. In the present formulation, we provide a different decomposition.
First, we single out the intrinsic term, which exists in the absence of disorder as well.
Secondly, we describe the disorder-induced contributions both as Fermi surface terms,
associated with in and out terms in kinetic equation language.

In regime II (εF > 2λ) , finally, by recalling the corresponding expressions for f̄ 3 and f̄ 4

f̄ 3 = −8πh̄2
√

εF(εF + 2λ)

ε2
F

, f̄ 4 = −8πh̄2
√

εF(εF − 2λ)

ε2
F

, (63)

because σB = 0, we have

σsH(dis) =
e

8π

ε2
F

ε2
F − λ2

, (64)

which exactly cancels the intrinsic term (35). We then recover the results obtained in [20] by
the diagrammatic approach. It may be worthwhile to recall that the exact cancellation of the
intrinsic and disorder-induced contributions to the spin Hall conductivity is by no means
accidental. In fact, in [20] it was shown that the diagrammatic result of the cancellation,
while being perturbative with respect to the effect of disorder, is actually consistent with
general expectations based on the Ward identities derived from the symmetry properties of
the model.
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6. Conclusions
In this paper, we have applied the LR formula previously derived for a multi-band

Hamiltonian [1] to the case of the Dirac–Rashba model describing graphene with SOC.
The model presents two distinct physical regimes depending on the position of the Fermi
level. The model, though analytically tractable, presents a rich structure, which makes
it an ideal testing ground for showing the usefulness of the LR formula, which, together
with the solution of the Boltzmann equation for the band occupation numbers, yields the
expected exact cancellation of the spin Hall conductivity for a static and uniform electric
field. Although this result has been already established in the past [19,20], in our opinion,
the present method is much simpler and physically transparent. Furthermore, the method
presented here can be applied, perhaps with the support of numerical evaluations, to more
challenging Hamiltonians [9–11,44–47]. These include, for instance, graphene with TMDC
monolayer stacked with arbitrary twist angles [11], graphene with laterally-patterned
proximity-induced SOC [9], and graphene/TMD multilayers with Rashba-engineered SOC
by twist angles [10]. Furthermore, our model can be generalized to include both more
complex disorder scattering and higher order terms beyond the Born approximation. To do
this, one must adopt the appropriate self-energy, which appears at the initial stages of the
derivation of our LR formalism from Keldysh theory [1].
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Appendix A
We consider the average of the projector (11) over the direction of the momentum

∫ 2π

0

d ϕ

2π
P̂n = βn


1 0 0 0
0 α2

n (−1)niα2
n 0

0 (−1)n+1iα2
n α2

n 0
0 0 0 1

. (A1)

By introducing the matrices

σ3s3 =


1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 1

, σ1s2 − σ2s1 = 2i


0 0 0 0
0 0 1 0
0 −1 0 0
0 0 0 0

, (A2)
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we obtain∫ 2π

0

d ϕ

2π
P̂n =

1
2

β2
n(σ0s0 + σ3s3) +

1
2

β2
nα2

n(σ0s0 − σ3s3) +
(−1)n

2
β2

nα2
n(σ1s2 − σ2s1), (A3)

which can be also written as∫ 2π

0

d ϕ

2π
P̂n =

1
4

σ0s0 +
(−1)n+1

4
sign(εn)λ

µp
σ3s3 +

(−1)n

8
|εn|
µp

(σ1s2 − σ2s1). (A4)

Equation (A4) makes apparent the completeness relation of the projectors.
In the same way, we may consider the first harmonic of the projector

∫ 2π

0

d ϕ

2π
cos(ϕ) P̂n =

1
2

βnαn


0 (−1)n+1i 1 0

(−1)ni 0 0 1
1 0 0 (−1)n+1i
0 1 (−1)ni 0

. (A5)

By introducing the matrices corresponding to the charge current along the x axis and
spin polarization along the y axis, respectively,

σ1s0 =


0 0 1 0
0 0 0 1
1 0 0 0
0 1 0 0

, σ0s2 = i


0 −1 0 0
1 0 0 0
0 0 0 −1
0 0 1 0

, (A6)

we finally obtain

∫ 2π

0

d ϕ

2π
cos(ϕ)P̂n =

1
8

sign(εn)p
µp

(σ1s0 + (−1)nσ0s2). (A7)

Appendix B
In this appendix, we derive explicit expressions for the matrix elements of some of

the matrices σisj. In general, we may write the matrix element between the state |m, p⟩
and |n, p⟩

Iij
mn ≡ ⟨m|σisj|n⟩ =

4

∑
a,b=1

(um
a )

∗un
b (σisj)ab, (A8)

where un
a indicates the a-th component of the n-th eigenstate (9). In addition to the

matrices (A2) and (A6), we further introduce the matrix corresponding the spin Hall
current flowing along the y axis and with spin polarization along the z axis (notice the
actual physical observable has an extra factor of h̄/2)

σ2s3 = i


0 0 −1 0
0 0 0 1
1 0 0 0
0 −1 0 0

. (A9)

We obtain

I33
mn = 2βmβn(1 − αmαn)δm+n,2k, (A10)

where the Kronecker delta δm+n,2k indicates that the sum n + m must be an even integer,
with k an integer. We also have
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I12−21
mn = 4(−1)nβmβn αmαnδm+n,2k, (A11)

I10
mn = 2βmβn[(αm + αn) cos(ϕ)δm+n,2k + i(αm − αn) sin(ϕ)δm+n,2k+1], (A12)

I02
mn = 2(−1)nβmβn(αm + αn)[cos(ϕ)δm+n,2k − i sin(ϕ)δm+n,2k+1], (A13)

I23
mn = 2βmβn[i(αm − αn) cos(ϕ)δm+n,2k − (αm + αn) sin(ϕ)δm+n,2k+1]. (A14)

We also need, to include disorder scattering effects, the matrix elements between a
state |n, p⟩ and a state |m,

˜
p⟩ given by

⟨np|m
˜
p⟩ = 2βn

˜
βm

[
(αn

˜
αm + cos(ϕ −

˜
ϕ))δm+n,2k − i sin(ϕ −

˜
ϕ)δm+n,2k+1

]
, (A15)

where all quantities
˜
αm,

˜
βm,

˜
ϕ depend on momentum

˜
p.
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