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Abstract: Temperature measurement is essential in industries. The advantages of resistance temperature
detectors (RTDs) are high sensitivity, repeatability, and long-term stability. The measurement performance
of this thermometer is of concern. The connection between RTDs and a novel microprocessor system
provides a new method to improve the performance of RTDs. In this study, the adequate piecewise
sections and the order of polynomial calibration equations were evaluated. Systematic errors were found
when the relationship between temperature and resistance for PT-1000 data was expressed using the
inverse Callendar-Van Dusen equation. The accuracy of these calibration equations can be improved
significantly with two piecewise equations in different temperature ranges. Two datasets of the resistance
of PT-1000 sensors in the range from 0 ◦C to 50 ◦C were measured. The first dataset was used to establish
adequate calibration equations with regression analysis. In the second dataset, the prediction temperatures
were calculated by these previously established calibration equations. The difference between prediction
temperatures and the standard temperature was used as a criterion to evaluate the prediction performance.
The accuracy and precision of PT-1000 sensors could be improved significantly with adequate calibration
equations. The accuracy and precision were 0.027 ◦C and 0.126 ◦C, respectively. The technique developed
in this study could be used for other RTD sensors and/or different temperature ranges.

Keywords: resistance temperature detectors; piecewise calibration equation; regression analysis

1. Introduction

Temperature measurement is essential in different industries. Temperature sensors that are widely
used are thermocouples, thermistors, and resistance temperature detectors (RTDs) [1]. RTDs have a positive
temperature coefficient for a metal’s resistance and good stability in various environments, so RTDs
are most commonly used for temperature measurement [2,3]. Recently, the Platinum-1000 (PT-1000),
with a resistance value of 1000 Ohm at 0 ◦C, was developed to enhance its sensitivity. The relationship
between PT-1000 resistance and temperature has been published [4]. The Callendar-Van Dusen (CVD)
equation is usually used to express the relationship between resistance and temperature [3]. In practical
application, the major problem using this sensor is the linearization of the relationship between temperature
and resistance.

To enhance the accuracy of the RTDs, three linearization methods are proposed: direct solving
of the Callendar-Van Dusen equation, a single linear approximation method, and a piecewise linear
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approximation method [5]. The method of solving the Callendar-Van Dusen equation is widely used.
However, it requires solving the high-order polynomial equation. A single linear approximation method is
the least accurate and can only be used for a small temperature range. The piecewise linear approximation
method involves look-up of a temperature table and solving of the approximation results by an interpolation
method, with the longest execution time.

The use of hardware design to linearize the nonlinear signal has been proposed by researchers.
Sanyal et al. [6] described an analog signal conditioning circuit by operating an amplifier based on a
logarithmic circuit. Pradhan and Sen [7] reported a lead compensation technique for three-wire resistance
temperature detectors, and the accuracy of this technique was within 0.1%. Sen [8] presented a new
lead wire compensation technique for two-wire RTDs, and this technique could reduce the effect of
the lead resistance. Chauhan and Neelakantan [9] introduced a novel current excited signal processing
mechanism for the RTD PT-1000 sensor but the authors did not mention the performance. Trump [10]
proposed a correlation of the excitation current technique to reduce the linearized error for PT-100, and the
errors were approximately 2% for a 500 ◦C span.

Yang et al. [11] evaluated four interpolation equations for RTDs in the temperature range between 0 ◦C
and 500 ◦C and found that the 3rd and 4th order polynomial equations had better accuracy as the calibration
range was >240 ◦C. Sarkar [12] used a second-order polynomial equation as the calibration equation of an
RTD sensor for temperature range −100 ◦C to 100 ◦C, and the absolute error of this calibration equation
was >10 ◦C. Carvalhaes-Dias et al. [13] introduced a new technique to linearize resistance temperature
detectors by a discrete Brokaw bandgap reference cell and reduced the nonlinearity errors from 1.07 ◦C to
0.14 ◦C in the 0–85 ◦C temperature range.

With the advancements in electronics, novel integrated circuit have become available with
higher operating speed, less computing time, and lower cost. The execution time for solving the
complex higher-order polynomial equation is decreased. Recently, many types of data loggers have
a programmable function, which gives the opportunity to improve the accuracy of the temperature
measurement with nonlinear calibration equations. Sarma and Boruah [14] reported a high-precision
thermocouple with a 9th-order polynomial equation. Chen [15] compared several calibration equations for
four types of thermistors. Chen and Chen [16] evaluated adequate piecewise polynomial equations for
thermocouples of T and K types with the use of regression analysis. Mirza [17] compared the predicted
accuracy for linear, 2nd, and 3rd polynomial calibration equations in the temperature range between 0 ◦C
and 859 ◦C and found nonlinear errors still existed.

The Callendar-Van Dusen Equation is usually used with industrial platinum resistance thermometers
(PRTs) [2,3]. As the temperature is above 0 ◦C, the form of this equation is:

Rs = R0 (1 + ATs + BTs
2) (1)

where Rs is the measured resistance, R0 is the resistance at 0 ◦C, Ts is the standard temperature, A =

3.9083 × 10−3 ◦C−1, and B = −5775 × 10−7◦C−2

When the resistance of RTD elements was measured, two solutions were given:

Ts =
(
−A±

(
A2
− 2B(1−Rt/R0)

)0.5
)
/(2B) (2)

If higher order polynomial equations were used, the temperature calculation is more complex.
Childs et al. [3] reported the error was less than 0.4 ◦C for the linear calibration equation in the

temperature range from 0 to 100 ◦C. Cushing [18] stated that the accuracy of RTDs could be improved by
transmitter–sensor matching with the adjustment of measured errors in the transmitter. However, each
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combination of sensor and transmitter need to be adjusted individually. Preston-Thomas [19] mentioned
that a 15th-order polynomial equation was necessary to obtain the requirement of the high precision.

In this study, we evaluated the fitting-agreement of the inverse Callendar-Van Dusen (CVD) equation
for the relationship between the resistance of PT-1000 and temperature according to IEC751/ITS-90 [4].
We measured the resistance of one kind of PT-1000 sensor at the standard temperature measured by
a thermometer embedded in the calibrator and evaluated the adequate calibration equations with the
use of regression analysis. An inverse calibration equation was adopted to express the relationship
between the temperature and resistance of platinum. The software with these calibration equations was
then embedded into a microprocessor of the data logger. The independent datasets of the measured
resistance and standard temperature were used to evaluate the predication performance of this method.
The validated temperatures were calculated by previous established calibration equations and compared
with the standard temperatures maintained by a temperature calibrator. The improvement of the accuracy
and precision with adequate calibration equation was evaluated. A measurement system of the software
improvement technique for the platinum resistance thermometer was proposed and validated.

2. Materials and Methods

2.1. Calibration Equations

An inverse calibration equation was used to describe the relationship between the temperature
(Ts) and resistance (Rs) of Platinum. The standard temperature is the dependent variable, and the
measured resistance is the independent variable, that is, the RTD temperature is expressed as a function of
its resistance.

Ts = c0 + c1 Rs + c2 Rs
2 + + + cK Rs

k (3)

where c0, c1, c2 to cK are constants.
This technique was used by Looney [5] in the temperature range from −200 ◦C to 0 ◦C.
The inverse CVD equation is as follows:

Ts = d0 + d1 Rs + d2 Rs
2 (4)

where d0, d1, and d2 are constants.

2.2. PRTs Sensor

The AK-HS PT-1000 sensor (Danfoss Co., Ltd., Nordberg, Denmark) was used to establish these
calibration equations and evaluate the predictive performance of the equations. According to the
manufacturer’s specification, the measured range was from −30 ◦C to 50 ◦C for the AK-HS PT-1000 sensor.

2.3. Standard Temperature

The temperature maintained by a temperature calibrator (TC-2000, Scan-Sense As, Norway) was
used as the standard temperature for calibration. The specifications of this equipment were listed
as follows: accuracy of ±0.009% of the reading, resolution 0.01 ◦C, temperature range −40 ◦C to +150 ◦C,
temperature gradient, <0.06 ◦C at 95 ◦C, stability ±0.005 ◦C, best achievable uncertainty <0.03 ◦, and well
depth and diameter 50 and 155 mm, respectively.

2.4. Experimental Procedure

The flowchart of the experiment is presented in Figure 1.
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Measure the resistance of platinum sensors 

(Modelling data) 

Establish the adequate calibration 

equations, Ts = f(Rs) 

Evaluate the predictive performance 

by comparing the Tsv and Tr 

Validate the resistance (Rtv) and then 

calculate the temperature (Tr) by 

previously establish equations 

(Validating data) 

Embed the calibration equations into 

the software of the data logger 

Figure 1. Flowchart of the experiment. Ts is the standard temperatures, Rs is the resistance, Rtv is the
measured resistance for validation, Tsv is the standard temperature for validation, Tr is the temperature
calculated by these calibration equations.

The platinum sensor was placed in the temperature chamber of the TC-2000 calibrator. The chamber
was filled with oil to keep the temperature stable. The calibration temperature ranged from 0 ◦C to 50 ◦C.
Each temperature had five replicates. The total number of calibration points was 204. The resistance of
this sensor was recorded by a data logger (Data Taker DT85, Dundee, Scotland, UK). By rapidly sampling
the function of the data logger, the interval of the sampling was set at 0.2 s, that is, five data points were
sampled at 1 s, and the average value within 1 second sampling was used. Then, the relationship between
standard temperatures (Ts) and the resistance value (Rs) was established with regression analysis.

To validate the predictive performance of the calibration equations, the independent dataset
was used. The other dataset for validation included the measured resistance (Rtv) detected at standard
temperature (Tsv). These calibration equations were written as the software embedded in the Data Taker
data logger. The temperature (Tr) calculated by these calibration equations that were the function of the
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sensor resistance was indicated directly by the data logger. The difference between Tsv and Tr was used as
the quantitative criterion to evaluate the predictive performance.

2.5. Data Analysis

Two datasets were evaluated: the relationship between the resistance of PT-1000 and temperature
according to IEC751/ITS-90 [5] and the measured data between the resistance of the AK-HS PT-1000 sensor
and standard temperature.

The software, SigmaPlot Ver. 12.2, was used to estimate the parameters of the different order
polynomial equations. In these equations, Ts is the dependent variable and Rs is the independent variable.
Residual plots were used as the qualitative criterion to assess the adequacy of the models. The estimated
values of the standard error, s, were used as the quantitative criteria. The statistic method, t-test, based on
t-values of the highest-order parameter, was used to justify the optimal order of polynomial equations.

The error for assessing the predictive ability was defined as follows:

ei = Tsvi − Tri (5)

where i represents the ith results of each measurement, ei is the predictive error of the calibration, Tsvi is
the standard temperature, and Tri is the temperature calculated by calibration equations.

The maximum ei, emax, and minimum ei values, emin were the criteria for extreme value of errors.
The |e|ave value was used to evaluate the accuracy of calibration equations. The smaller the |e|ave,

the better of the accuracy.

|e|ave =

∑
|ei|

n
(6)

where |ei| is the absolute value of ei and n is the number of data points.
estd was used to evaluate the precision of the calibration equation.

estd = (

∑
ei

2

n− 1
)

0.5

(7)

3. Results

3.1. The Resistance of PT-1000 and Temperature According to IEC751/ ITS-90

The distribution of the temperature data for standard temperature versus resistance of the PT-1000
sensor is presented in Figure 2.

The estimated parameters and statistics of regression analysis are listed in Table 1.

Table 1. Three polynomial equations derived from the IEC751/ ITS-90 dataset for the PT-1000 sensor.

Tstd = − 257.82983 + 0.257701233 Rs

s = 0.0311719

Tstd = − 254.5488187 + 0.235322416 Rs – 1.02319 × 10−5 Rs
2

s = 0.0068437

Tstd = − 245.6622833 + 0.235633718Rs + 9.94769 × 10−6 Rs
2 + 8.63646 × 10−11 Rs

3

s = 0.00691618
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Figure 2. Relationship between standard temperature and resistance value of the PT-1000 sensor according
to IEC751/ ITS-90. IEC is the International Electro Technical Commission and ITS is the International
Temperature Scale.

The residual plots of the calibration equations of different-order polynomial equations are in Figure 3.
The linear Figure 3a equations produced a systematic distribution of residual plots. These equations
were the least accurate in comparison with the high-order polynomial equations over the temperature
ranges from 0 to 50 ◦C. The 2nd- Figure 3b and 3rd (not presented)-order polynomial equations present
a systematic distribution of residual plots in the temperature range < 18 ◦C and random distribution of
residual plots in the temperature range > 18 ◦C. The 2nd-order polynomial equation is the form of the
inverse CVD equation. That is, higher-order polynomial equations could not solve the problem of the
systematic distribution of residual plots in the temperature range < 18 ◦C.
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Figure 3. (a) Residual plots of the original data for the linear equation of the PT-1000 sensor; (b) Residual
plots of the original data for the 2nd-order equation of the PT-1000 sensor.

The piecewise calibration method was used to solve this problem of fixed error patterns. Two calibration
equations were used in different temperature ranges. The estimated parameters and statistics of regression
analysis are listed in Table 2. The 2nd-order polynomial equation for two sections of temperature ranges
presented the random distribution of residual plots (not presented in the text).

Table 2. Two polynomial equations derived from the IEC751/ ITS-90 dataset for the PT-1000 sensor.

T < 18 ◦C

Tstd = −256.4102564 + 0.256410256Rs – 2.61707 × 10−18 Rs
2

s = 1.439 × 10−14

T > 18 ◦C

Tstd = −244.8299858 + 0.23407548Rs + 1.07724 × 10−5 Rs
2

s = 0.00785

3.2. AK-HS PT-1000 Sensor

3.2.1. Establishment of Calibration Equations for the AK-HS PT-1000 Sensor

The estimated parameters and statistics of regression analysis are listed in Table 3. From the t-values
for these estimated values of calibration equations, the 3rd-order polynomial equation was the adequate
calibration equation.

The quantitative parameters used for evaluating the four calibration equations are presented in
Table 4.
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Table 3. Calibration equations for measurement data of the AK-HS PT-1000 sensor.

1. 2nd-order polynomial equation

Inverse CVD equation
Tstd = −265.4893924 + 0.2725285 Rs – 7.02128 × 10−6 Rs

2

s = 0.046527

2. 3rd order polynomial equation

a. All data, 0–50 ◦C

Tstd = −397.8397184 + 0.635660816 Rs – 0.000338589Rs
2 + 1.00751 × 10−7 Rs

3

s = 0.044196

b. Temperature range, 0–18 ◦C, Resistance < 1070

Tstd = 901.9206119 – 3.072070317 Rs + 0.00318522 Rs
2
− 1.01503 × 10−6 Rs

3

s = 0.040818

c. Temperature range, 18–50 ◦C, Resistance > 1070

Tstd = −1598.587633 + 3.820069693 Rs – 0.003151828 Rs
2 + 9.28667 ×10−7 Rs

3

s = 0.028756

Table 4. Quantitative parameters used for the evaluation of the four calibration equations for the
measurement data of the AK-HS PT-1000 sensor.

Equation emin emax |e|ave estd

2nd-order
Inverse CVD

3rd order
−0.106 0.126 0.040 0.028

Range 0–18 ◦C −0.080 0.078 0.030 0.021
Range 19–50 ◦C −0.069 0.067 0.024 0.017

The 2nd-order polynomial equations (the inverse CVD equation) had the largest absolute emin, emax,
|e|ave, and estd values. The result indicated that the performance of this equation was not the adequate
model for these equations. The 3rd-order polynomial equations of the two temperature ranges had smaller
absolute emin and emax values than those for all temperature ranges. The |e|ave values represent the accuracy
of the equation. The |e|ave values for the 3rd-order polynomial equations in the temperature ranges 0–18 ◦C
and 18–50 ◦C were 0.030 and 0.024, respectively. The estd values represent the precision of the equation.
The estd values for the 3rd-order polynomial equations in the temperature ranges 0–18 ◦C and 19–50 ◦C
were 0.024 and 0.017, respectively. The calibration equations of the two sections presented the smallest |e|ave

and estd values. The result indicated that both equations had better accuracy than that of other equations.
The piecewise polynomial equations have been used successfully for two types of thermocouples [16].
In this study, the piecewise 3rd-order polynomial equations in different temperature ranges could improve
the measurement performance of the RTD significantly.

3.2.2. Validation of the Prediction Performance of the AK-HS PT-1000 Sensor

Independent measurement was performed to validate the predictive performance of these calibration
equations. The results of the validation of the four calibration equations are listed in Table 5. The distribution
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of predictive errors versus standard temperatures for calibration equations was used to evaluate the
predictive ability.

Table 5. Quantitative parameters used for the evaluation of three calibration equations for the validation
data of the AK-HS PT-1000 sensor.

Equation emin emax |e|ave estd

2nd-order
Ierse CVD
3rd-order

−0.115 0.158 0.037 0.035

Range 0–18 ◦C −0.081 0.066 0.029 0.019
Range 19–50 ◦C −0.089 0.058 0.024 0.015

The inverse CVD equation had the worst predictive performance. The 2nd-order polynomial equation
(the inverse CVD equation) in the temperature range 0–50 ◦C had the largest emin, emax, |e|ave, and estd values.
The |e|ave values for the 3rd-order polynomial equation in the temperature ranges 0–18 ◦C and 19–50 ◦C
were 0.027 and 0.024, respectively. The calibration equations of the two piecewise temperature ranges had
better accuracy.

The estd values for the 3rd-order polynomial equation in the temperature ranges 0–18 ◦C and 19–50 ◦C
were 0.019 and 0.015, respectively. Herein, the calibration equations of the two piecewise temperature
ranges had better precision performance.

4. Discussion

The results of this study indicated that the 2nd-order polynomial equation had a fixed pattern of
residual distribution in the temperature range from 0 to 18 ◦C. The accuracy and precision of the PT-1000
could be improved significantly with two adequate calibration equations in different temperature ranges.
Comparing Tables 4 and 5, the |e|ave and estd values of the two piecewise polynomial equations were
lower than those of the calibration equation in the full temperature range. The results indicated that the
piecewise polynomial equation technique could improve the PT-1000 sensor measurement significantly.
The respective accuracy and precision were 0.027 ◦C and 0.019 ◦C for the PT-1000 sensor. The performance
of the PT-1000 sensor that was improved by the 3rd-order polynomial equation is listed in Table 6.

Table 6. The performance of the AK-HS PT-1000 sensor improved by the 3rd-order polynomial equation.

Accuracy
|e|ave

Precision
estd

Model establishment
Range 0–18 ◦C

Range 19–50 ◦C
Model evaluation

0.030
0.024

0.021
0.017

Range 0–18◦C 0.027 0.019
Range 19–50◦C 0.024 0.015

From the literature, the accuracy of the RTDs presented by Childs et al. [3] and Carvalhaes-Dias et al. [13] was
0.4 ◦C and 0.14◦C, respectively. The results of this study listed in Table 6 showed a significant improvement.

The accuracy of the calibration equations improved if the measured range decreased. The more
piecewise sections, the better the accuracy of the calibration equations. However, the software will be
more complex if the piecewise sections of calibration curves are increased. In this study, two sections of
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calibration equations were evaluated with the residual plots of regression analysis. The adequate order of
polynomial equations was established based on t-values of the highest-order parameter.

In the traditional method, the resistance of RTD elements was measured with Wheatstone bridge
and then converted into voltage values [5]. These voltage values were transformed into digital values for
further calculation, and linearization was the main problem for enhancing accuracy [9,10]. In this study,
the resistance of PT-1000 was measured by using a data logger, and the measurement temperature could be
calculated by the inverse calibration equation previously established by regression analysis. This calibration
equation was software embedded in the data logger. This method provided a simple way to enhance the
performance of RTD elements for temperature measurement.

For the RTD linearization technique, the method of solving the CVD equation is usually used.
The limitation of this technique is that it is extremely processor intensive and time consuming [5]. In the
inverse calibration equation, the temperature is the function of the measured resistance of the RTD sensor.
With the development of microprocessor systems, the software for these higher-order polynomial calibration
equations is easy to embed in the ROM of the microcomputer. The measured temperature could be
calculated directly with an adequate calibration equation. The technique could be applied with hard
modules to serve as a smart sensor.

The piecewise polynomial equation was an effective way to improve the measurement performance
of the PT-1000 sensor. The piecewise linear interpolation of thermistors was executed by the software
of the PwLi algorithm [20]. In the tutorial of the temperature measurement with RTDs [21], the RTDs
were connected with specific modules and three types of software, LabVIEW, LabWindows and NI-DAQ,
were used to monitor the voltages and calculate the temperature by the Callender-Var Dusen equation.
However, this is a complex process.

Comparing with the past, IC has higher operating speed and is cheaper. The calculation time of the
complex higher-order polynomial equations is decreased. A cheap microcomputer, such as raspberry pi,
has been commercialized. This provides the opportunity to improve the accuracy of the temperature
measurement with higher-order polynomial equations. The programmable data logger provides a way to
measure the temperature with RTDs simply and accurately.

The method used in this study could be applied to evaluate adequate calibration equations for
other RTDs with different temperature ranges. With programmable data loggers, accurate temperature
measurement with RTDs is easy to perform.

5. Conclusions

The temperature–resistance data of the platinum sensors in the range from 0 ◦C to 50 ◦C were
measured to evaluate and validate the establishment of adequate calibration equations. The estimated
values of the calibration equation parameters and statistics were established with regression analysis.
The qualitative criterion was the residual plots. The qualitative criteria included the average of the absolute
errors for accuracy and the standard deviation of the errors for precision.

In this study, the resistance of the PT-1000 sensor under a standard temperature environment in
the range from 0 ◦C to 50 ◦C was detected. The first dataset was used to establish adequate calibration
equations which were evaluated with use of regression analysis. The 3rd-order polynomial equation
was the adequate equation for PT-1000 sensors in different temperature ranges. The second dataset
included the measured resistance and standard temperature used to evaluate the predication performance
of data loggers. The accuracy and precision of the platinum resistance temperature sensor could be
improved significantly with two piecewise calibration equations. The respective accuracy and precision
were 0.027 ◦C and 0.019 ◦C for the PT-1000 sensor.
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With programmable data loggers, adequate calibration equations were provided by the software
embedded in the measure device. The technique developed in this study showed the use of a software
improvement technique for PRTs. This technique could be used for other RTD sensors with different
temperature ranges. Accurate temperature measurement with RTDs is easy to perform.
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