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Abstract: Differentiating between malignant and benign masses using machine learning in the
recognition of breast ultrasound (BUS) images is a technique with good accuracy and precision,
which helps doctors make a correct diagnosis. The method proposed in this paper integrates Hu’s
moments in the analysis of the breast tumor. The extracted features feed a k-nearest neighbor (k-NN)
classifier and a radial basis function neural network (RBFNN) to classify breast tumors into benign
and malignant. The raw images and the tumor masks provided as ground-truth images belong to
the public digital BUS images database. Certain metrics such as accuracy, sensitivity, precision, and
F1-score were used to evaluate the segmentation results and to select Hu’s moments showing the
best capacity to discriminate between malignant and benign breast tissues in BUS images. Regarding
the selection of Hu’s moments, the k-NN classifier reached 85% accuracy for moment M1 and 80%
for moment M5 whilst RBFNN reached an accuracy of 76% for M1. The proposed method might be
used to assist the clinical diagnosis of breast cancer identification by providing a good combination
between segmentation and Hu’s moments.

Keywords: malignant and benign masses; Hu’s moments; k-nearest neighbor; radial basis function
neural network; breast ultrasound images

1. Introduction

Breast cancer is one of the most common and serious diseases that poses a threat to
women’s health. According to [1], the female breast cancer (around 2.3 million new cases,
which means 11.7% of the total cancer cases in women, and 6.9% of all cancer-related deaths
in women, in 2020) and lung cancer (11.4% of the total cancer cases in women and 18%
of the cancer-related deaths in women) are the types of cancer with the highest incidence.
Breast cancer begins as an uncontrolled multiplication of breast cells which proliferate in
the breast tissues. They can be classified as benign (some abnormality of the breast tissues
but they do not threaten the patient’s life) and malignant (might affect the patient’s life).

Breast cancer is examined and investigated through many techniques such as com-
puterized tomography, histopathological imaging, magnetic resonance imaging, mammog-
raphy, and breast ultrasound (BUS). The BUS is a preferred tool for early breast cancer
screening due to the significant amount of information provided in a short time [2]. Breast
ultrasound imaging is most suitable for the early detection of breast cancer as it is noninva-
sive and nonradioactive, resulting in a direct, cost-effective improvement in patient care.
Furthermore, breast ultrasound imaging is a practical and feasible approach for the early
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detection of breast cancer. Early diagnosis based on ultrasound can significantly improve
the cure rate. However, the BUS images have poor resolution, show various features, and
contain speckle noise. Moreover, to read these images, a high degree of professionalism is
required for radiologists to overcome the subjectivity of the analysis.

Techniques that belong to the computer-aided diagnosis and deep learning fields
can bring advances in this area and provide more accurate judgment for the clinical
diagnosis of breast cancer [3–6]. Automatic segmentation of breast ultrasound images (as a
method to delineate anomalies containing suspicious regions of interest) and extraction
of the image features devoted to describing the tumor shape, size, and texture provide
valuable references on classification for a much-improved clinical diagnosis of breast
cancer [7–11]. Furthermore, the best features are then input into a classifier to establish the
category of the tumors, followed by an evaluation of the accuracy of the method [12]. The
accuracy of the image segmentation directly influences the performance of both feature
extraction and classification of the tumors. Even though segmentation is a fundamental
task in medical image analysis, the segmentation of BUS images is difficult because (i) BUS
images are affected by speckle noise, show low contrast, show low peak signal-to-noise
ratio, and contain speckle artefacts that are tissue-dependent, and (ii) a large variability
among patients exists related to the breast anatomical structures. Moreover, to evaluate the
segmentation performance, the ground-truth images are generated by using a manually
delineated boundary.

This paper uses a machine learning- and deep learning-based system to assist doctors
in making a more accurate judgment in classifying breast tumors as benign or malig-
nant using BUS images. To test our classification strategy, we propose a method that
integrates Hu’s moments in the breast tumor analysis as handcrafted and meaningful
features [13]. Our method uses the tumor masks provided as ground-truth images in a
publicly available BUSI image dataset (Breast Ultrasound Images Dataset (BUSI dataset)
https://academictorrents.com/details/d0b7b7ae40610bbeaea385aeb51658f527c86a16, ac-
cessed on 1 December 2021). Hu’s moments provide attributes that are related to the
shape of the tumors regardless of scale, location, and orientation. They are used for the
extraction of the shape characteristics from the BUS images. However, Hu’s moments
incorporate redundant information, and it is necessary to investigate the significance of
the diagnosis difference by utilizing different shape features. We performed a statistical
test (t-test, p-value) for testing the differentiation between benign and malignant tumors
in the analyzed BUS images according to Hu’s moments [14]. The t-test (p < 0.05 or 95%
confidence interval) is much simpler to apply and provides a quick response if the analyzed
features are meaningful for the classification or less relevant. Furthermore, the remaining
features are used to train a k-NN classifier for classification purposes. The k-NN technique
uses learning processes based on instance [6] to identify the group’s membership by exploit-
ing the feature similarity [15]. Moreover, the same selected features are fed into the radial
basis function neural network (RBFNN), which allows discriminating between benign and
malignant tumors with the highest accuracy. Multiclassification aids gathering the precise
information about the cancer’s current state and, equally, supports the informed diagnosis
decision [16].

The remainder of the paper is organized as follows: Section 2 discusses related studies
from the literature; Section 3 presents the proposed work, as well as a concise overview of
the proposed method; Section 4 discusses the experimental results obtained by employing
the proposed method, as well as its performance evaluation; finally, Section 5 concludes
and discusses potential future work.

2. Related Work

Many decision-support technologies based on machine learning and deep learning
have been included into experimental investigations devoted to the diagnosis of various
kinds of tumors, including breast tumors.

https://academictorrents.com/details/d0b7b7ae40610bbeaea385aeb51658f527c86a16
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A comparative analysis of watershed, mean shift, and k-means segmentation algo-
rithms to detect microcalcifications on breast images belonging to the MIAS database was
reported in [17]. The best results were obtained by using k-means segmentation, which
detected 42.8% of breast images correctly and had 57.2% false detections.

Zhang et al. [18] introduced the Hu moment invariant as a feature descriptor to
diagnose breast cancer. They used k-fold cross-validation to improve the accuracy of the
proposed method and to reduce the difficulty of diagnosis.

A watershed segmentation and k-NN (as a supervised learning method) classification
were implemented to detect the tumors in the mammogram images and establish the risk
of cancer classification [19]. The breast image classification was performed with an 83.33%
overall accuracy rate.

Sadhukhan et al. [20] reported a model used to predict the best features for early breast
cancer cell identification. The k-NN and support vector machine (SVM) algorithms were
studied in terms of accuracy. On the basis of the contours of the cells, the nuclei were
distinctly separated, and an accuracy of 97.49% was determined.

Hao et al. [21] used three-channel features of 10 descriptors to improve the accuracy
of benign and malignant breast cancer recognition. An SVM algorithm was used to as-
sess the model’s performance. A recognition accuracy of 90.2–94.97% at the image level
was reported for the model based on texture features, geometric moments, and wavelet
decomposition.

Another study [22] proposed a model which used three-channel features of 10 descrip-
tors for the recognition of breast cancer histopathological images, as well as an SVM to
improve the classification of benign and malignant breast cancer. The proposed model
showed an increase in the recognition time and little improvement in the recognition
accuracy.

Joshi and Mehta [23] analyzed the diagnosis accuracy of the k-NN algorithm using a
set of 32 features and with and without dimensionality reduction techniques. The reported
results showed 97.06% accuracy for benign vs. malignant classification using k-NN with
the linear discriminant analysis technique.

Alshammari et al. [24] extracted intensity-based features (such as average intensity,
standard deviation, and contrast between the foreground and background), shape-based
features (i.e., diameter, length, degree of circulation, and elongation), or texture-based
features for classification purpose. The decision tree, k-NN, SVM, naïve Bayes, and dis-
criminant analysis algorithms were used to maximize the separation between the given
groups of data and to produce higher-accuracy results.

Agaba et al. [25] used some handcrafted features such as Hu’s moment, Haralick
textures, color histogram, and a deep neural network for a multiclassification task devoted
to breast cancer classification using histopathological images on the BreakHis dataset. They
also used various enlargements for histopathological images analysis. An accuracy score of
97.87% was reported for 40× magnification.

Xie et al. [26] used a combination of SVM and extreme learning machine (ELM)
to differentiate between malignant and benign masses in mammographic images. The
proposed algorithm included mass segmentation based on the level set method, feature
extraction, feature selection, and mass type classification. An average accuracy of 96.02%
was reported.

Zhuang et al. [27] proposed a method based on multiple features and support vector
machines for the diagnosis of breast tumors in ultrasound images. Their algorithm used
both characteristic features and deep learning features and a support vector machine for
BUS classification. Hu’s moment invariants [13] were used to investigate the characteristics
of the posterior shadowing region that were different for benign and malignant tumors.
The reported results were as follows: accuracy, sensitivity, specificity, and F1-score of 92.5%,
90.5%, 95%, 90.5%, and 92.7%, respectively, showing superiority to other known methods.

Deep features have played an important role in the progress of deep learning. These
features are extracted from the deep convolutional layers of pretrained CNNs or custom-
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designed CNNs. Shia et al. [28] used transfer learning on a pretrained CNN and trained it
using a BUS dataset containing 2099 images with benign and malignant tumors. An SVM
with a sequential optimization solver was used for classification. A sensitivity of 94.34%
and a specificity of 93.22% were reported for the classification.

Wan et al. [29] used content-based radiomic features to analyze BUS images. This study
considered 895 BUS images and three radiomic features (i.e., color histogram, Haralick’s
texture features, and Hu’s moments). The classification was performed using seven well-
known machine learning algorithms and a CNN architecture. The best performance in
differentiation between benign and malignant BUS was reported for the random forest
classifier. The obtained accuracy, sensitivity, specificity, F1-score, and average precision
were as follows: 90%, 71%, 100%, 83%, and 90%, respectively.

Moldovanu et al. [30] studied and classified skin lesions using a k-NN-CV algorithm
and an RBF neural network. The RBF neural network classifier provided an accuracy of
95.42% in the classification of skin cancer, significantly better than the k-NN algorithm.

Damian et al. [31] used Hu’s invariant moments to determine their relevance in the
differentiation between nevi and melanomas. The reported results indicated that Hu’s
moments were good descriptors as they provided a good classification between malignant
melanoma and benign lesions.

3. Materials and Method
3.1. Dataset

All images used in this study belonged to the publicly available digital BUSI (breast
ultrasound image) database. The images were in a PNG file format with an average image
size of 500 × 500 pixels and an 8 bit gray level. The considered dataset contained 780 images
classified into normal images (n = 133), images with benign lesions (n = 437), and images
with malignant lesions (n = 210). The images were captured at the Baheya Hospital for
Early Detection and Treatment of Women’s Cancer, Cairo, Egypt [32]. Experts of ultrasonic
imaging evaluated their geometry, density, and internal echo contrast levels. Furthermore,
ground-truth images were available. The ground-truth images were generated using the
MATLAB programming environment and a freehand segmentation method utilized by
radiologists and computer science experts (Figure 1).
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3.2. Feature Extraction and Selection

The extracted features covered the shape of the breast lesions, which can be arranged
in the following mathematical form:

F = [F1, F2, . . . , F7]. (1)

The (p + q) order of the geometric moment can be defined as follows [13]:

mpq =
N

∑
y=1

M

∑
x=1

xpyq f (x, y), p, q = 1, 2, 3, . . . , (2)

where f (x, y) is the extracted ground-truth region. The central moments are defined as
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µpq =
N

∑
y=1

M

∑
x=1

(x − x)p(y − y)q f (x, y), p, q = 1, 2, 3, . . . , (3)

where x = m10
m00

and y = m01
m00

represent the center-of-gravity coordinates of the image. The
normalized central moment is

ηpq =
µpq

µ
ρ
00

, ρ =
p + q

2
+ 1. (4)

The seven Hu moments were computed using the second- and third-order normalized
central moments.

The k-nearest neighbor (k-NN) is a classifier which provides an efficient prediction
model based on the closest training examples [15,33]. An object is classified by a majority
vote of its neighbors, but the optimal k-value is the most sensitive factor of k-NN. To
overcome this drawback, the k-NN algorithm is run many times using various k-values
until the optimal value is found. The best performance provided by the validation set
indicated k = 3 as the optimal value.

Not all features are useful for improving classification accuracy. In the first step, the
t-test indicated which features were significant to distinguish between benign masses and
malignant ones. Then, the remaining features were independently evaluated by k-NN
using a fivefold cross-validation algorithm and an RBFNN. The dataset was split it into
training data and test data. The concept of fivefold cross-validation indicates that the
training data were randomly split into five equal parts. For each k, the mean accuracy was
computed, denoting the final score of each feature. RBFNN is a neural network with a
three-layer feedforward architecture (Figure 2). The input layer provides features to the
hidden layer in which the nodes use Gaussian functions f1, f2, . . . , fn as radially symmetric
functions. The output layer summarizes the number of possible output classes [30].
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The RBFNN is a nonlinear and three-layer feedforward neural network. There is one
unsupervised layer between input nodes and the hidden neurons and one supervised layer
between the hidden neurons and output nodes. The RBFNN was trained using four folds,
while one fold was used to test the classifier. The net training seeks to determine the centers
of the hidden layer in a first step, followed by the computation of the weights connecting
the hidden layer to the output layer. RBFNN training was carried out by determining the
proper weights and biases to obtain the target output by minimizing the error function, i.e.,
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the root-mean-square error. The training stage of the RBFNN model was terminated once
the calculated error reached the goal value of 0.01, and the number of training iterations
of 1000 was already completed. Ten neural networks were built by varying the number
of hidden neurons from eight to 40, in steps of eight neurons, i.e., eight, 16, 24, 32, and
40 neurons. Furthermore, the spread of radial basis functions (SRBFs) was used. For each
number of hidden neurons, two SRBFs (namely, 0.01 and 0.05) were established. Each
network was trained until the mean squared error fell below the goal of 0.01. The SRBF of
0.01 reached the imposed goal. The goal/desired value was iteratively compared to the
mean squared error. If the goal/desired value was not reached, another eight neurons were
added to the structure. A total of 20 trials were run to decide the most suitable number of
hidden layer neurons for effective prediction. The best results were obtained for 32 neurons
in the hidden layer.

4. Results and Discussion

The dataset we used included ground-truth cases for the normal, benign, and malig-
nant categories. Among these regions, 133 were normal tissue, 210 were malignant masses,
and 437 were benign masses.

Before using the k-NN classifier, the penalty t-test was used to optimize the feature
vector and improve the classification performance (Table 1).

Table 1. Results for t-test (p < 0.05).

Moments M1 M2 M3 M4 M5 M6 M7

p-value 0.04 <0.01 <0.01 <0.01 <0.01 <0.01 0.90

The selected features fed a k-NN classifier and RBFNN. We used fivefold cross-
validation to select the best features. In fivefold cross-validation, the feature vector (437 be-
nign images, 210 malignant images, and a total of 3882 moments) was randomly divided
into five sets. The classifiers were trained using four folds, and one fold was used to test
the classifier. The provided average accuracy was considered to evaluate the k-NN and
RBFNN classifiers.

The values of accuracy, sensitivity, precision, and F1-score reflect the diagnosis accu-
racy. Higher values for these metrics indicate a better performance of the system. Figure 3
displays the performance of the k-NN algorithm in the classification of BUS images. The
selected moment features with the highest classification accuracy rate were M1 and M5.
The M1 moment showed the best accuracy of 0.85, representing the number of correctly
classified images. It also had the best precision of 0.87, indicating the proportion of correct
positive identifications. The M5 moment provided the best sensitivity of 0.83, indicating
a good performance of the classifier. Furthermore, M5 had the second-best accuracy and
precision values and the highest F1-score, which denotes the harmonic mean between
precision and sensitivity.

The diagnostic performance of the RBFNN is presented in Figure 4. A relatively high
classification performance (i.e., accuracy value of 0.76) was obtained for M1. Moreover, M1
had a high precision (0.81), indicating the proportion of correctly positive identifications.
The other moments showed lower accuracy but had a good proportion of correctly positive
identifications, with precision values around 0.78. The RBFNN model built in this study
showed low sensitivity and F1-scores for M2 to M6 moments.
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The diagnostic performance of k-NN and RBFNN classifiers in the differentiation of
benign and malignant breast lesions indicated significant differences among the classifiers
in the classification performance. The data shown in Figures 3 and 4 indicate the M1
moment as the best feature with relatively high classification performance. When compared
to the precision values (i.e., the proportion of correctly positive identifications), the best
performance results were provided by the RBFNN. In the case of the M1 moment, there
were some differences in the diagnostic performance among these two models. The k-NN
was found to have a high accuracy of prediction.

The differentiation ability of our approach is in line with other existing conventional
models, as presented in Table 2.



Inventions 2022, 7, 42 9 of 11

Table 2. Comparison of existing handcrafted approaches and the present handcrafted approach.

Model Features Accuracy Sensitivity Precision F1-Scores Ref.

Hu’s moment + colored
histogram + Haralick texture +
SVM (linear kernel and C = 5) +

VGG16

Hu’s moment, colored
histogram, and Haralick

texture
0.8182 0.82 0.85 0.81 [16]

Hu’s moment + Haralick texture
+ colored histogram + DNN

Hu’s moment, Haralick
texture, and colored histogram 0.98 0.98 0.97 0.97 [25]

Multiple features + SVM Hu’s moment 0.925 0.95 0.905 0.927 [27]

Hu’s moment + colored
histogram + Haralick texture

CNN

Hu’s moment, colored
histogram, and Haralick

texture
0.91 0.82 0.88 0.87 [29]

Hu’s moment + K-NN Hu’s moment 0.89 0.83 0.87 0.83 Our model

Hu’s moment + RBFNN Hu’s moment 0.76 0.67 0.817 0.73 Our model

The k-NN algorithm is a simple and nonparametric machine learning algorithm built
to identify the group’s membership by exploiting similarity and to predict the class of
the new data. The performance of the k-NN algorithm is related to the complexity of the
decision boundary. When the number of neighbors is low, the algorithm chooses only the
closest values to the data sample, and a very complex decision boundary is formed. In
this case, the model fails at providing an adequate generalization and shows poor results.
When the number of neighbors is increased, in an early phase, the model generalizes well;
however, when the value is increased too much, it results in a performance drop. RBFNN
as a deep learning tool requires several trials in establishing the number of hidden layers
and/or choosing the activation function, but it is advantageous as it needs less effort and
preprocessing. This is one of the limitations of the present study. Other limitations are
related to the small size of the dataset. A neural architecture reaches good performance
when handling large amounts of data. However, the recognition accuracy of the proposed
method is comparable to some state-of-the-art methods. A future research direction will be
devoted to improving the classification performance by combining geometric moments
with other feature descriptors.

5. Conclusions

In this paper, we employed both a k-NN algorithm and an RBFNN model, and we
investigated their performance in differentiating between benign and malignant breast
lesions on BUS images. Both methods highlighted that moment M1 (i.e., correlated with the
area of the lesion) was the feature that best differentiated between benign and malignant
breast lesions. The k-NN classifier had a classification performance described by an
accuracy of 0.85, while RBFNN had a decent score of 0.76. Despite the small difference in
classification performance, we believe that RBFNN is a proper tool for the classification
task, as the proportion of correctly positive identifications reached higher values.
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