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Abstract: In this paper, a multi-objective grey wolf optimization (GWO) algorithm based Bidirectional
Long Short Term Memory (BiLSTM) network machine learning (ML) model is proposed for finding
the optimum sizing of distributed generators (DGs) and shunt capacitors (SHCs) to enhance the
performance of distribution systems at any desired load factor. The stochastic traits of evolutionary
computing methods necessitate running the algorithm repeatedly to confirm the global optimum.
In order to save utility engineers time and effort, this study introduces a BiLSTM network-based
machine learning model to directly estimate the optimal values of DGs and SHCs, rather than relying
on load flow estimates. At first, a multi-objective grey wolf optimizer determines the most suitable
locations and capacities of DGs and SHCs at the unity load factor and the same locations are used to
obtain optimum sizing of DGs and SHCs at other load factors also. The base case data sets consisting
of substation apparent power, real power load, reactive power load, real power loss, reactive power
loss and minimum node voltage at various load factors in per unit values are taken as input training
data for the machine learning model. The optimal sizes of the DGs and SHCs for the corresponding
load factors obtained using GWO algorithm are taken as target data sets in per unit values for
the machine learning model. An adaptive moment estimation (adam) optimization approach is
employed to train the BiLSTM ML model for identifying the ideal values of distributed generations
and shunt capacitors at different load factors. The efficacy of the proposed ML-based sizing algorithm
is demonstrated via simulation studies.

Keywords: distributed generators; shunt capacitors; machine learning; grey wolf optimization;
BiLSTM model; multi-objective optimization

1. Introduction

Modern power distribution systems are integrated with distributed energy resources
and shunt capacitors to meet the performance requirements and energy demands of con-
sumers. It is important to choose appropriate sizes and locations of distributed generators
(DGs) and shunt capacitors (SHCs) to gain the advantages of loss reduction and meet
the voltage constraints. Many researchers have proposed conventional and evolutionary
computing-based techniques for the optimal installation of DGs and SHCs with distribution
systems, ensuring the utilities perform satisfactorily at different load factors.
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In [1], a genetic algorithm-based multi-objective approach obtained the optimum
sizing of DGs required at various load factors, thereby improving the distribution sys-
tem voltage profile and reducing power losses. This approach employed a sensitivity
index-based methodology to determine the optimal locations for DGs. A two-stage fuzzy
multi-objective approach has been developed in [2] using a grasshopper optimization
algorithm for optimal placement of DGs, shunt capacitors, and electric vehicle charging
stations, and the energy savings gained by the DGs and shunt capacitor integration have
been utilized for the placement of EV charging stations. The study in [3] employed a
classical branch and bound methodology to optimally place distributed energy resources
while proposing a second-order cone programming for their sizing. The analysis has taken
variations in load and photovoltaic generation into account. In [4], an improved artificial
hummingbird algorithm has been proposed for integrating biomass-based distributed
generators with radial distribution systems, and performance analysis was carried out
with DGs operating at different power factors. The authors in [5] have developed a whale
optimization-based multi-objective approach to enhance the annual economic savings of
the distribution system through the optimal placement of DGs. In [6], the authors proposed
a genetic algorithm-based multi-objective approach with the objectives of minimizing real
power loss, node voltage improvement, and distribution system stability enhancement.
They developed a Thevenin impedance-based stability index, which limits the DG power
injection to a safe value. The dwarf mongoose optimization (DMO) method put forward
in [7] achieved the ideal placement of DGs and DSTATCOM simultaneously, enhancing the
distribution system’s performance and minimizing its operating costs. The loss sensitivity
factors are used to identify the appropriate locations for DGs and DSTATCOM units. In [8],
the synchronous compensators were also used along with static var compensators and
DGs to minimize both real and reactive power losses of the distribution system. In [9],
the optimal scheduling of battery energy storage systems and solar and wind DG units
plans the distribution system operation during different seasons, taking into account the
uncertainties of load and DG outputs. Network reconfiguration further reduces losses and
improves power quality. Network reconfiguration further reduces losses and improves
power quality. The authors in [10] have employed a multi-objective grey wolf optimizer to
determine the best number and placement of distributed generators, capacitor banks, and
fault current limiters (FCLs). They have allocated DGs, CBs, and FCLs simultaneously to
reduce losses, harmonic distortion, and short-circuit current. Following the optimization
processes, the distribution network operator determined the best operating configuration
for the feeder using the Pareto optimal front. In the realm of distribution network planning,
the authors in [11] have introduced a gravitational search algorithm-based multi-objective
methodology for the optimal capacity and allocation of distributed generators and storage
components necessary for distribution networks integrated with rooftop photovoltaic sys-
tems. This research aims to minimize losses, enhance voltage profiles, and reduce carbon
emissions. In [12], the authors have proposed a modified gradient-based optimization
(MGBO) technique that combines the gradient search and local escape mechanism with
a binomial crossover operator for distributed generator and shunt capacitor integration
in distribution feeders. The MGBO approach was utilized to enhance the network perfor-
mance by minimizing technical power losses at peak load intervals. However, a planning
problem, in reality, should be considered as a multi-objective optimization problem. The
authors in [13] suggested a genetic algorithm-based strategy for optimizing the location
and capacity of distributed generators in medium-voltage and low-voltage networks while
also assigning capacitor banks on the low-voltage side of medium-voltage/low-voltage
transformers. This method decreases power losses and improves voltage profiles in low-
voltage buses without adding to investment expenses. In this article, the assessment of
a GA chromosome only used voltage levels and transformer core impedance to compute
losses, neglecting the network’s architecture and distribution line losses. In [14], the au-
thors presented an augmented subtraction-average-based technique (ASABT) to reduce
energy-dissipated losses in electrical power supply. This study examined two distinct sce-
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narios. To reduce power losses, the recommended ASABT was applied to shunt capacitors
exclusively in the first scenario. Scenario two involved placing and sizing both PV units
and capacitors simultaneously, significantly reducing the substation emissions. The authors
in [15] have presented a new multi-objective allocation method using an improved golden
jackal optimization (IGJO) algorithm for numerous capacitor banks and multi-type DGs in
a distribution network. The suggested technique improves the accuracy and speeds up the
convergence of the golden jackal optimization by integrating memory-based models and a
random walk strategy. To decrease the search space of the optimization process, the created
IGJO used a reactive loss sensitivity index to select potential nodes for DGs and CBs instal-
lation. The formulated planning problem aimed to improve voltage profiles and stability
and reduce overall active power loss. In [16], the authors have put forward a combination
of meta-heuristic mixed-discrete modified Jaya optimization and analytical distributed
Q-PQV bus pair method to optimally position the properly sized distributed generators and
shunt capacitor banks. Moreover, the intermittencies intrinsic to load demand and solar
and wind generation are modelled using a worst-case realization-based robust approach.
The authors in [17] proposed a grey wolf optimization-based approach for the simultaneous
placement of renewable energy sources and DSTATCOM in distribution systems, with the
aim of enhancing voltage stability and reducing losses under load fluctuations.

Machine learning-based approaches have become more popular in recent times for
forecasting load patterns and solar and wind power predictions and playing an important
role in power distribution system planning. The authors in [18] compared the performance
of three machine learning models based on linear regression, logarithmic linear regression,
and nonlinear autoregression in predicting the energy demands of residential and commer-
cial sectors and found autoregressive models are more accurate. They have considered the
role of renewable energy sources, population, natural gas price, and electricity price in en-
ergy consumption. A distributed neural network model was proposed in [19] for optimally
distributing the total power demand among dispatchable distributed energy resources
in an isolated microgrid. In this approach, the authors used a hierarchical decentralized
optimization architecture algorithm to generate the training data. Non-dispatchable energy
sources, such as solar and wind DGs, are considered as negative loads. The authors in [20]
used a hybrid machine learning model combining LSTM and RNN networks for forecasting
solar irradiance. They used the K-means clustering algorithm to divide the data sets into
sunny and cloudy days and developed separate forecasting models. In [21], the authors
proposed deep learning-based models for predicting solar and wind power curtailments
and utilizing excess sources to store energy in battery and hydrogen systems. Their analy-
sis showed that the gated recurrent unit networks can predict better than other machine
learning models. A deep learning technique combining artificial neural networks and a
rough neuron water cycle algorithm was proposed in [22] for predicting wind speed, solar
irradiance, and load demand in the first stage. In the second stage, they used a cooperative
game approach to estimate the microgrid’s daily dispatch and energy transactions. They
concluded that deep learning-based estimations can reduce the operating cost compared
to conventional stochastic processes. In [23], the authors proposed a variance correction
technique-based machine learning model to predict power generation from renewable
energy sources and load profiles. Their analysis suggests that nuclear energy support
is necessary to counterbalance the intermittent nature of renewable energy sources and
achieve the higher goals of carbon-free energy consumption. The authors in [24] developed
long-short-term memory-based machine learning models for predicting the day-ahead
electricity demand of commercial buildings and to identify the charging and discharging
behaviour of electric vehicles to minimize the peak electricity demand. The authors in [25]
used long-short-term memory-based deep learning network modeling to forecast load,
solar irradiance, and wind speed and use the results to optimize the sizing of renewable
energy sources for active distribution networks. The authors in [26] proposed an LSTM
machine learning network-based probabilistic forecasting approach for optimal schedul-
ing of renewable energy microgrids. The authors found that they can accurately predict
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solar power over longer time horizons than wind power, necessitating non-uniform time
scheduling for the planning of distribution systems with renewable energy sources. The
authors in [27] reviewed various machine learning approaches available in the literature
and identified them as highly effective for predicting electricity production from renewable
energy sources. Different machine learning-based modeling techniques were discussed
in [28] that can be applied for load forecasting and predicting the power supply availability
from renewable energy sources. Their analysis revealed that it is important to overcome
the problems of data unavailability and smart meters shortage in order to effectively use
machine learning models. Statistical machine learning models were proposed in [29] for
simulating weather-based sensitive loads such as heaters and air conditioners and also for
intermittent renewable energy sources. The probabilistic load flow model, improved with
the nearest neighbourhood approach, is used in conjunction with stochastic models for
optimum planning of shunt capacitors for distribution systems. The authors in [30] have
proposed an LSTM-based deep learning model for providing a very short-term power gen-
eration forecast of the Ninh Thuan solar power plant in Vietnam. Furthermore, alternative
deep learning architectures, including recurrent neural networks (RNN) and convolu-
tional neural networks (CNN), were compared with the LSTM networks to illustrate the
superiority of LSTM over these models.

Some of the researchers also developed machine learning models for the optimal
allocation of renewable energy sources, as well as capacitor banks, to improve the power
quality of distribution networks. The authors in [31] developed a deep reinforcement
learning-based volt-var optimization methodology for generating the optimum reactive
power from DG smart inverters, capacitor banks, and voltage regulators for distribution
systems. They have used a separate machine learning model at each node of the distri-
bution system, considering the node voltage as the input for the model to control the
volt-var devices. In [32], the authors proposed a decision tree-based classification model
for the optimal placement of photovoltaic DGs, considering three performance metrics:
node voltage risk index, corresponding branch power loss, and DG hosting capacity of the
distribution system nodes. The methodology is mainly useful for allocating DGs of known
capacity. Monte Carlo tree search-based reinforcement learning was proposed in [33] for the
optimum sizing of energy storage systems, Static VAR Compensators, and capacity banks
for active distribution systems. Their goal is to meet the desired performance of the distri-
bution system with minimum load curtailment. In [34], the authors have developed deep
neural network-based models for optimal planning of distributed energy resources and
optimum network configuration using non-dominated sorting genetic algorithm II, consid-
ering resilience-based multi-objective functions. The methodology utilized a well-trained
deep neural network to select an optimal solution, which includes the optimal sizing of
renewable energy sources and switching combinations for various contingency conditions.

The methodologies proposed from [1–17] are mainly based on analytical and evolution-
ary computing techniques. The analytical techniques are not appropriate for multi-objective
approaches that aim to place DG units and shunt capacitors simultaneously. The evolu-
tionary computing techniques are based on stochastic parameters and require running the
algorithm several times to confirm the global optimum value. The researchers from [18–30]
mainly used machine learning algorithms for forecasting the energy demand and power
supply available from renewable energy sources. The forecasted values only provide infor-
mation about the maximum possible DG sizes, not the optimum sizing values. The authors
in [31] used a machine learning model to find the best size for capacitor banks but didn’t
consider the distributed generations. Similarly, the decision tree-based method suggested
in [32] can only find the best places for DGs of fixed sizes and not the best places for all
DGs. The Monte Carlo tree search-based reinforcement learning methodology proposed
in [33] requires repetition of the algorithm with load variations to find the optimum sizing
of energy storage systems and capacitor banks. In order to validate the global optima of
renewable energy sources under the necessary contingency circumstances, it is necessary
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to identify performance indices with all potential values using the deep learning neural
network-based methods suggested in [34].

Since the load profile varies with various factors like atmospheric temperature, cus-
tomer demand, and availability of renewable energy sources, it is required to estimate
the values of DGs and SHCs with the load factor variations. However, the machine
learning-based methodologies proposed so far are inadequate, and evolutionary comput-
ing techniques require several attempts to find the global optimum at every desired load
factor, which is difficult for a utility engineer. Therefore, the current work proposes a
bidirectional long-short-term memory network (BiLSTM)-based machine learning model
to assist utility engineers in directly determining the optimum sizing values of DGs and
SHCs at any desired load factor without the need for load flow algorithms. The utility
engineers should be provided with a software module developed based on the trained
BiLSTM machine learning model for using this application for identifying the optimum
sizing of DGs and SHCs at a desired load factor. The necessary data sets for training the
BiLSTM model are acquired using the grey wolf optimization strategy at various samples.

The following are the major contributions of the proposed methodology.

• A GWO algorithm based multi-objective approach is developed for obtaining the
optimum sizing of DGs and SHCs at different load factors.

• A BiLSTM network model is trained for direct determination of optimum sizing of
DGs and SHCs without using load flows utilizing the data sets generated by the
GWO algorithm.

• The performance of the BiLSTM network is tested with three different training algo-
rithms known as root mean square propagation (rmsprop), stochastic gradient descent
with momentum (sgdm) and adaptive moment estimation (adam).

The organization of the paper is as follows: Initially, the formulation of the multi-
objective planning problem is discussed in Section 2. The grey wolf optimization algorithm
for generating the input and target data for training the machine learning models is
discussed in Section 3. The mathematical modeling of the machine learning networks
and training algorithms are discussed in Section 4. The simulation studies are discussed
in Section 5, and finally, the conclusions and future scope of this study are addressed in
Section 6.

2. Formulation of the Multi-Objective Planning Problem

This section formulates the multi-objective planning framework for distributed gen-
erators and shunt capacitors using the grey wolf optimization (GWO) algorithm. The
optimal sites and sizes of DGs and SHCs seek to reduce the apparent, real, and reactive
power drawn from the substation while reducing real and reactive power losses, enhancing
voltage profiles, and adhering to DG and reactive power penetration limits. The first three
objective indices of substation apparent, real, and reactive power are evaluated to alleviate
the burden on the power supply, while the subsequent three indices, real and reactive
power loss and voltage profile, are assessed to enhance the steady-state performance of the
distribution system. The last two objective indices, DG and reactive power penetrations,
are considered to capture the optimal DG and SHC sizes at their respective load factors for
real and reactive power, respectively. The objectives are normalized with their respective
base values, and the weighted multi-objective function is formulated as illustrated below.

(i) Substation apparent power index

The substation apparent power index (SSAILF) is the ratio of substation apparent
power considering DGs and SHCs to the ratio of S/S apparent power without considering
the DGs and SHCs. The objective of the substation apparent power index is to minimize
the overall apparent power delivered by the S/S with the optimum allocation of DGs
and SHCs.

SSAILF =
SSAP DGQC

LF

SSAPBase
LF

(1)
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where SSAILF is the S/S apparent power index at load factor LF. SSAP DGQC
LF and SSAPBase

LF
are, respectively, the apparent power delivered by the S/S with the integration of DGs and
SHCs and with base case values at load factor LF.

(ii) Substation real power index

The substation real power index (SSPILF) is defined as the ratio of real power deliv-
ered by the substation considering both DGs and SHCs to the power delivered without
considering them.

SSPILF =
SSPLDGQC

LF

SSPLBase
LF

(2)

SSPLDGQC
LF =

NN

∑
i=2

PLi,LF + PlossDGQC
LF −

DGN

∑
i=1

PDGi,LF (3)

SSPLBase
LF =

NN

∑
i=2

PLi,LF + PlossBase
LF (4)

Here, SSPL DGQC
LF and SSPL Base

LF are, respectively, the real power delivered by the S/S
with integration of DGs and SHCs and with base case values at load factor LF. In the above
equations, NN is the number of nodes of the distribution system, and DGN is the number
of distributed generations.

(iii) Substation reactive power index

Substation reactive power index (SSQILF) is defined as the ratio of reactive power de-
livered by the substation considering DGs and SHCs to without considering DGs and SHCs.

SSQILF =
SSQLDGQC

LF

SSQLBase
LF

(5)

SSQLDGQC
LF =

NN

∑
i=2

QLi,LF + QlossDGQC
LF −

DGN

∑
i=1

QDGi,LF −
SCN

∑
i=1

QSCi,LF (6)

SSQLBase
LF =

NN

∑
i=2

QLi,LF + QlossBase
LF (7)

where SSQL DGQC
LF and SSQLBase

LF are, respectively, the reactive power delivered by the
S/S with the integration of DGs and SHCs and with base case values at load factor LF. In
Equation (6), SCN is the number of shunt capacitors.

(iv) Real power loss index

Real power loss index (PLossLF) is defined as the ratio of the real power loss of the
distribution system with DGs and SHCs to the real power loss with base case valueswhere
PLoss DGQC

LF and PLoss Base
LF are the real power loss with the impact of DGs and SHCs and

with base case values at load factor LF.

PLossLF =
PLoss DGQC

LF

PLoss Base
LF

(8)

(v) Reactive power loss index

Reactive power loss index (QLossLF) is defined as the ratio of reactive power loss
of the distribution system with DGs and SHCs to the reactive power loss with base case
values. QLoss DGQC

LF and QLoss Base
LF are the reactive power loss with the impact of DGs and

SHCs and with base case values at load factor LF.

QLossLF =
QLoss DGQC

LF

QLoss Base
LF

(9)
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(vi) Voltage profile index

The voltage profile index (VDILF) is defined as the ratio of the square root of the sum
of the squares of the distribution system voltage deviations from unity with the integration
of DGs and SHCs to the square root of the sum of the voltage deviations corresponding to
the base case.

VDILF =

√√√√√√∑NN
i=1

(
1−VDGQC

i,LF

)2

∑NN
i=1

(
1−VBase

i,LF

)2 (10)

VDGQC
i,LF and VBase

i,LF are the voltage of the ith node of the distribution system considering
the impact of DGs and SHCs and with base case values.

(vii) DG penetration index (DGILF)

The DG penetration index at a load factor is defined as the ratio of total DG sizing to
the total real power load of the distribution system at that particular load factor.

DGILF =
∑DGN

k=1 DGk,LF

∑NN
i=2 PLi,LF

(11)

where DGk,LF and DGN are, respectively, the optimum sizing of kth DG at load factor LF
and the total number of DGs installed.

(viii) Reactive power penetration index (QCILF)

The reactive power index is considered as the ratio of total reactive power injected to
the total reactive power load.

QCILF =
∑DGN

i=1 QDGi,LF + ∑SCN
j=1 QSCj,LF

∑NN
i=2 QLi,LF

(12)

The numerator of the index comprises total reactive power delivered by the DGs and
total reactive power injected by the shunt capacitors. The denominator indicates the total
reactive power load at that particular load factor. The optimal sizes of the DGs and SHCs
explicitly provide economically optimal values of the DGs and SHCs since the costs of these
components are directly related to their sizing values. Utility engineers have the flexibility
to choose from a variety of DGs according to their availability.

The multi-objective function can be formulated using the indices developed by the
following equation.

JLF = w1 SSAILF + w2 SSPILF + w3SSQILF + w4PLossLF + w5QLossLF + w6VDILF + w7DGILF + w8QCILF (13)

Depending on the needs at the substation, utility engineers can choose different
weights in the weighted sum multi-objective function, such as how much weight to give to
loss reduction, voltage profile improvement, DG sizing, or shunt capacitor sizing. Here, in
the multi-objective function (Equation (13)), all the weights are set to identical values since
all the goals are deemed equally important.

3. Optimum Placement of DGs and SHCs Using Grey Wolf Optimization Algorithm

The optimum sizing of DGs and SHCs is obtained using the Grey Wolf Optimization
algorithm using the multi-objective function delineated in Equation (13).

3.1. Grey Wolf Optimization Algorithm

The grey wolf optimization technique is a meta-heuristic algorithm [35] inspired
by the leadership hierarchy and hunting mechanism of grey wolves. The mathematical
modelling of the GWO technique is designed based on the hunting and social hierarchy
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procedure followed by the grey wolves, and they are divided into four subsections. The
four subsections are known as social hierarchy: tracking, encircling, and attacking prey.
In the present section, we discuss the development of the GWO algorithm based on these
four steps for optimal placement of DGs and SHCs.

In the social hierarchy, the first three best solutions are considered to guide the rest of
the population. The first three best solutions are named as alpha (α), beta (β) and delta (δ).
The first three best candidates α, β and δ guide the remaining set of candidates in hunting
their prey.

The grey wolves encircling strategy of their prey and hunting techniques can be
modeled mathematically using the following equations.

The equations from Equation (14) to Equation (17) represent the formulas for obtaining
the first best solution.

Sα = |R1 Xα(t)− X(t)| (14)

X1(t + 1) = Xα(t)− P1 Sα (15)

P1 = 2 b r11 − b (16)

R1 = 2 r12 (17)

The second best solution can be given by the following equations from Equation (18)
to Equation (21).

Sβ =
∣∣R2 Xβ(t)− X(t)

∣∣ (18)

X2(t + 1) = Xβ(t)− P2 Sβ (19)

P2 = 2 b r21 − b (20)

R2 = 2 r22 (21)

The third best solution can be given by the following equations from Equation (22) to
Equation (25).

Sδ = |R3 Xδ(t)− X(t)| (22)

X3(t + 1) = Xδ(t)− P3 Sδ (23)

P3 = 2 b r31 − b (24)

R3 = 2 r32 (25)

where b is a linearly decreasing function from 2 to zero as the number of iterations increases
and r11, r12, r21, r22, r31 and r32 are the random numbers whose values are randomly
selected between 0 and 1. The sets X1, X2 and X3 are updated values from the first three
best solutions using Grey Wolf Optimizer.

The final best solution can be taken as the average of the updated sets of X1, X2 and
X3 and can be expressed by the following Equation (26).

X(t + 1) =
X1(t + 1) + X2(t + 1) + X3(t + 1)

3
(26)

The algorithm steps are repeated using equations from Equation (14) to Equation (26)
with the updated population until convergence to a global minimum is achieved.

3.2. Optimum Sizing of DGs and SHCs Using GWO

Most evolutionary techniques require the proper selection of many algorithm parame-
ters to achieve the global optimum. The grey wolf optimization algorithm requires only
the selection of two parameters: population size and no of iterations. Hence, the authors
selected this algorithm as a tool for generating the target data set for training the machine
learning models.

The optimum sizing values are obtained considering the weighted sum multi-objective
function described by Equation (13) as the fitness function. The optimum sizing data of
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DGs and SHCs required for training the machine learning models at selected load factors is
obtained using GWO. The flow chart describing the algorithm is shown in the following
Figure 1.
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4. Mathematical Modeling of Machine Learning Networks

Machine learning models are advanced versions of neural networks and are more effi-
cient in processing sequential data and time series data for applications ranging from load
forecasting to image classification. Many machine learning models have been developed
recently, and among them, long short term memory networks (LSTM) have become more
popular, and Bidirectional Long Short Term Memory (BiLSTM) networks are advanced
versions of LSTM networks [36].

LSTM networks are enhanced versions of recurrent neural networks to avoid the
problem of vanishing gradients and to improve the accuracy in predicting long-range
dependent sequences.
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4.1. Long Short-Term Memory Networks

Long short-term memory networks can be represented by the following architecture
and mathematical equations. The LSTM block will have a cell state and hidden state
computed using three types of gates known as forget gate, input gate and output gate, as
shown in Figure 2. The gate values are computed from the previous hidden and cell states
and input sequence. The forget gate eliminates unnecessary information from the cell state,
and the input gate regulates the addition of useful information. Finally, the hidden state is
computed from the output gate.
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The hidden states of the LSTM block can be computed by the following equations

ft = σ
(

IW f Xt + RW f ht−1 + b f

)
(27)

it = σ(IWiXt + RWiht−1 + bi) (28)

ut = tanh(IWuXt + RWuht−1 + bu) (29)

ot = σ(IWoXt + RWoht−1 + bo) (30)

where σ and tanh are sigmoid and hyperbolic tangent functions. The ft, it, ut and ot of
the above equations are the forget gate, input gate, cell state and output gate, respectively.
Input weights, recurrent weight and bias values are represented by IW, RW and b.

The following are required equations for computing cell state and hidden state.

Ct = ft ⊙ Ct−1 + it ⊙ ut (31)

ht = ot ⊙ tanh(Ct) (32)

The symbol ⊙ is the Hadamard product used for the element-wise multiplication
of vectors.
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4.2. Bidirectional Long Short-Term Memory Networks

The Bidirectional LSTM (BiLSTM) network is developed from the LSTM network
by combining the sequences in the forward and backward directions to improve the
convergence of the model. The Bi-LSTM network architecture is shown in Figure 3.

yt = σ

(
U f
→
h t + Ub

←
h t + by

)
(33)
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The output of the BiLSTM is calculated from the above equation, where
→
h t and

←
h t are

the forward and backward outputs and U f , Ub are the weights of the outputs. by is the bias
value of the output.

4.3. Adaptive Moment Estimation Optimizer (Adam)

The machine learning network models are trained using the Adam moment estimation
optimization algorithm [37], also known as the Adam optimizer. The Adam optimizer
method updates the parameters of the network model from the moments of stochastic
objective function gradients.

gmt = δ1gmt−1 + (1− δ1)∇E(ϕt) (34)

gvt = δ2gvt−1 + (1− δ2)[∇E(ϕt)]
2 (35)

The gmt and gvt are the moments and δ1 and δ2 are the exponential decay factors.
E(ϕt) is the objective function and ϕt is the weight parameter of the network to be updated.

ˆgmt =
gmt

(1− δ1)
(36)

ˆgvt =
gvt

(1− δ2)
(37)

ϕt = ϕt−1 −
∝ ˆgmt√

ˆgvt + ϵ
(38)
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The first moment and second moments, gmt and gvt, are calculated based on the
gradient and gradient square values of the objective function selected. These moving
averages are then used to update the weight parameters. The parameters are finally
updated using equations from Equation (36) to Equation (38).

4.4. Performance Metric of the Machine Learning Model

The performance of the machine learning model networks can be evaluated using the
root mean square error (RMSE) function. The better the convergence of these two functions
indicates, the better the accuracy of the trained machine-learning models will be.

The root mean square error function (RMSE) mainly gives a measure of the deviation
of the output determined by the trained network and the actual value of the output.

RMSE =

√
∑N

i=1 ∑M
j=1

(
yij − tij

)2

N
(39)

The above equation describes the RMSE function, where tij represents the target value
of the ith sample for the jth output member and yij is the value of the ith sample for the
jth output member determined by the trained network. M in the above equation is the
total number of elements in a target data set of the model, and N is the number of samples.
The convergence of the RMSE value to the best possible lowest value is the measure of the
performance of the trained network for providing accurate predicted values.

4.5. GWO Algorithm-Based Machine Learning Model for Optimum Sizing of DGs and SHCs

Machine learning models are proposed in this work for computing the optimum sizing
of DGs and SHCs. In the present work, initially, the optimum locations and sizing of the
DGs and SHCs are identified using the grey wolf optimization algorithm considering the
weighted sum multi-objective function described by Equation (13) as a fitness function at
the unity load factor. The optimum sizing of the DGs and SHCs are obtained at the same
locations at the other load factors considering the same multi-objective function. The input
data for the machine learning model is determined using a forward/backward sweep load
flow algorithm for the distribution systems. The corresponding optimum values of the
DGs and Shunt capacitors are obtained using the grey wolf optimization algorithm and
used as the target data for the machine learning model. The machine learning model is
trained considering the vectors X and Y as the input and target data to the machine learning
network model. The input vector X consists of substation apparent power, real power load,
reactive power load, real power loss, reactive power loss and minimum voltage. The DG
sizing values and shunt capacitor sizing values are considered as the target vector Y.

The machine learning model will be trained with the input data (X) and target data (Y)
using the Adam optimization algorithm described in Section 4.3. The root mean square
error (RMSE) function described in Section 4.4 is considered to be the performance metric
for evaluating the performance of the machine learning model. The trained machine
learning model can be used for obtaining optimum sizing of DGs and shunt capacitors
directly without using the grey wolf optimization algorithm and load flow solutions at any
desired load factor. In this work, the machine learning models such as LSTM and BiLSTM
are trained and compared. The overall idea of the application of the proposed methodology
is shown in Figure 4.
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5. Results and Discussions

The proposed methodology is tested on 11 kV, 51 bus [1] and 12.66 kV, 69 bus [38]
distribution systems and the analysis is presented in this section. The network diagrams of
the 51-bus and 69-bus test systems are shown in Figures 5 and 6, respectively.

The Grey wolf optimization algorithm-based multi-objective approach considering
Equation (13) as a fitness function is used at first for obtaining optimum locations and
sizing of DGs and SHCs at unity load factor. The optimum nodes identified for the 51-bus
system for DG placement are 9, 42 and 5, and for shunt capacitors placement, they are 14,
25 and 36. The optimum nodes for DG placement in the 69 bus system are 61, 5, and 16,
and for the shunt capacitors placement, they are 11, 62, and 65. Tables 1 and 2 show the
base case values of 51 and 69 bus test systems, the input data required for the machine
learning models.
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The optimum sizing values of DGs and shunt capacitors at other load factors are
identified, considering the same optimum locations and the same fitness function using
the GWO algorithm. In this work, it is assumed that the DGs are operating at 0.95 lagging
power factor. The optimum values of DGs and SHCs obtained at various load factors are
shown in Tables 3 and 4 for the 51-bus system and 69-bus system, respectively.
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Table 1. 51-bus system without DGs and SHCs.

Load Factor S/S Apparent
Power (kVA)

Real Power Load
(kW)

Reactive Power
Load (kVAr)

Real Power
Loss (kW)

Reactive Power
Loss (kVAr)

Minimum Node
Voltage (kV)

0.40 1193.11 985.20 627.60 19.10 16.51 10.61

0.45 1345.96 1108.35 706.05 24.33 21.02 10.56

0.50 1499.69 1231.50 784.50 30.23 26.12 10.51

0.55 1654.32 1354.65 862.95 36.82 31.80 10.46

0.60 1809.87 1477.80 941.40 44.11 38.09 10.41

0.65 1966.35 1600.95 1019.85 52.12 45.00 10.36

0.70 2123.79 1724.10 1098.30 60.85 52.53 10.31

0.75 2282.20 1847.25 1176.75 70.34 60.70 10.26

0.80 2441.60 1970.40 1255.20 80.58 69.53 10.20

0.85 2602.03 2093.55 1333.65 91.61 79.02 10.15

0.90 2763.50 2216.70 1412.10 103.43 89.20 10.10

0.95 2926.03 2339.85 1490.55 116.07 100.08 10.04

1.00 3089.67 2463.00 1569.00 129.56 111.68 9.99

1.05 3254.41 2586.15 1647.45 143.89 124.01 9.93

1.10 3420.30 2709.30 1725.90 159.10 137.09 9.88

1.15 3587.36 2832.45 1804.35 175.21 150.93 9.82

1.20 3755.63 2955.60 1882.80 192.25 165.56 9.77

1.25 3925.13 3078.75 1961.25 210.23 181.00 9.71

1.30 4095.89 3201.90 2039.70 229.18 197.27 9.65

Table 2. 69-bus system without DGs and SHCs.

Load Factor S/S Apparent
Power (kVA)

Real Power
Load (kW)

Reactive Power
Load (kVAr)

Real Power
Loss (kW)

Reactive Power
Loss (kVAr)

Minimum Node
Voltage (kV)

0.40 1899.21 1520.88 1077.84 32.51 14.85 12.23

0.45 2141.89 1710.99 1212.57 41.47 18.93 12.17

0.50 2385.85 1901.10 1347.30 51.61 23.55 12.11

0.55 2631.11 2091.20 1482.03 62.95 28.71 12.05

0.60 2877.70 2281.31 1616.76 75.53 34.44 12.00

0.65 3125.66 2471.42 1751.49 89.38 40.73 11.94

0.70 3375.03 2661.53 1886.22 104.54 47.61 11.88

0.75 3625.85 2851.64 2020.95 121.03 55.10 11.82

0.80 3878.15 3041.75 2155.68 138.90 63.20 11.76

0.85 4131.97 3231.86 2290.41 158.20 71.94 11.70

0.90 4387.37 3421.97 2425.14 178.95 81.34 11.64

0.95 4644.39 3612.08 2559.87 201.20 91.41 11.57

1.00 4903.08 3802.19 2694.60 225.00 102.17 11.51

1.05 5163.49 3992.30 2829.33 250.40 113.64 11.45

1.10 5425.67 4182.41 2964.06 277.45 125.85 11.38
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Table 2. Cont.

Load Factor S/S Apparent
Power (kVA)

Real Power
Load (kW)

Reactive Power
Load (kVAr)

Real Power
Loss (kW)

Reactive Power
Loss (kVAr)

Minimum Node
Voltage (kV)

1.15 5689.69 4372.52 3098.79 306.21 138.81 11.32

1.20 5955.60 4562.63 3233.52 336.72 152.56 11.25

1.25 6223.48 4752.74 3368.25 369.06 167.12 11.18

1.30 6493.39 4942.85 3502.98 403.29 182.52 11.12

Table 3. Optimum sizes of DGs and SHCs for 51-bus system.

Load
Factor

DG1
(kW)

DG2
(kW)

DG3
(kW)

SHC1
(kVAr)

SHC2
(kVAr)

SHC3
(kVAr)

0.40 394.08 188.03 394.08 111.49 89.28 106.60

0.45 443.34 211.61 443.34 125.17 101.01 119.76

0.50 492.60 235.19 492.60 139.27 112.07 132.98

0.55 541.86 258.87 541.86 153.34 122.86 146.74

0.60 591.12 282.67 591.12 167.12 133.33 161.03

0.65 640.38 306.56 640.38 181.38 145.57 173.30

0.70 689.64 330.13 689.64 195.42 156.52 186.59

0.75 738.90 354.65 738.90 209.02 167.73 200.37

0.80 788.16 378.43 788.16 223.13 178.95 213.62

0.85 837.42 402.50 837.42 237.32 189.07 227.58

0.90 886.68 426.17 886.68 251.54 200.11 241.11

0.95 935.94 450.63 935.94 265.08 211.83 254.45

1.00 985.2 474.46 985.2 279.38 222.10 268.36

1.05 1034.46 499.06 1034.46 293.22 233.54 281.15

1.10 1083.72 522.64 1083.72 308.22 244.43 294.06

1.15 1132.98 547.55 1132.98 322.09 255.18 307.81

1.20 1182.24 571.80 1182.24 336.03 266.02 321.39

1.25 1231.5 595.79 1231.5 350.41 276.88 334.65

1.30 1280.76 619.36 1280.76 363.85 287.58 349.25

Table 4. Optimum sizes of DGs and SHCs for 69-bus system.

Load
Factor

DG1
(kW)

DG2
(kW)

DG3
(kW)

SHC1
(kVAr)

SHC2
(kVAr)

SHC3
(kVAr)

0.40 608.35 608.35 257.00 238.38 284.47 56.07

0.45 684.39 684.39 289.02 268.62 317.82 66.23

0.50 760.44 760.44 321.55 297.62 356.27 69.65

0.55 836.48 836.48 353.63 327.43 388.92 79.68

0.60 912.53 912.53 385.53 358.08 421.24 89.43

0.65 988.57 988.57 418.12 386.56 464.04 90.21

0.70 1064.61 1064.61 450.26 415.88 492.66 104.57

0.75 1140.66 1140.66 482.52 445.62 530.86 108.69

0.80 1216.70 1216.70 514.58 476.14 570.43 111.27

0.85 1292.74 1292.74 546.29 512.47 604.44 120.93
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Table 4. Cont.

Load
Factor

DG1
(kW)

DG2
(kW)

DG3
(kW)

SHC1
(kVAr)

SHC2
(kVAr)

SHC3
(kVAr)

0.90 1368.79 1368.79 578.94 534.91 636.77 130.94

0.95 1444.83 1444.83 611.45 565.27 670.44 139.51

1.00 1520.88 1520.88 643.62 596.27 706.80 144.29

1.05 1596.92 1596.92 675.98 623.99 739.16 155.90

1.10 1672.96 1672.96 707.64 655.35 778.54 157.85

1.15 1749.01 1749.01 740.30 683.50 812.53 168.12

1.20 1825.05 1825.05 772.56 712.13 850.19 173.11

1.25 1901.10 1901.10 804.69 744.06 888.73 175.07

1.30 1977.14 1977.14 836.90 772.67 930.79 176.64

Tables 5 and 6 illustrate the performance of the distribution system for select samples
before and after the installation of distributed generators and shunt capacitors, therefore
affirming the improvement in distribution system performance resulting from the integra-
tion of DGs and SHCs. Figure 7 displays the comparison of the minimum voltage profiles
across various systems, revealing a significant rise in voltage levels with the use of DGs
and shunt capacitors at all load factors.

Table 5. 51-bus system with DGs and SHCs.

Load Factor
Real Power Loss (kW) Reactive Power Loss (kVAr)

Without DGs
and SHCs

With DGs
and SHCs

Without DGs
and SHCs

With DGs
and SHCs

0.40 19.10 4.58 16.51 1.78

0.60 44.11 10.34 38.09 4.02

0.80 80.58 18.46 69.53 7.16

1.00 129.56 28.96 111.68 11.21

1.20 192.25 41.90 165.56 16.18

Table 6. 69-bus system with DGs and SHCs.

Load Factor
Real Power Loss (kW) Reactive Power Loss (kVAr)

Without DGs
and SHCs

With DGs
and SHCs

Without DGs
and SHCs

With DGs
and SHCs

0.40 32.51 1.59 14.85 1.46

0.60 75.53 3.59 34.44 3.29

0.80 138.90 6.39 63.20 5.87

1.00 225.00 9.99 102.17 9.19

1.20 336.72 14.41 152.56 13.26

The data shown in Tables 1 and 3 are the input and target data sets for the
51-bus system for training the machine learning models. Similarly, the data shown in
Tables 2 and 4 are input and target data sets for the 69-bus system for training the machine
learning models. The per unit values of the base case values of substation apparent power,
real power load, reactive power load, real power loss, reactive power loss and minimum
voltage are taken as the input vector elements for training the LSTM and BiLSTM network
models. The substation’s apparent power at the unity load factor and the base voltage



Inventions 2024, 9, 114 18 of 24

values are considered as base values for generating the per unit values at all the load
factors. The base values of apparent power and voltage are 3089.67 kVA, 11 kV for the
51-bus system, and 4903.08 kVA and 12.66 kV for the 69-bus system, respectively. The
models are trained with the three different training algorithms known as root mean square
propagation (rmsprop), stochastic gradient descent with momentum (sgdm) and adaptive
moment estimation (adam). The LSTM and BiLSTM models are trained using functions of
the deep learning toolbox of MATLAB R2021a software. The number of hidden layers used
for both the models is two, and for each hidden layer, 30 neurons are considered.
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From Table 7 it can be realized that adam optimizer algorithm is more efficient in
achieving least root mean square error value (RMSE) compared to other two algorithms
rmsprop and sgdm. It is also observed that the BiLSTM network is slightly better than
LSTM network and has lesser RMSE value. The convergence characteristics of the different
optimization algorithms are shown in Figures 8 and 9 respectively for 51 and 69 bus systems
for BiLSTM network model.

Table 7. Comparison of RMSE between LSTM and BiLSTM networks.

Name of the Solver
51 Bus System 69 Bus System

LSTM BiLSTM LSTM BiLSTM

rmsprop 0.01528 0.01708 0.01362 0.01845

sgdm 0.00519 0.00113 0.00294 0.00306

adam 0.00158 0.00107 0.00220 0.00129
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From the convergence characteristics shown in Figures 8 and 9 for the BiLSTM network
model for 51 and 69 bus systems, it can be said that the Adam optimizer algorithm is much
better in terms of fast convergence and lesser RMSE value. The lesser the RMSE value of
the model, the greater its efficiency. The total DG capacity of three DG sources calculated
from a multi-objective based GWO algorithm and BiLSTM-trained network are compared
and shown in Figures 10 and 11.
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The DGs calculated from the BiLSTM model are almost equal to the optimum sizing
values determined from the GWO-based methodology, as shown in Figures 10 and 11.
Tables 8 and 9 display the input data required for validating the trained machine learning
models for the 51 and 69 bus systems, respectively. The load factor data used for validation
is distinct from that employed in training the models.
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Table 8. Validation of Input data for 51 bus system.

Load
Factor

S/S
Apparent

Power
(kVA)

Real
Power

Load (kW)

Reactive
Power
Load

(kVAr)

Real
Power

Loss (kW)

Reactive
Power
Loss

(kVAr)

Minimum
Node

Voltage
(kV)

0.475 1422.71 1169.93 745.28 27.20 23.50 10.54

0.675 2044.95 1662.53 1059.08 56.39 48.68 10.34

0.875 2682.63 2155.13 1372.88 97.42 84.03 10.12

1.125 3503.68 2770.88 1765.13 167.04 143.91 9.85

Table 9. Validation of Input data for 69 bus system.

Load
Factor

S/S
Apparent

Power
(kVA)

Real
Power

Load (kW)

Reactive
Power
Load

(kVAr)

Real
Power

Loss (kW)

Reactive
Power
Loss

(kVAr)

Minimum
Node

Voltage
(kV)

0.475 2263.71 1806.04 1279.94 46.39 21.18 12.14

0.675 3250.17 2566.48 1818.86 96.79 44.10 11.91

0.875 4259.47 3326.92 2357.78 168.39 76.56 11.67

1.125 5557.45 4277.46 3031.43 291.61 132.23 11.35

The trained distribution network BiLSTM model for optimum sizing of DGs and SHCs
is tested with data at load factors other than the data used for training, and the comparison
results with the multi-objective GWO approach are shown in Tables 10 and 11, respectively.

Table 10. Validation of results for BiLSTM model of 51 bus system.

LF = 0.475 LF = 0.675 LF = 0.875 LF = 1.125

GWO BiLSTM GWO BiLSTM GWO BiLSTM GWO BiLSTM

DG1 (kW) 467.97 467.65 665.01 665.34 862.05 863.74 1108.35 1108.34

DG2 (kW) 223.37 222.91 318.77 319.05 414.54 415.80 535.32 534.95

DG3 (kW) 467.97 467.21 665.01 664.93 862.05 863.74 1108.35 1108.75

SHC1
(kVAr) 132.01 132.28 188.94 188.81 244.47 245.34 314.58 314.49

SHC2
(kVAr) 106.30 106.91 150.04 151.07 194.82 195.20 249.90 249.32

SHC3
(kVAr) 126.92 127.29 180.19 180.31 234.05 234.10 301.39 301.17

From Tables 10 and 11, it can be observed that for both distribution systems the DGs
and SHCs sizing values are almost close to the values obtained with GWO methodology.

The efficacy of the distribution system for real power loss and enhancement of mini-
mum node voltage is compared between trained BiLSTM and GWO methodologies, and
the results are shown in Tables 12 and 13 for the 51 and 69 bus systems, respectively.
Tables 12 and 13 indicate that the performance of the BiLSTM model is almost identical to
that of the GWO-based method. The optimal sizes of DGs and SHCs are rounded to the clos-
est multiples of five for practical considerations, and it was observed that the performance
achieved by the distribution systems closely approximates the actual values calculated
from the machine learning models. Any type of available DGs, either renewable energy
sources like wind generators and solar photovoltaic units or diesel generators, battery
energy storage systems and fuel cells, can be used based on the availability at the substation
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areas. The variations in renewable energy sources have to be compensated with energy
storage systems or diesel generators to meet the required demand. The implementation of
load curtailment is necessary if there is any deficiency in the power supply at the substation
due to grid failures.

Table 11. Validation of results for BiLSTM model of 69 bus system.

LF = 0.475 LF = 0.675 LF = 0.875 LF = 1.125

GWO BiLSTM GWO BiLSTM GWO BiLSTM GWO BiLSTM

DG1 (kW) 722.42 723.00 1026.59 1026.68 1332.37 1330.77 1710.99 1710.91

DG2 (kW) 722.42 723.20 1026.59 1026.51 1332.16 1330.77 1710.99 1711.03

DG3 (kW) 305.09 306.40 434.45 434.28 563.28 562.75 724.09 723.61

SHC1
(kVAr) 282.66 283.51 401.33 402.68 522.17 520.84 669.33 669.06

SHC2
(kVAr) 336.57 336.31 479.87 478.01 620.89 616.84 796.79 797.80

SHC3
(kVAr) 68.54 68.55 95.81 97.80 126.47 128.91 160.65 160.75

Table 12. Performance comparison of BiLSTM model for 51-bus system.

Load Factor
Real Power Loss (kW) Minimum Node Voltage (kV)

GWO BiLSTM GWO BiLSTM

0.475 6.464 6.460 10.898 10.898

0.675 13.115 13.125 10.855 10.855

0.875 22.123 22.177 10.811 10.811

1.125 36.763 36.748 10.756 10.756

Table 13. Performance comparison of BiLSTM model for 69-bus system.

Load Factor
Real Power Loss (kW) Minimum Node Voltage (kV)

GWO BiLSTM GWO BiLSTM

0.475 2.249 2.253 12.626 12.626

0.675 4.549 4.556 12.612 12.612

0.875 7.650 7.668 12.597 12.597

1.125 12.640 12.652 12.579 12.579

6. Conclusions

In this work, a multi-objective grey wolf optimization algorithm-based machine learn-
ing model has been developed to determine the optimum sizing of distributed generators
and shunt capacitors for improving the performance of the distribution systems at the
required load factor. A set of base case data consisting of substation apparent power, real
power load, reactive power load, real power loss, reactive power loss, and minimum node
voltage at various load factors are used as input data, and the corresponding optimum
sizing values of DGs and SHCs obtained with the GWO-based approach have been used as
the target data for training the LSTM and BiLSTM models. The per-unit values of the input
and target data are considered for training the network model, and the adam optimization
algorithm is used for updating the network parameters. The simulation results revealed
that the trained BiLSTM model had better convergence properties and a slightly lower
RMSE than the LSTM model, while the adam optimization algorithm outperformed the
sgdm and rmsprop optimization techniques. The trained BiLSTM model was tested with



Inventions 2024, 9, 114 22 of 24

the validation data considered at load factors other than data used for training and found
the results are satisfactory and almost close to the values obtained with the multi-objective
GWO approach. The evolutionary computing techniques for optimum sizing of DGs and
SHCs at various load factors necessitate running the algorithm multiple times to confirm
the global optimum. However, a well-trained BiLSTM machine learning network model
can compute the optimum values of DGs and SHCs directly at any desired load factor
without using evolutionary computing techniques and load flow solutions, which will be
more convenient for a utility engineer. Future work could involve managing the total DG
capacity requirements at various seasons, using different types of available DGs at utilities
to meet consumer load demands.
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Abbreviations
The following abbreviations are used in this manuscript:

DGN Number of distributed generations
NN Number of nodes of the distribution system
DGILF DG penetration index
PLi,LF Real power load at ith node load factor LF
PlossDGQC

LF Real power loss with DGs and shunt capacitors
PlossBase

LF Real power loss at the base case at load factor LF
PDGi,LF Real power delivered by the ith DG at load factor LF
QLi,LF Reactive power load at ith node at load factor LF
QlossDGQC

LF Reactive power loss with DGs and shunt capacitors
QDGi,LF Reactive power delivered by the ith DG
QSCi,LF Reactive power delivered by the ith shunt capacitor
QLi,LF Reactive power load of ith node at load factor LF
QlossBase

LF Reactive power loss at bases case at load factor LF
QCILF Reactive power penetration index
SSAILF Substation apparent power index at load factor LF
SSAP DGQC

LF Substation Apparent power with the integration of DGs and SHCs at LF
SSAPBase

LF Substation Apparent power with base case
SSPILF Substation real power index
SSPLDGQC

LF Real power delivered by the S/S with integration of DGs and SHCs
SSPL Base

LF Real power delivered by the S/S with base case
SSQILF Substation reactive power index
SSQLDGQC

LF Reactive power delivered by the S/S with integration of DGs and SHCs
SSQLBase

LF Reactive power delivered by the S/S at base case
VDILF Voltage profile index at load factor LF
VDGQC

i,LF Voltage of ith node with DGs and SHCs at LF
VBase

i,LF Voltage of ith node with base case at LF
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