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Abstract: The optimization of a contact-less magnetoelastic sensing setup designed to detect sub-
stances/agents accumulating in its environment is presented. The setup is intended as a custom-built,
low-cost yet effective magnetoelastic sensor for pest/bug detection in constrained places (small
museums, labs, etc.). It involves a short, thin, and flexible polymer slab in a cantilever arrangement,
with a short Metglas® 2826 MB magnetoelastic ribbon attached on part of its surface. A mobile phone
both supports and supplies low-amplitude vibration to the slab’s free end. When vibrating, the mag-
netoelastic ribbon generates variable magnetic flux, thus inducing voltage in a contact-less manner
into a pick-up coil suspended above the ribbon. This voltage carries specific characteristic frequencies
of the slab’s vibration. If substances/agents accumulate on parts of the (suitably coated) slab surface,
its mass distribution and, hence, characteristic frequencies change. Then, simply monitoring shifts of
such frequencies in the recorded voltage enables the detection of accumulating substances/agents.
The current work uses extensive testing via various vibration profiles and load positions on the slab,
for statistically evaluating the sensitivity of the mass detection of the setup. It is shown that, although
this custom-built substance/agent detector involves limited (low-cost) hardware and a simplified
design, it achieves promising results with respect to its cost.

Keywords: magnetoelastic property; Metglas®; hypothesis testing; contact-less sensor; vibration
analysis; interrogation-free resonator; accumulated substance detection

1. Introduction

The detection of substances or agents harmful to their environment in sites of difficult
or even dangerous (without proper personal protection) access has always been a chal-
lenging task. For instance, industrial or research lab facilities may potentially be polluted
by chemical/biological substances or infested by agents that prove hazardous when their
population becomes significant. On the other hand, sites hosting museum collections and
storage facilities or exhibitions of cultural heritage are also included among environments
with difficult or constrained access for their technical staff [1–3]. The latter should only
access the site when this becomes necessary for rectifying a problem without intervening
with the items exhibited or stored. In all aforementioned cases, such sites have to be
remotely monitored by means of devices capable of sensing and detecting the accumulation
of substances or agents harmful to their environment with humans intervening only when
absolutely required.

Magnetoelasticity or magnetostriction is an interesting property exhibited by some
(ferromagnetic) materials, which can be useful for developing remotely operated sensing
and detection setups. According to this property, specific materials modify their shape due
to external varying magnetic fields but also emit magnetic flux when they suffer external
variable load [4–6]. Then, if strips made of magnetoelastic material are suitably mounted
(for instance, clamped on both sides) inside a space to be monitored, and an external variable
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magnetic field is imposed, the strip will experience (subtle) longitudinal shape changes.
Due to the strip being clamped, these changes will result in the strip vibrating, with the
vibration dynamics influenced by the external magnetic field and the strip’s dimensions
and mass distribution. Hence, if substances such as biological agents [7,8], air pollutants [9],
volatile organic compounds [10], H2O [11–13], or H2O2 [14] start accumulating on the strip
surface, its mass distribution along with its vibration dynamics will change. Note that this
substance accumulation on a precise part of the strip is facilitated by means of specific
coatings applied on the strip. Then, shifted resonant frequencies (detected by remotely
monitoring the vibrating strip’s dynamics) indicate a significant accumulation of substances
on the strip and, consequently, in the monitored site.

The principle for remote sensing and detection of (substance/agent-induced) changes
based on monitoring the vibration dynamics of a magnetoelastic strip has given rise to
various different setups. One main class involves setups designed so that the magnetoe-
lastic strip (or other element) vibrates at its resonant frequency due to an interrogation
coil suitably fed by an electrical current to provide a variable magnetic flux to the strip,
without bearing contact with it. Then, another coil (referred to as the pick-up coil)
is suspended above the strip (again without being in contact with it) and transforms
the magnetic flux emitted from the vibrating strip into voltage. The latter may then
be recorded and uploaded to a remote host in order to monitor any frequency shifts
indicating mass (i.e., substance) accumulation. This two-coil approach is referred to as
the active design [15] and is quite sensitive to mass accumulation on the surface of the
magnetoelastic strip. Schemes such as those presented in [7–14] follow this approach,
which has been extensively studied (in [8], for instance) both experimentally and theo-
retically in terms of detection sensitivity and quality factor (related to the sharpness of
sensor resonance). Further improvements on these two fronts are possible by choosing
to use a strip based on its Young’s modulus and ∆E effect characteristics [16], its length-
to-width ratio [16–18], or even its shape, with hour-glass [19] or rhomboid forms [20,21]
considered as more effective. In [22], a comprehensive presentation and analysis of
relevant designs may be found.

Another class of setups is designed to use mechanical excitation from devices or
structures upon which the strip is mounted, for setting the strip into vibration (along with
the device/structure), without requiring an interrogation coil. The vibrating strip then
emits magnetic flux, which induces voltage into a pick-up coil suspended above the strip.
Analyzing the voltage signal’s spectral characteristics allows for monitoring frequency
shifts either due to mass deposition on the structure surface [23,24], from any changes to the
structure’s frequency of mechanical vibration [24], or even from structural faults affecting
the device/structure upon which the strip is fixed [25–30]. The last point illustrates the
fact that the single-coil setup (or passive design, as it is also referred to in [15]) is well
suited to fault detection and isolation (FDI) tasks for structures and/or systems. Note that,
sometimes, setups involving magnetoelastic components as parts of a vibrating structure
and aiming at estimating its spectral characteristics make use of a DC-fed interrogation
coil. This induces bias to the magnetic flux produced by the magnetoelastic component
and helps to achieve better results [30,31]. This remark also indirectly indicates the main
weakness of the passive setup: the resulting magnetic flux is significantly weaker than
that produced in active setups. On the other hand, passive setups have lower operational
costs and are far simpler in terms of electrical or electronic circuits and general hardware
used. Ultimately, although signals obtained by passive setups are noisy, faults/failures
impacting the dynamics of the underlying structure (or machinery) are, indeed, detectable
in the frequency content of these signals [25–27].

The current work followed the passive design approach by introducing a minimal
(in terms of hardware), simple, and cost effective to custom build and operate setup,
which, nonetheless, performed well with respect to its cost. The basic layout was first
introduced in [23], even though this was merely a proof-of-concept study, without any
evaluation of its potential performance and effectiveness. The latter was the objective of
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the current study, which employed extended testing along with a statistical validation
of results to evaluate its performance and identify its operational limits. Briefly, a
short, thin, and flexible polymer slab was fixed in a cantilever arrangement, with a
short Metglas® 2826 MB magnetoelastic ribbon attached on its clamped end. A mobile
phone both supported and supplied a low-amplitude vibration to the free end. Under
vibration, magnetic flux emitted by the magnetoelastic ribbon induced voltage in a
pick-up coil suspended above the ribbon. This voltage carried specific characteristic
frequencies of the slab’s vibration. If substances/agents accumulated on parts of the
(suitably coated) slab surface, its mass distribution and, hence, characteristic frequencies
changed. Then, simply monitoring shifts of such frequencies in the recorded voltage
enabled the detection of accumulating substances/agents. Note that, to the best of the
authors’ knowledge, a similar setup for a pest or bug detector has not been proposed
in the literature. Therefore, no direct comparison was possible other than with devices
detecting various harmful biological agents/substances, which usually operate on the
two-coil design principle [7–14]. These are quite more complex to build and operate,
thus, quite more expensive. Care, also, had to be taken when cleaning/replacing the
magnetoelastic element, in order to retain its high effectiveness in detecting H2O, H2O2,
or specific biological agents. The paper is organized as follows: After a brief introduction
in Section 1, the setup is presented in Section 2 both at its nominal state of operation
and at its optimization phase. Section 3 presents the results of testing, along with
their statistical interpretation, which defines the envelope of effective operation of the
setup, whereas Section 4 provides a brief discussion with interesting remarks on the
findings of Section 3. Finally, Section 5 presents some concluding remarks and future
work directions.

2. Materials and Methods
2.1. Nominal State of Operation

The setup, shown in Figure 1a,b, was initially proposed in [23], although, for this
work, it was suitably modified due to component availability and/or attempts to im-
prove operational effectiveness. The basic component was a thin polymer slab measuring
100 × 30 × 0.8 mm with a Metglas® 2826 MB ribbon of 25 × 5 mm centered in the lateral
direction on the slab surface and fixed with cyanoacrylic glue (see Figure 1b). Obviously,
the setup is scalable by the user according to the available space on site. The use of Metglas®

2826 MB® (or equivalent) ribbons was because these may be found at a relatively moderate
price and are available off the shelf via the internet. Better performing solutions (magne-
toelectric laminates, for instance [32]) may be used instead, but a 25 mm long Metglas®

2826 MB® ribbon is probably a more cost-effective solution for a small lab or a museum
lab or small museum wishing to obtain pest detection results without investing in infras-
tructure. For instance, monitoring pest occurrence in a small museum collection following
integrated pest management (IPM) procedures [2,3] would require a setup of limited size
placed in as discreet a location as possible. The slab end, upon which the Metglas® 2826 MB
ribbon was attached, was fixed as a cantilever via a clamp or a vice. The opposite end
received excitation by means of a low-amplitude vibration signal input. Following the
magnetoelastic principle [4–6], the vibrating ribbon produced magnetic flux, which varied
in accordance with the vibration dynamics of the slab. The changing magnetic flux, in turn,
induced voltage in a low-cost pick-up coil (Vishay IWAS) placed 15 mm above the ribbon,
i.e., in a contact-less manner (see Figure 1b). Frequency analysis of the voltage allowed for
detecting changes (mainly frequency shifts) in slab dynamics due to mass accumulated on
its surface.
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Figure 1. Components of the setup: (a) the polymer slab clamped on the right and supported by a 
feature phone on the left, with the pick-up coil near the clamp; (b) detail of the clamped end with 
the pick-up coil placed on a supporting base above the Metglas®® ribbon fixed at the end of red line. 

Due to the high flexibility of the slab, its free end required it to be supported in order 
to be level with the clamped end and, hence, close to the nominal configuration of fixed-
pinned beams as treated, for instance, in [33]. At the same time, the supported end should 
vibrate at a specific optimal frequency and profile (see Section 2.2). Hence, a cellular phone 
of suitable thickness can be used both as a support and as an exciter that provides vibra-
tion to the slab, whenever this is required by the user. For this work, an old low-cost fea-
ture phone was used (see Figure 1a), which provided an excitation profile roughly similar 
to the one identified as most effective (see Sections 2.2 and 3.1), and it only required re-
charging once a week. The voltage received by the pick-up coil was recorded by a con-
ventional oscilloscope, without requiring filtering (and, hence, the use of relevant cir-
cuit/hardware) before being processed. Alternatively, a standard smartphone could be 
used, which should allow for a two-fold evolution of the setup, as follows: 
• First, the signal produced by the coil could be recorded (and uploaded to a remote 

host for further analysis) by the smartphone via custom-made applications. Hence, 
an oscilloscope would no longer be necessary, whereas automated “over-the-air” op-
eration would be readily obtainable. 

• Second, different vibration profiles could be suitably defined by the user according 
to the findings in Section 3.1, again via custom-made applications. 

On top of the already minimal complexity (no interrogation coil and no voltage filter-
ing and associated hardware/circuitry), both developments should result in a considera-
bly more versatile setup. It should make for a low-cost, simple, custom-made setup for 
monitoring confined or hard to access environments (a small museum collection or stor-
age facilities, small labs, etc.). Indeed, the total cost is largely proportional to the value of 
the mobile phone. The pick-up coil, a 25 mm long Metglas 2826 MB®® ribbon, the clamp 
with its support, and the digital acquisition device (in this case, an oscilloscope) cost less 
than a low-cost smartphone. If a smartphone is used, then one may use it both as an exci-
tation and acquisition device, by means of specific applications. The power consumption 
of the setup is that of a mobile (smart)phone receiving calls in its vibration-only mode 
several times a day (and idling during the rest of it), whereas range, durability, and size 
mainly depend on the particular phone used. 

2.2. Testing Conditions: Setup Optimization 
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Figure 1. Components of the setup: (a) the polymer slab clamped on the right and supported by a
feature phone on the left, with the pick-up coil near the clamp; (b) detail of the clamped end with the
pick-up coil placed on a supporting base above the Metglas® ribbon fixed at the end of red line.

Due to the high flexibility of the slab, its free end required it to be supported in order
to be level with the clamped end and, hence, close to the nominal configuration of fixed-
pinned beams as treated, for instance, in [33]. At the same time, the supported end should
vibrate at a specific optimal frequency and profile (see Section 2.2). Hence, a cellular phone
of suitable thickness can be used both as a support and as an exciter that provides vibration
to the slab, whenever this is required by the user. For this work, an old low-cost feature
phone was used (see Figure 1a), which provided an excitation profile roughly similar to the
one identified as most effective (see Sections 2.2 and 3.1), and it only required recharging
once a week. The voltage received by the pick-up coil was recorded by a conventional
oscilloscope, without requiring filtering (and, hence, the use of relevant circuit/hardware)
before being processed. Alternatively, a standard smartphone could be used, which should
allow for a two-fold evolution of the setup, as follows:

• First, the signal produced by the coil could be recorded (and uploaded to a remote
host for further analysis) by the smartphone via custom-made applications. Hence,
an oscilloscope would no longer be necessary, whereas automated “over-the-air”
operation would be readily obtainable.

• Second, different vibration profiles could be suitably defined by the user according to
the findings in Section 3.1, again via custom-made applications.

On top of the already minimal complexity (no interrogation coil and no voltage filtering
and associated hardware/circuitry), both developments should result in a considerably
more versatile setup. It should make for a low-cost, simple, custom-made setup for
monitoring confined or hard to access environments (a small museum collection or storage
facilities, small labs, etc.). Indeed, the total cost is largely proportional to the value of the
mobile phone. The pick-up coil, a 25 mm long Metglas 2826 MB® ribbon, the clamp with
its support, and the digital acquisition device (in this case, an oscilloscope) cost less than a
low-cost smartphone. If a smartphone is used, then one may use it both as an excitation
and acquisition device, by means of specific applications. The power consumption of the
setup is that of a mobile (smart)phone receiving calls in its vibration-only mode several
times a day (and idling during the rest of it), whereas range, durability, and size mainly
depend on the particular phone used.

2.2. Testing Conditions: Setup Optimization

The previous subsection regarded the nominal state of operation of the setup, meaning
that the setup presented supposed that the slab vibrated due to an optimally chosen signal
and substances/agents were accumulating on the most sensitive part of the surface, so
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that best detection performance could be achieved. Nonetheless, identifying these optimal
settings was the principal objective of the current study, and this imposed considerable
testing using specific technical solutions and methods. Figure 2 presents the setup as modi-
fied for optimization testing. The cellular phone was removed, with a module (designated
as part A) involving a small vibration motor and the associated circuit taking its place
and supporting the free end of the slab. The vibration module (in the form of a tab) was
similar to those used in cellular phones but could be driven by the user to produce specific
vibration profiles. Note that in Figure 2, the vibration module is already in place, with
the module marked with an A presented (and shown in the inset) simply for clarity. In
the current study, the vibration module A was driven via an Arduino-Uno Atmega328
microprocessor (designated as part B in Figure 2) connected to a portable computer, which,
via suitable programming, may act as function generator. Pulse signals of either constant
user-defined frequency values or frequency sweeps within a user-defined range may be
obtained via the microprocessor.
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Uno microcontroller B, connected to the portable computer on the left.

A previous study [24] demonstrated that long, thin, flexible polymer beams with
magnetoelastic ribbons attached to their surface can actually provide sensing infor-
mation, which allows for estimating the vibration frequency level. Based on this fact,
the current study went a step further in that it identified the vibration profile, which
maximized the sensing properties of the polymer slab before attempting to use these
properties for detection purposes. Therefore, an initial set of test runs involved a series
of triangular pulses (as in [24]) vibrating the slab at (constant for each test run) values of
30, 60, 90, 120, 150, and 180Hz. Additionally, a series of pulses sweeping the frequency
range between 30 and 180Hz were also tested. Note that testing at frequencies over
180Hz was also attempted, but occasional problems with the vibration module were
encountered. All profiles were used for vibration testing on two different occasions
(days). As will be explained in Section 3, performing the same tests on different days
allowed for reliably identifying critical frequency regions where sensing properties of
the slab were evident. Hereafter, such regions are referred to as principal activity regions.
By definition, prominent frequency peaks in principal activity regions must be created
by all vibration profiles for a slab vibrating without substances/agents accumulating on
its surface. Note that in a similar context, [25] confirmed via finite element analysis that
such frequency peaks were close to specific characteristic frequencies of the setup. Then,
specific vibration profiles, which lead to the highest peaks inside each principal activity
region, may be identified, meaning that best (i.e., optimal) and worst-case vibration
profiles are readily designated.

At a later stage, the optimally selected vibration profiles were used to monitor the prin-
cipal activity regions for frequency shifting due to the accumulation of substances/agents
on the slab’s surface. Two issues were important, at this stage, and both were related to the
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sensitivity of detecting substances/agents accumulating on the slab. The first sensitivity
issue was related to finding slab locations where accumulating substances/agents led to the
most evident frequency shifts inside the considered principal activity regions. Therefore,
three different locations were examined on the slab, namely, at 4, 6, and 8 cm away from
the clamped end, as presented in Figure 3. These locations are referred to as W4, W6, and
W8, respectively. Note that the Metglas® ribbon was fixed right after the clamp, meaning
that W4 was the most accessible point close to the Metglas® ribbon’s end that could be
used for detection purposes. Recall that the ribbon was 25 mm long, meaning that its
end was still 15 mm away from W4. This choice of the W4 location was purely due to
practical reasons: If substances/agents-to-be-detected are pests or bugs, then a special
pest/bug-attracting coating should be applied on the slab surface. Removing the captured
bugs could be a problem, if part of this coating is applied by mistake under the coil support
or on the ribbon. For the same reason, the coil was placed at a distance of 15 mm above
the slab surface, even though [24] demonstrated that, as this distance decreases, results
in terms of frequency peaks inside the principal activity regions become more consistent.
Location W6 was slightly off the middle of the slab, whereas location W8 was practically
near the vibration module. The latter covered the part between 8 and 10 cm of the slab.
Note that any pest/bug-attracting coating should not be applied over the entire slab surface
but rather on that location (W4, W6, and W8) that offers the best sensitivity in terms of
frequency shifts inside the principal activity regions. Note, also, that detection effectiveness
is not linearly proportional to the volume of a coated part on the slab surface. In other
words, a “limited” area of accumulated pest means that a point (instead of a uniform) load
is applied onto the slab, which is favorable to reduced detection times.
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right in front of vibration module and its supporting base.

The second sensitivity issue was related to defining the potential value of the mass of
the accumulating substances/agents to be detected, which should be as low as possible.
A past study [23] indicated that masses as low as 0.5 g could be detected, and this was
the starting point of the current study. A group of needles stacked together and weighing
in total 0.46 g was used for testing at locations W4, W6, and W8 (see Figure 3) under
different vibration scenarios involving both optimal and worst-case vibration profiles, in
the sense explained in previous paragraphs. The choice to vibrate the slab at both optimal
and worst-case vibration profiles ultimately led to the global assessment of performance
limitations of the setup, both in positive and negative terms.

Addressing both sensitivity issues implies that a number of test runs at unloaded (no
mass on slab surface) and loaded (with 0.46 g of needles) configurations for locations W4,
W6, and W8 should have been carried out. The resulting signals were recorded and, via
frequency analysis plots (via fast Fourier transform (FFT)), datasets including frequency
values associated to peaks should have been formed for cases of testing with unloaded
slabs as well as cases of slabs with loads at W4, W6, and W8. Forming such datasets for each
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principal activity region and comparing them by means of statistical hypothesis testing
procedures allows for examining whether datasets corresponding to loaded slabs at a
specific location (W4, W6, or W8) are meaningfully different in a statistical sense compared
with datasets resulting from unloaded slabs. Such statistical evaluations provide reliable
evidence as to whether frequency peaks from loaded slabs are shifted with respect to peaks
from unloaded slab inside each principal activity region.

Furthermore, the results of such statistical evaluations take into account the inherent
uncertainty of the decision-making process. In fact, comparing two or more datasets may be
seen as a problem of checking whether data in all sets follow the same statistical distribution
or not. The hypothesis testing problem may, hence, admit the following form, as follows:

H0: Data (frequency values) in both (or all) sets follow a similar distribution.
H1: Data (frequency values) in both (or all) sets follow different distributions.

(1)

In (1), H0 is referred to as the null hypothesis, whereas H1 is the alternative hypothesis.
In essence, data in each set may follow any distribution and, while statistical checks to
decide whether data are normally distributed exist, they are not very useful when the
amount of data values in each set is limited. Hence, given that there is no indication that
data in the frequency values sets follow normal distribution, non-parametric statistical
tests are suitable for choosing between null and alternative hypotheses in (1) at a given
risk level α. The latter is the probability of rejecting H0, even though it is true and is
usually selected equal to 0.05. In other words, rejecting H0 at α = 0.05 means that there
is only a 5% probability of uncertainty (or risk) to be mistaken and accept that “data
of sets under comparison follow different distributions”, while in reality they do not.
Typical non-parametric statistical tests are the Kolmogorov–Smirnov two-sample test and
the Kruskal–Wallis test [34,35]. The Kolmogorov–Smirnov two-sample test is used for
solving hypothesis problems as in (1), when comparisons between only two datasets are
considered. The null hypothesis is accepted (or rejected), using the distance between
empirical distributions of data for each set, with this distance estimated on the basis of the
available data. On the other hand, the Kruskal–Wallis test may be used with two or more
sets of data [34–36] and assesses whether data in sets under consideration follow similar
distributions. If these distributions have similar shapes, then the Kruskal–Wallis test accepts
(or rejects) the null hypothesis based on whether medians of all groups are sufficiently (in
some statistical sense) close [34]. The important detail is that the Kruskal–Wallis test can
even be used with sets containing as low as 6 data values each [36]. For instance, cases
of using the Kruskal–Wallis test with groups containing a very limited number of data
values are presented in [34,35]. On the other hand, when two datasets (involving n1 and n2
data values, respectively) should be compared, the Kolmogorov–Smirnov test is believed
to give reasonably accurate results if [(n1 × n2)/(n1 × n2)] ≥ 4 [37], which could be a
matter of concern in the present case (see Section 3.2). These characteristics motivated the
choice of Kruskal–Wallis test for solving the hypothesis testing problem (1), as presented
in Section 3.1. The Kruskal–Wallis test may be found in software packages such as SPSS®

or MATLAB® (with the latter used in this study), which instantly provide the probability
value (referred to as p-value) for evaluating the evidence against the null hypothesis. A
low p-value means that there is significant evidence against accepting the null hypothesis.
The p-value also provides a means for quantifying how much risk (uncertainty) is involved
when two (or more) datasets (frequency peak values in the case examined) are considered
to overlap. Then a large p-value would state that the sets considered should almost surely
overlap, meaning that frequency shifts are not significant.

3. Results

As stated in Section 2, the experimental testing aimed at obtaining a two-fold assess-
ment of the setup, as follows:
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• First, the principal activity regions inside the frequency range where sensing char-
acteristics are evident should be determined for a slab vibrating at an unloaded
configuration. Various vibration profiles at different frequencies (constant as well as
frequency sweeps) were created (see Section 2.2) and used for slab excitation. Fre-
quency analysis of the resulting voltage (as provided by the pick-up coil) was used to
define the principal activity regions where frequency peaks were most prominent for
all vibration profiles tested. Additionally, testing was performed at two different days
(occasions) in order to retain only principal activity regions common to both days.
Hence, frequency regions with peaks from transient phenomena or electromagnetic
noise were avoided. This task is presented in Section 3.1.

• Second, once a clear decision on the most (and the least) effective vibration profile was
made, the effectiveness to detect frequency shifts (from mass accumulation on W4,
W6, or W8 slab locations) should be evaluated. This evaluation involves the use of
Kruskal–Wallis statistical hypothesis tests and will be presented in Section 3.2.

In all test runs, the slab vibrated during several seconds and the voltage from the
pick-up coil was recorded at 2 MHz. Each time, frequency analysis plots using FFT were
created using signal sequences of 2 × 106 samples.

3.1. Sensitivity of Sensing Characteristics Versus Vibration Profiles

Initially, test runs using triangular pulses of 30, 60, 90, 120, 150, and 180Hz to vibrate
the slab were conducted. Subsequently, a series of pulses at frequency sweeps between
30 and 180Hz were also used to vibrate the slab. The same testing protocol was applied
during two different days in order to isolate principal activity regions common to both days.
Figure 4 presents the results of the second day of testing, whereas in Table 1, the three most
significant principal activity regions are listed for each day. Obviously, two regions were
common to both days, namely, that around 5300–5400Hz (first principal activity region)
and another around 2600–2700Hz (second principal activity region). The region around
5400Hz was considered as the most significant (and, hence, referred to as the first principal
activity region) because frequency peaks therein had up to 10 times larger amplitude than
their counterparts found in the region around 2700Hz (see, for instance, peaks created by
frequency sweep excitation in Figure 4).
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Table 1. Testing days and the three most significant principal activity regions.

Day of
Testing

First Principal Activity Region
(Hz) 1

Second Principal Activity Region
(Hz) 1

Third Principal Activity Region
(Hz) 1

#1 5300 2600 36,000
#2 5400 2700 1350

1 Region ±80Hz approximately around indicated value.
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There were other regions where peaks were prominent but corresponded to signals
created by only one or two vibration profiles. For instance, around 200 KHz, one may
notice a large peak corresponding to signal resulting from vibrating the slab at 30Hz on
both days. It is critical that a principal activity region includes peaks corresponding to all
vibration profiles tested, since the most as well as the least effective vibration profile (out of
all tested) should be designated at each principal activity region. Another remark regards
the inclusion of a signal referred to as noise in Figure 4. In fact, the first series of test runs
were conducted without vibrating the slab, meaning that the pick-up coil provided a signal
corresponding to (mostly electromagnetic) ambient noise. Obviously, this noise should
not result in frequency peaks inside principal activity regions, since, in those regions, only
information resulting from the vibration dynamics of the slab should be present.

In order to check whether the amplitude of frequency peaks of signals created by any
excitation profile could be comparable to those of noise, additional testing was carried out.
Five noise sequences were recorded and, again, five test runs for each excitation profile
were carried out. Frequency peaks and amplitudes were computed (via FFT) for each set
of five signals. Then, error bar-like plots indicating amplitude dispersion for each set of
signals due to an excitation profile versus dispersion from signals due to noise were created
for both principal activity regions in Figure 5a,b. No overlap was noted, meaning that
when the slab vibrated due to external excitation, its response was visible through noise
inside both principal activity regions.
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Note that, inside each principal activity region, the most prominent frequency peaks
did not systematically result from the same vibration profile. When more than one principal
activity regions are considered, a rule designating the most effective vibration profile must
be defined. Considering that, in terms of sensing, the vibration profile creating the highest
peak magnitude in a region was the most effective, a rule was formulated, as follows.

• Inside each principal activity region, select the vibration profile resulting in the highest
peak magnitude, namely, Amax.

• For each of the remaining vibration profiles, compute the index ix corresponding to its
relative difference with respect to the highest peak magnitude, namely,

ix = (Ax − Amax)/Amax (2)

with x designating the vibration profile examined (30, 60, 90, 120, 150, 180Hz or sweep
30–180Hz).

• For each vibration profile x, compute:

Ix =
n

∑
k=1

ix (3)

where n is the number of principal activity regions.
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Vibration profiles with the lowest values of Ix should qualify as most effective since
they resulted in high peak magnitudes in all principal activity regions. Figure 6 presents a
bar chart based on the values of Ix following testing with all vibration profiles during two
days. Note that, for reasons of clarity, values for Ix are shown for the first [i.e., n = 1 in (3)]
and both [n = 2 in (3)] principal activity regions. One may, hence, note that several vibration
profiles perform better when only considering the first principal activity region (brown
bars), with that corresponding to the frequency sweep being the best (ix = 0), followed by the
profile of 30Hz. Obviously the best overall effectiveness was demonstrated by the profile
corresponding to the frequency sweep (green bars). The worst-case profile had to be either
that corresponding to the series of triangular vibration pulses at 150 or 180Hz. The profile
of 150Hz had an equally poor performance in both principal activity regions, whereas that
of 180Hz behaved badly inside the first region and slightly better inside the second one.
After much thought, the vibration profile at 180Hz was selected as the worst-case scenario
in terms of sensitivity. This is because it featured notably poorer effectiveness inside the
(most significant) first principal activity region, where peak magnitudes were higher than
in every other region of the frequency band. Note that it seemed quite surprising that the
two vibration profiles with the highest frequencies were candidates for being less effective
in terms of sensing results. This issue will be further discussed in Section 4. It is important
to test the most and the least effective vibration profiles, because this should offer a global
view of the performance limits of the proposed setup in terms of the detection of mass
accumulating on the slab surface, as will be explained in Section 3.2.
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3.2. Sensitivity of Mass Detection Versus Magnitude/Position on the Slab Surface

Once the best and worst-case configurations have been defined, the assessment of
mass detection effectiveness with respect to mass position on the slab surface must be
carried out. For this purpose, test runs at unloaded (no mass on slab surface) or loaded
configurations (mass at slab locations W4, W6, or W8) were performed and are reported in
Table 2. The notation of the configuration for each test run indicates the vibration profile
used for conducting the runs. Notations involve the frequency value at which the run
was conducted (30–180Hz or sweep) and the mass location during the run (W4, W6, W8,
or no mass reference) whereas j indicates the current test run number at this particular
configuration. Given that 10 test runs per configuration were conducted, j admits values
between 1 and 10. For instance, 180HzW4,3 indicates results from the third run conducted
by vibrating the slab at 180Hz, with a mass (of 0.46 g) at location W4. On the other hand,
180Hz,3 indicates results from the third run conducted by vibrating the slab at 180Hz
without load on its surface.
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Table 2. Test runs and associated configurations, with statistical hypothesis testing results using
Kruskal-Wallis test.

Configuration for
Each Dataset j = 1, . . ., 10

p-Value: Accepted Hypothesis
First Principal Activity Region

5300–5400Hz

p-Value: Accepted Hypothesis
Second Principal Activity Region

2600–2700Hz

180Hz,j 1—H0 1—H0
180HzW4,j 0.020507—H1 0.020459—H1
180HzW6,j 0.00027618—H1 0.00030979—H1
180HzW8,j 0.00086503—H1 0.000838—H1

sweep,j 1—H0 1—H0
sweepW4,j 0.00015262—H1 0.00015174—H1
sweepW6,j 0.00015705—H1 0.00015527—H1
sweepW8,j 0.13987—H0 0.11106—H0

When a series of 10 runs at a given vibration profile was completed both at loaded
and unloaded configurations, the frequency values of peaks inside the first and second
principal activity regions were stored. Thus, for each principal activity region, two
datasets per configuration were formed: one set with 10 frequency values corresponding
to the unloaded slab and another with 10 frequency values corresponding to a slab
loaded at one of the designated locations (W4, W6, or W8). Then, the Kruskal–Wallis test
was used for evaluating whether data in these sets followed the same distribution (i.e.,
accepting hypothesis H0) or not (i.e., accepting hypothesis H1). Accepting H1 means that
the set of peak frequencies from testing at an unloaded configuration did not overlap
with that formed by peak frequencies from testing at a loaded configuration, at α = 0.05
risk level. In other words, accepting H1 means that testing with loaded slabs resulted
in shifted frequency peaks with respect to those exhibited when testing with unloaded
slabs. Results for p-values and the accepted hypotheses inside each principal activity
region are shown in Table 2. For instance, if the p-value was equal to 0.020507 < 0.05
(third row, second column), then comparing the frequency set from tests at a “180HzW4,j”
configuration (load at W4, constant vibration of 180Hz) to the set from tests at a “180Hz,j”
configuration (no load, constant vibration of 180Hz) resulted in the two sets not being
not similar (H1 accepted) at a α = 0.05 risk level, and by some margin. Again, if the
p-value was equal to 0.00015262 < 0.05 (seventh row, second column), that indicated
that the frequency set from tests at a “sweepW4,j” configuration was not similar to that
from tests at a “sweep,j” configuration at α = 0.05 risk level, and by a wider margin
than before. Note that if the Kolmogorov–Smirnov (instead of Kruskal–Wallis) test is
used, one must make sure that the two sets contain sufficient data values (n1 and n2,
respectively) so that the index [(n1 × n2)/(n1 × n2)] ≥ 4 (see Section 2.2). In the current
case, with n1 = n2 = 10, the index admitted a value equal to 5; hence, results could be
acceptable, but only just.

Furthermore, frequency plots in Figures 7–12 exhibit the frequency shifting phenom-
ena evaluated in Table 2 via the Kruskal–Wallis test and the corresponding p-values. An
examination of Figures 7–12 (particularly the plots showing peak dispersion in both prin-
cipal activity regions) is important in order to associate p-values found in Table 2 with
the level of overlap between the corresponding frequency sets. Note that, for cases with
important frequency shifts such as in Figure 10 (“sweep,j” versus “sweepW4,j” config-
uration), very low p-values (equal to 0.00015262) were obtained. On the other hand, a
p-value equal to 0.020507, which is significantly lower than 0.05, did not exclude a small
overlap between frequency sets in Figure 7 (“180HzW4,j” versus “180Hz,j” configuration).
Nonetheless, the majority of test runs with load at W4 did exhibit shifted frequencies when
the slab vibrated at 180Hz, with respect to test runs conducted without load. Note also
that low p-values ultimately indicate shifting of frequency peaks when the slab was loaded
but did not indicate the direction. For instance, results in the 4th–5th rows of Table 2 and
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Figures 8 and 9 show that frequencies shifted to higher values when the vibrating slab
was loaded, yet p-values only indicated that frequency shifts existed. This result will be
discussed in Section 4.
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Figure 7. Frequency plots of voltage signals obtained via the pick-up coil from a slab vibrating due to
excitation at 180Hz without and with mass at W4: (a) peaks in first principal activity region; (b) peaks
in second principal activity region; (c) peak dispersion for both configurations in first principal
activity region; (d) peak dispersion for both configurations in first principal activity region.
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Figure 8. Frequency plots of voltage signals obtained via the pick-up coil from a slab vibrating due to
excitation at 180Hz without and with mass at W6: (a) peaks in first principal activity region; (b) peaks
in second principal activity region; (c) peak dispersion for both configurations in first principal
activity region; (d) peak dispersion for both configurations in first principal activity region.
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Figure 9. Frequency plots of voltage signals obtained via the pick-up coil from a slab vibrating due 
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Figure 10. Frequency plots of voltage signals obtained via the pick-up coil from a slab vibrating due 
to frequency sweep excitation without and with mass at W4: (a) peaks in first principal activity 
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Figure 9. Frequency plots of voltage signals obtained via the pick-up coil from a slab vibrating due to
excitation at 180Hz without and with mass at W8: (a) peaks in first principal activity region; (b) peaks
in second principal activity region; (c) peak dispersion for both configurations in first principal
activity region; (d) peak dispersion for both configurations in first principal activity region.
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Figure 10. Frequency plots of voltage signals obtained via the pick-up coil from a slab vibrating due 
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Figure 10. Frequency plots of voltage signals obtained via the pick-up coil from a slab vibrating
due to frequency sweep excitation without and with mass at W4: (a) peaks in first principal activity
region; (b) peaks in second principal activity region; (c) peak dispersion for both configurations
in first principal activity region; (d) peak dispersion for both configurations in first principal
activity region.
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Figure 11. Frequency plots of voltage signals obtained via the pick-up coil from a slab vibrating due 
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Figure 12. Frequency plots of voltage signals obtained via the pick-up coil from a slab vibrating due 
to frequency sweep excitation without and with mass at W8: (a) peaks in first principal activity 
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Figure 11. Frequency plots of voltage signals obtained via the pick-up coil from a slab vibrating
due to frequency sweep excitation without and with mass at W6: (a) peaks in first principal activity
region; (b) peaks in second principal activity region; (c) peak dispersion for both configurations
in first principal activity region; (d) peak dispersion for both configurations in first principal
activity region.
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Figure 12. Frequency plots of voltage signals obtained via the pick-up coil from a slab vibrating
due to frequency sweep excitation without and with mass at W8: (a) peaks in first principal activity
region; (b) peaks in second principal activity region; (c) peak dispersion for both configurations
in first principal activity region; (d) peak dispersion for both configurations in first principal
activity region.



Designs 2024, 8, 112 15 of 20

4. Discussion

Results presented in Section 3 are quite promising because they statistically demon-
strate that the setup may comfortably detect mass deposition at location W4 when frequency
sweeps are used for vibrating the slab. Results presented in the seventh row of Table 2 along
with Figure 9 ensure that, even for mass values lower than 0.46 g, there is a comfortable
margin for detecting frequency shifts, especially inside the first principal activity region.
This confirms that, in terms of sensitivity (see Section 3.1), a vibration profile obtained
via frequency sweep excitation was found as the best-case scenario for detecting a mass
at W4. Section 3.1 concluded that vibrating the slab at a constant frequency of 180Hz
corresponded to the worst-case scenario in terms of sensitivity. This also seemed to be the
case when detecting a mass of 0.46 g at W4 because, by looking at the third row of Table 2
and at Figure 7, one realizes that detection margins were considerably slimmer than those
obtained when the slab received excitation with frequency sweep profiles. Nonetheless, it
is also important to know that, even in the worst case, the proposed setup may still provide
acceptable results in terms of mass detection at W4, even though mass value cannot be
considerably lower than 0.46 g. When frequency sweeps were used for vibrating the slab,
results also seemed to be reasonable in terms of mass detection at location W6. The eighth
row of Table 2 and Figure 11 suggest that a mass of 0.46 g may be easily detected from
frequency shifts inside both principal activity regions. It is true, however, that detection
margins were less significant than those previously obtained for masses located at W4.
One could detect mass values lower than 0.46 g, but not by much. These results also point
out that the detection effectiveness decreased gradually when the mass was located at a
greater distance from the Metglas® ribbon. The same reasoning is also valid for a mass
accumulated at location W8. Now, looking at the ninth row of Table 2 and Figure 12, one
sees that it was not possible to detect mass deposition located so close to the source of
vibration, at least when the slab vibrated due to frequency sweeps.

On the contrary, when the slab vibrated at a constant frequency of 180Hz, it seemed
that masses of 0.46 g may have been detected at W6 or W8 locations (see fourth and
fifth rows of Table 2 and Figures 8 and 9). This is even more surprising, since vibrating
the slab at a constant frequency of 180Hz corresponded to the worst-case scenario in
Section 3.1. However, a careful examination of Figures 8 and 9 indicates that frequency
peaks from tests with a slab loaded at W6 or W8 shifted to higher (instead of lower)
with respect to those from tests with unloaded slab. This result does not seem to be
in accordance with what is normally experienced in such cases (see, for instance, [22]).
A possible explanation, though, may be as follows. Recall that the ultra-thin and,
hence, flexible slab is actually an elastic structure that experiences rapid vibrations but
of very low amplitude. In the past, various studies considered the special effect of
strong mechanical high-frequency excitation causing a flexible structure to apparently
“stiffen” [38,39]. There is, obviously, no real stiffening effect in the structure, as if, for
instance, extra material had been added to critical locations of the structure. Instead, one
may consider that, under specific conditions of high-frequency, low-amplitude vibration,
flexible systems may behave as less flexible ones. Specifically, Thomsen in [39] carried
out a theoretical and experimental study of a flexible horizontal piano string, clamped
on one end and subjected to high-frequency but low-amplitude vibration. Thomsen
provided theoretical expressions for apparent bending frequencies, which involved the
values of standard characteristic frequencies augmented by terms depending on the
average effect of the high-frequency excitation. The additional apparent stiffness was
not distinguishable from real structural stiffness. More recent studies [40] additionally
examined theoretically and experimentally the effect of strong nonlinearities for specific
1-DOF systems in controlling the effective mechanical stiffness.

In essence, this result is quite interesting because it illustrates that, in terms of exci-
tation, faster is not always better when monitoring frequency peaks of flexible structures
under low-amplitude vibrations, as was the case in the current study. When the slab
vibrated at 180Hz, the experimental findings in Figures 8 and 9 showed that, regardless
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of the mass location (W6 or W8), frequency peaks were placed in the same region in the
frequency band. It seems that, given the strong excitation, the mass position had no impact
on the elastic behavior of the slab. The Kruskal–Wallis test validated this remark, since it
was used to solve the hypothesis testing problem (1) when the following datasets were
involved, as follows:

• The dataset with peak frequency values from tests at “180HzW6,j”configurations;
• The dataset with peaks from test at “180HzW8,j”configurations.

The hypothesis testing problem was solved for both principal activity regions, with
the Kruskal–Wallis test providing p-values equal to 0.96971 (H0 accepted) for the first and
0.90798 (H0 accepted) for the second principal activity regions. Hence, placing 0.46 g at
either W6 or W8 location had hardly any effect on the apparent stiffness of the loaded
slab when the latter vibrated at a (very) low amplitude but rapidly at 180Hz. The overall
most effective vibration profile was that relying on frequency sweeps from 30–180Hz, as
proposed in Section 3.1.

Another remark is related to the potential use of the Kolmogorov–Smirnov two-sample
(instead of Kruskal–Wallis) test for solving the hypothesis testing problem (1). In other
words, results on the sensitivity of mass detection at W4, W6, and W8 on the slab surface
should hold irrespective of the statistical test used for solving the hypothesis problem
(1). Obviously, this remark also depends on how the considered statistical test performs
when datasets of a small size (i.e., with limited number of values) are used. As stated in
Section 3.2, when using the Kolmogorov–Smirnov two-sample test to solve the hypothesis
problem (1) for datasets containing 10 values each, the estimated p-values are to be accepted
with caution. Massey’s classic paper [41] studied the operational characteristics of the
Kolmogorov–Smirnov “goodness-of-fit” test several decades ago. This test is related to
statistically evaluating the difference between an empirical and a hypothetical cumulative
distribution from available data. Modifications to this test by Khamis [42] aimed specifically
at improving the standard test’s power when small to moderate dataset sizes were used.
Khamis reported significant improvements (over the standard test) in estimated p-values
for two examples with datasets of 12 and 9 values, respectively. Even though these papers
studied the Kolmogorov–Smirnov goodness-of-fit test (not the two-sample variant), it is
reasonable to question the test performance for small datasets.

Consequently, in an effort to verify whether changing the test would lead to differ-
ent detection results for locations W4, W6, and W8, the hypothesis testing problem (1)
was again solved for the same comparisons found in Table 2, but this time using the
Kolmogorov–Smirnov two-sample test. Table 3 presents results for cases equivalent to
those presented in Table 2. A careful cross-examination of Tables 2 and 3 ensures that, for all
comparisons presented in both tables, results are identical in terms of accepted hypothesis.
However, a closer look reveals that p-values estimated via the Kolmogorov–Smirnov test
are somewhat affected by the low number of data points (equal to 10) for each dataset.
For instance, Figure 10 presents frequency peaks resulting from test runs at “sweep,j“ (in
black) and “sweepW4,j“ (in red) configurations inside the first and second principal activity
regions. The distance between sets from loaded and unloaded configurations inside the
first principal activity region was different to that of the corresponding sets in the second
principal activity region. Yet, the respective p-values estimated via Kolmogorov–Smirnov
tests were identical and equal to 0.00001888 (seventh row, first and second columns in
Table 3). The same comparison via Kruskal–Wallis tests (see seventh row, first and second
columns in Table 2) yielded p-values of 0.00015262 and 0.00015174 for sets in the first and
second principal activity region, respectively. This slight difference better demonstrated
the situation presented in Figure 10a,b and probably highlights the fact that when datasets
become smaller, the use of Kruskal–Wallis tests may be a better solution. Nonetheless, the
conclusions on achieving better detection sensitivity at location W4 when the slab was
excited via pulses of sweeping frequency still hold, even when the Kolmogorov–Smirnov
test was used.
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Table 3. Test runs and associated configurations, with statistical hypothesis testing results using
Kolmogorov–Smirnov two-sample test.

Configuration for
Each Dataset j = 1, . . ., 10

p-Value: Accepted Hypothesis
First Principal Activity Region

5200–5400Hz

p-Value: Accepted Hypothesis
Second Principal Activity Region

2500–2700Hz

180Hz,j 1—H0 1—H0
180HzW4,j 0.0068986—H1 0.0068986—H1
180HzW6,j 0.00017012—H1 0.00017012—H1
180HzW8,j 0.00017012—H1 0.00017012—H1

sweep,j 1—H0 1—H0
sweepW4,j 0.00001888—H1 0.00001888—H1
sweepW6,j 0.00001888—H1 0.00001888—H1
sweepW8,j 0.31285—H0 0.31285—H0

A final remark is related to how a specific electromagnetic noise from a ringing mobile
phone may affect the detection effectiveness of the proposed setup. For this purpose,
additional experiments were carried out, as follows:

• One set of 10 test runs with the pick-up coil recording signal while the slab was at rest
(hence, pure electromagnetic noise);

• Another set of 10 runs under similar (as above) conditions but with a ringing smart-
phone now supporting the free end of the slab, as described in Section 2.1.

Recall that when the slab was vibrating, frequency components of the recorded signal
were easily distinguishable from pure electromagnetic noise as found in the laboratory en-
vironment (see Figure 5). Consequently, if even the standard ambient electromagnetic noise
is not affected by interferences from a ringing smartphone, then the detection performance
of the proposed setup is not going to be affected. The amplitude dispersion of the frequency
peaks for both sets of 10 runs is presented in Figure 13: it is seen that a ringing mobile phone
did not significantly affect the frequency content of standard electromagnetic noise inside both
principal activity regions. Moreover, the hypothesis testing problem was formulated [as in
(1)] to examine whether the two sets followed the same statistical distribution (hypothesis H0)
or not (alternative hypothesis H1). The problem was solved at a risk level of α = 0.05 for both
principal activity regions using the Kruskal–Wallis test. The resulting p-values were equal to
0.44 >> 0.05 (H0 accepted) for the first and 0.65 >> 0.05 (H0 accepted) for the second principal
activity regions. Hence, no major interference from a ringing mobile phone was possible in
both regions. The result is plausible, since the frequencies of mobile phone operation are much
higher than the range where both principal activity regions are located.
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5. Conclusions

The development and optimization of a setup utilizing the magnetoelastic character-
istics of Metglas® ribbons for detecting the accumulation of substances/agents inside a
monitored site are presented. The main parts include a short but thin and flexible polymer
slab, fixed as a cantilever on one end, with the opposite end receiving support and excitation
from a cellular phone. A short Metglas® ribbon is attached on the slab’s surface near the
cantilever end. A pick-up coil suspended above the ribbon receives in a contact-less manner
the magnetic flux created when the slab and ribbon vibrate due to the cellular phone being
operated. Spectral characteristics of the resulting voltage depend on the vibration dynamics
of the slab. These, in turn, are affected by the mass of substances accumulating on its
surface. Thus, monitoring specific spectral characteristics (frequency shifts) of the voltage
signal allows for verifying the presence of a mass on the slab surface. The proof of concept
of the setup was presented in a previous work, but the current study takes the concept to
maturity by using extended testing to statistically evaluate its performance/effectiveness
and define its operational strengths and limitations. It was concluded that, when vibrating
due to an optimal excitation signal (pulses at frequency sweeps from 30–180Hz), the setup
may easily detect 0.46 g of a mass at its most sensitive position (that near the clamp). Most
interestingly, the statistical methodology used implies that detection margins at that posi-
tion are quite large, meaning that masses even significantly less than 0.46 g are potentially
detectable. On the other hand, if the user inadvertently selects the worst-case excitation
scenario (constant frequency of 180Hz), the setup may still provide detection results at
the most sensitive position but the sensitivity is somewhat compromised. Further work
involves proposing improvements on the pick-up coil circuit used via the development of
suitable strategies for upgrading its sensitivity without resorting to costly solutions.
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