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Abstract: This research explores the design of a system for monitoring driver drowsiness
and supervising seat belt usage in interprovincial buses. In Peru, road accidents involving
long-distance bus transportation amounted to 5449 in 2022, and the human factor plays
a significant role. It is essential to understand how the use of non-invasive sensors for
monitoring and supervising passengers and drivers can enhance safety in interprovincial
transportation. The objective of this research is to develop a system using a Raspberry
Pi 4 and Arduino Nano that allows for the storage of monitoring data. To achieve this,
a conventional camera and MediaPipe were used for driver drowsiness detection, while
passenger supervision was carried out using a combination of commercially available
sensors as well as custom-built sensors. R5485 communication was utilized to store data
related to both the driver and passengers. The simulations conducted demonstrate a high
level of reliability in detecting driver drowsiness under specific conditions and the correct
operation of the sensors for passenger supervision. Therefore, the proposed system is
feasible and can be implemented for real-world testing. The implications of this research
suggest that the system’s cost is not a barrier to its implementation, thus contributing to
improved safety in interprovincial transportation.

Keywords: security; raspberry; computer vision; MediaPipe; Arduino Nano; RS485; data
collection

1. Introduction

Road traffic crashes are a major global health concern, causing approximately
1.19 million deaths annually. Key risk factors contributing to these fatalities include non-
use of safety restraints (seat belts and child restraints) and driver impairment, particularly
fatigue and drowsiness. Seat belt use alone is estimated to reduce the risk of death among
vehicle occupants by up to 50% [1]. Thus, in [2], the authors analyze the use of seat belts
in buses through observations on 328 buses in 10 cities in Sweden, including factors such
as unbuckling the seat belt, sleeping discomfort, and other factors affecting its use. In
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Peru (the National Transport Administration Regulation [3]), national regulations man-
date seat belt use for all passengers over 4 years of age in all vehicles. However, despite
these regulations, compliance remains inconsistent, particularly in interprovincial buses,
which are integral to long-distance travel but often lack effective monitoring systems to
ensure compliance and maximize safety benefits for passenger safety. Concurrently, driver
fatigue and drowsiness present a significant threat to road safety. According to the 2022
Road Accident Statistical Report by SUTRAN [4], Peru recorded 5449 road accidents, of
which 47% were caused by collisions and 45% by reckless behavior, indicating that hu-
man factors, including driver behavior, are a primary cause of accidents, with fatigue and
drowsiness being significant contributing factors. The ONSV report [5] identifies human
factors—specifically fatigue and drowsiness—as the primary cause. These conditions
impair cognitive function, reaction time, and decision making, dramatically increasing
the risk of collisions. Traditional methods for detecting driver drowsiness, such as elec-
troencephalograms (EEGs) and electrocardiograms (ECGs), are impractical for real-world
application due to their intrusive nature and complexity. Therefore, addressing both seat
belt compliance and driver drowsiness is essential for improving road safety. While these
issues are often studied separately, their combined impact on accident severity highlights
the need for integrated monitoring solutions. Recent advances in artificial intelligence (AI),
particularly Deep Learning (DL) and machine learning (ML) coupled with computer vision
(CV), offer promising avenues for developing non-invasive and cost-effective monitoring
systems. However, many existing solutions require high-performance hardware, limiting
their widespread adoption. This paper proposes a novel integrated system for monitoring
both driver drowsiness and passenger seat belt usage in long-distance bus services using
non-invasive, cost-effective methods. By combining these two critical safety aspects into
a single system, we aim to provide a more holistic approach to road safety. Our system
utilizes a Raspberry Pi 4 and multiple Arduino Nano microcontrollers for data acquisition
and processing. Driver drowsiness is monitored using a conventional camera and the
MediaPipe library, while passenger seat belt usage is detected using readily available com-
mercial and custom-designed sensors. This architecture prioritizes portability, robustness,
user-friendliness, and low implementation cost. The remainder of this paper is organized
as follows:

®  Section 2 reviews related work and identifies gaps in existing solutions.

*  Section 3 describes the proposed methodology, including materials and methods.

®  Section 4 presents results and discussions on system performance.

®  Section 5 concludes the paper and summarizes the achievement of the research objec-
tives with recommendations for future work.

2. Literature Review

The current literature and market reveal a growing interest in developing advanced in-
vehicle monitoring systems, with a particular focus on seat belt usage detection, passenger
identification, and vital signs monitoring. The approaches and technologies employed in
these systems vary, but they all aim to enhance safety and detection accuracy. Regarding
seat occupancy monitoring and seat belt usage, researchers have developed innovative
sensors, [6]. Introduces a flexible resistive sensor based on interwoven conductive thread,
addressing the issue of false positives found in FSR sensors by enabling differentiation
between people and objects. In [7] proposes a wireless inductive sensor that detects seat
occupancy by measuring changes in inductance caused by the applied weight, achieving
differentiated sensitivity for various weight ranges. In another approach, [8] presents an
intelligent warning system that allows a bus driver to verify if passengers have fastened
their seat belts using a mobile application connected via WiFi to the seat belt buckles.
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Another significant contribution is the EL20 force sensor [9], which accurately measures the
force exerted by passengers on the seat belt using strain gauges configured in a low-noise
Wheatstone bridge. The driver drowsiness detection field has been approached with a focus
on computer vision and artificial intelligence. Internationally, commercial systems like Eye
Alert [10], Eye Tracking [11], and Optalert [12] stand out, while in Peru, solutions such as
VidFleet AI [13] and DMS Stonkam [14] have gained prominence. These systems detect
drowsiness, distractions, and the improper use of mobile devices using infrared cameras
to avoid illumination-related issues. Another notable system is Hexagon OP [15], which
focuses on continuous fatigue monitoring for heavy vehicle operators through a service-
based approach. Academic research has proposed various approaches for drowsiness
detection using artificial intelligence and machine learning. In [16] develops a system
based on OpenCV and a multi-layer perceptron (MLP) neural network, utilizing Facial
Landmarks to detect eye and mouth openness and head tilt, achieving an 86.62% accuracy
in drowsiness detection. In another approach, [17] employs a combination of an infrared
(IR) camera for nighttime use and a Kinect camera for daytime use, complemented by
facial recognition systems (FaceSDK) and data storage in MySQL databases. An additional
relevant technique is presented in [18], where the Eye Aspect Ratio (EAR) is calculated
using Facial Landmarks and a pre-trained Support Vector Machine (SVM) classifier to
detect blinks, thereby improving detection speed. Moreover, [19] develops an emotion
detection system using a Raspberry Pi 4, a V2.1 camera module, and machine learning
algorithms, achieving accuracy rates above 70% for five key emotions, although with lower
efficacy for anger and contempt. Then, in [20], the authors present a driver drowsiness
detection system that integrates IoT with deep neural networks such as LSTM, VGG16,
InceptionV3, and DenseNet. To process this information in real time, a Jetson Nano board is
utilized, a specialized device that, while increasing the initial system cost, ensures optimal
performance. Leveraging transfer learning and the advantages of the proposed neural
networks, the accuracy of the models is enhanced by combining various factors, including
eye state, mouth state, and head pose. The proposed system accurately detects drowsiness
even in cases involving the use of glasses and masks. Additionally, the level of drowsiness
is determined to provide early warnings, enabling drivers to prevent unintended accidents.
In the case of [21], this study proposes a dual-camera system, both positioned in front
of the driver’s face, employing a Long Short-Term Memory (LSTM) network to detect
drowsiness. The experiment was conducted at the Somnolence Laboratory of Alcohol
Countermeasure Systems Corp. (ACS) in Toronto, Canada. Electroencephalography (EEG)
was utilized to extract drowsiness state signals, serving as the ground truth for validating
the system. The cameras focused on the driver’s eyes, capturing visual data that correlate
with drowsiness states determined by EEG. Using the Adam optimizer for model training,
the experimental results demonstrated that the R-LSTM network achieved an accuracy of
87%, whereas the C-LSTM network reached a superior performance of 97.8%. Both LSTM
architectures were directly trained using eye-state data, highlighting their potential for
reliable drowsiness detection in controlled laboratory conditions. Then, in [22], the authors
propose the integration of vehicular data (steering and lane-keeping) and physiological
data (heart rate) in addition to the commonly used behavioral data (eye/blink measures
and facial expressions) in driver monitoring systems to enhance drowsiness detection. For
this study, behavioral data from a commercial DMS, vehicular data recorded in the large-
motion driving simulator of the National Advanced Driving Simulator, and physiological
data from a smart wristband were utilized. The results demonstrated that the inclusion
of physiological data significantly improved the accuracy of the models, allowing for
the earlier detection of drowsiness. However, the authors acknowledge that collecting
physiological data in a real-world driving environment presents technical challenges due
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to variable conditions and constant motion. Finally, [23] proposes a solution based on a
Raspberry Pi 3 with an 8MP camera that employs the Haar Cascade and Dlib algorithms
for facial and eye detection. This system identifies the Eye Aspect Ratio and the state of the
eyes (open or closed) at various testing distances.

The identified innovation or research gap in the literature is the development of a low-
cost, tamper-proof seat belt system. This innovation aims to overcome the limitations of
current systems, which often suffer from false positives or errors in passenger identification.
Additionally, in the field of drowsiness detection, a significant reduction in system costs
has been achieved while maintaining high reliability in detection. These improvements
contribute to the development of more accessible and effective solutions for road safety. In
general, the review reveals significant progress in seat occupancy detection, seat belt usage
detection, and drowsiness detection systems. However, challenges remain, particularly in
terms of detection accuracy under various environmental conditions (e.g., lighting changes
and camera angles) and the ability to distinguish between people and objects. These gaps
highlight the need to advance toward more precise, efficient, and accessible technologies to
improve road safety and enhance user experience.

3. Methodology

Currently, the proposed works are growing and providing effective solutions for driver
drowsiness detection. However, all of them have their drawbacks or are solely focused on
driver monitoring. Many of these drowsiness detection techniques are affected by external
conditions, such as the use of glasses, changes in lighting, camera type, high computational
cost, low accuracy, and slow detection speed. In the case of passenger monitoring in buses,
only the buckle sensor is used. This section proposes a system for monitoring both the
driver and passengers, aiming for rapid drowsiness detection and ensuring the proper use
of the passenger seat belt while preventing system tampering. The system incorporates
RS-485 communication between the Raspberry Pi 4 (master) and Arduino Nano (slaves).
The Raspberry Pi 4 serves as the central processing unit, displaying the status of the seats on
a dedicated platform, monitoring driver drowsiness, and storing data for the entire system.

Below is a point-by-point explanation of how each part of the project was implemented.

3.1. Data Collection and Passenger Monitoring

Before beginning monitoring, certain aspects are extracted from the literature, such as
sensor placement, the sensing method, and seat belt usage detection. Figure 1 shows the
estimated position of the sensors on a bus seat. The seat or occupancy sensor [24] is located
at the base of the seat.

Figure 1. Sensor positioning.



Designs 2025, 9, 11

50f19

The standard seat sensor consists of an arrangement of electrical resistors that help de-
termine seat occupancy. Typically, this sensor’s resistance values range from 0 to 800 ohms
without faults or interruptions. A specific range of resistive values determines if a person
is present on the seat. The buckle sensor [25] is already integrated into the seat belt and
can be easily located. This sensor is magnetic and is found in all vehicles. Lastly, the seat
belt sensor, designed specifically for this project, consists of a conductive thread seam
located at the beginning of the seat belt reel (Figure 2). This conductive thread seam closes
a normally open (NO) contact mounted on the reel’s structure (Figure 3). The mentioned
seam is located at a distance “X” from the seat belt’s buckle, which closes the NO contact,
indicating an attempt to bypass seat belt usage (Figure 4). If the seat belt is properly used,
the seam will be at a distance greater than “X”, showing it is not being tampered with. On
the other hand, if someone attempts to bypass the seat belt, the NO contact will close due
to the conductive thread.

Figure 2. Conductive thread on the seat belt.

Seat belt

/
Metal pathway¥¢ onductive thread
(NO contact)

Figure 3. Three-dimensional view of the proposed sensor.

All sensors mounted on the seat, as described earlier, are connected and send their
respective signals to an Arduino Nano based on the ATmega328 [26]. The signals are
processed and stored for transmission to the Raspberry Pi 4 upon request. Figure 5 shows a
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flowchart illustrating how the signals from different sensors are registered and under what
conditions the actuator, in this case, an LED, is activated.

Figure 4. Distance “X” used to determine if the seat belt is being bypassed.

START

Raspberry requests data
Seat sensor readlng

\.

Data transmission by
serial port

readlng

Belt sensor readmg

/ Belt buckle sensor

~

Occupied seat

Yes

Buckled belt

Yes

/

—»{ Visual alert off } [ Visual alert on ]

" J

Figure 5. Flowchart executed by the Arduino. The START-END cycle repeats while the Arduino
is powered.
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The flowchart in Figure 5 shows the process for a single seat. Given the number of
input signals that the Arduino Nano can receive and its limited input capacity, a multiplexer
(CD74HC4067) is used. This multiplexer expands the Arduino’s analog and digital in-
put/output capacity [27], enabling the monitoring of up to 16 seats per Arduino. Each seat
has 3 sensors, making a total of 48 input signals. The Arduino Nano receives two digital
signals (the buckle sensor and seat sensor) and one analog signal (the seat sensor). Since
the seat sensor provides a resistive value, it must be converted into a binary value.

Table 1 shows the binary values of the sensors and the result of their analysis. In
certain cases, an Arduino output pin will activate an LED. The signal is sent through a
demultiplexer, which activates the LED as a visual alert for the corresponding seat.

Figure 6 shows how the devices are interconnected. The signals sent by the sensors are
divided by sensor type. Each multiplexer processes a specific sensor type, and these signals
are captured by the Arduino Nano. The output uses a demultiplexer to send visual alerts
to each seat. The Arduino Nano’s programming was performed using the open-source
Arduino IDE software. The “Mux.h” library [28] was used for managing the 74HC4067
multiplexer channels. The library creates a class called "Mux," which facilitates the dec-
laration of inputs and outputs, as well as control over the pin selector for multiplexing
or demultiplexing.

Table 1. Sensor states in the seat.

Sensor Seat(i)

Sensor Brace(i) Sensor Belt(i) Data LED() Status

0

0 0 Unoccupied seat

Unoccupied seat

Unoccupied seat

Unoccupied seat

Passenger without seat belt

Passenger with belt correctly positioned

0
0
0
1
1
1
1

R | OO Rk O|O

—~|lo|lrRr|lo|lr|ol|~

0
0
0
1 Passenger without seat belt
1
0
1

Passenger without seat belt

Cis

Seat sensor [

Ard. NANO

-

Belt buckle sensor =%

@cu

®52 ) 6-Channel
@ Andog .
@co Multiplexer [

Figure 6. One-line diagram for integrating passenger monitoring devices to Arduino Nano.



Designs 2025, 9, 11

8 of 19

3.2. Data Collection and Driver Monitoring

To develop the monitoring system, the following key points were considered based on
the literature: camera position, camera distance, eye blinking, yawning, and head position.
For camera position and distance, the established values range from 40 cm to 60 cm from
the face, with the camera as aligned as possible with the driver’s face. The system is built
on the Raspberry Pi 4 platform [29]. Therefore, the code must be highly efficient, avoid the
need for a graphics processor, and have a low computational cost. For this purpose, Python
is used, along with the Visual Studio Code open-source IDE.

The flowchart in Figure 7 shows how the system detects the driver’s face. Images are
captured via a USB 2.0 camera with AVI FHD@30fps video format [30]. The face is detected
using MediaPipe’s FaceMesh, which identifies 486 Facial Landmarks for enhanced tracking
shown in Figure 8. The system processes each frame to detect drowsiness indicators in the
eyes, mouth, and head position.

Start
Image Capture from Camera | Authentication / Identification I
¥
Image Processing Using Face Mesh and Face De?gction
Face Detection in Image Eye, mouth and nose recognition

Mesh point drawing and Face detection
EAR equations for eyes and mouth.
No Equation to find the rotation of the face.

Face detected

End

Comparison with face database Regisiration /

Storage

Recognized face

Figure 7. Driver data collection and monitoring operation flowchart.
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Figure 8. MediaPipe FaceMesh by stack overflow.

3.2.1. Eye Monitoring

Facial Landmarks from FaceMesh are used to identify eye position. Considering
the camera’s 30 fps frame rate and the duration of a blink (300400 ms), a threshold of
13 frames (433 ms) is set for drowsiness detection. An LSTM neural network with PyTorch
dynamically adjusts the EAR (Eye Aspect Ratio) threshold every 5 seconds to account for
user-specific variations. If a long blink (over 13 frames) is detected, the system records the
duration, date, and time of the incident.

Figure 9 explains how to obtain the EAR between the values of height and width,
taking as a reference the equation given in [9] (Real-Time Eye Blink Detection using Facial
Landmarks). Considering Equation (1), we have the distance A (DA), distance B (DB),
and distance C (DC), and therefore, it can be concluded that if the eye is closed or close to
being closed, the value that indicates us is close to zero, and it is true that there is variation
depending on the user; hence, during the application of the neural network, the average is
calculated to find the EAR (Eye Aspect Ratio) using the value of both eyes and thus achieve
the detection of drowsiness. An alarm is activated at the moment of reaching 13 frames,
and if the blink is long enough, a record is created with the duration, date, and time of
the incident:

|[DB] + [DC]|

EAR = DA 1)
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Figure 9. EAR between width and height.

3.2.2. Mouth Monitoring

MediaPipe’s Facial Landmarks are also used to monitor mouth position. Points P1,
P2, P3, and P4 (lip corners) are tracked, and the angle between these points is calculated to
detect yawning. Yawning is identified if the mouth remains open for 5 seconds [31].
Figure 10 shows the mesh of points that MediaPipe uses for monitoring.

P3 57
D = !
4
1 il
2 &
S S e —
15 o
- 1
s
P4
3]

Figure 10. Points taken in the MediaPipe mesh. Source: stack overflow.

3.2.3. Head Monitoring

Head position is monitored using two FaceMesh points: one on the nose tip and
another on the cheek. The angle between these points is calculated to detect head nodding,
which indicates drowsiness [32]. Real-time alerts are triggered, and data on duration, date,
and time are recorded. An RTC module [33] is used to store the date and time in case the
Raspberry Pi lacks internet access. An LCD screen [34] displays the driver status and bus
seat conditions. A Kalman filter is applied to avoid false positives due to lighting changes.
The value of the arctangent function formed by the 2 points is taken into account, and with
this, we achieve what is observed in Figure 11, where the values above the line are positive
and those below are negative, so that by placing the camera in the correct position, it is
possible to monitor microsleeps or some nodding that occurs at the time of drowsiness
and tiredness, which will alert the person in real time based on the number of frames and
saving the data of the nodding with duration time, date, and time. Also, when a certain
time elapses, it will issue an alert.
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It is necessary that the monitoring has a time and date; by default, the Raspberry Pi
4 needs an internet connection for updating, so an RTC module is placed, and that way
the battery stores the time and date. To visualize the monitoring of the driver where not
only the face to be monitored but also a drowsiness and incidents counter is observed, an
LCD screen is used; likewise, this screen is used to display the status of the bus seats, as
shown in Figure 12, which also shows the data memory where the system is stored. It is
also worth mentioning that a Kalman filter is used in the driver monitoring to avoid false

positives due to light changes.

-1

Figure 11. Head orientation.

RASPBERRY Pl 4B

b iﬂmﬁ
YO6T W SUFL)
INEHOZGOOLAL |
SWODMIL

LCD screen

Generic camera

Data storage

Figure 12. One-line diagram of Raspberry Pi 4B and devices to be used.
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3.3. System Integration

The system’s operation relies on the Raspberry Pi 4, which serves as the master and
communicates with the Arduino Nano slaves via an RS-485 interface. This communica-
tion standard supports two- or three-wire connections with 22 or 24 AWG cables over a
maximum distance of 1200 m [35].

Figure 13 shows the interconnection between the Raspberry Pi 4 and Arduino Nanosys-
tems. The RS-485 communication is half-duplex. The Arduino Nano uses the MAX485
module [36], while the Raspberry Pi 4 uses the R5485 Can Hat module [37]. Data are sent
every 5 min or when the update button is pressed. The LCD screen shows the status of the
bus seats. Data from seat and driver monitoring are stored separately in text files.

®c” s0 @)
®cs il @
]

foom

ARD NANO

llc RASPBER

RY Pl 4B

LCD screen

| - z
®c s @) il
@ H .
L S
)
®°26-Channel ; H =
@ct Andog . . : —

Data storage

.....

:czle—cnamel 2 o] o [T g
C1 Anadlog « 2 W o [eHsay
S Y &S aZris.
s -
MAX485
To another
Arduino NANO RS485

Figure 13. One-line diagram for communication between Arduino Nano and Raspberry Pi 4B.

4. Results and Discussion

According to the development process, tests were carried out to verify the system.
For this reason, simulations were conducted in parts: a simulation of the passenger-
oriented system using the Proteus software, and tests of the driver-oriented system with
the Raspberry Pi 4. A communication test was also performed between the Arduino and
Raspberry Pi to verify the correct storage of the collected data in a text file.

4.1. Simulation

The first part focuses on the simulation of passenger monitoring, conducted using
Proteus V8.13, an electronic design automation software.

Figure 14 shows the seat sensor represented by a potentiometer (SE-01), which is set
to 0 (), indicating that no person is occupying the seat. As a result, the Arduino sends a
logical OFF signal to the corresponding seat LED through the “OUTPUT-LED” multiplexer.

Figure 15 illustrates the scenario of a person occupying the seat but not fastening the
seat belt (value 0 on the “SEAT BELT BUCKLE SENSOR” multiplexer). Consequently, the
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Arduino sends a logical ON signal to the corresponding seat LED through the “OUTPUT-
LED” multiplexer. Finally, the simulation of a passenger occupying the seat and properly
wearing the seat belt is shown in Figure 16.
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Figure 14. Passenger monitoring simulation. The simulation illustrates a scenario where the seat
is unoccupied.
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Figure 15. Simulation of a passenger without a seat belt.
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Figure 16. Passenger wearing the seat belt correctly.

The second part of the simulation focuses on the drowsiness detection system during
an actual driving test.

Figure 17 shows the driver and the yellow-highlighted items that display a count of
blinks, drowsiness episodes, yawns, and head pitch. The head pitch is measured in degrees.
All incidents recorded during monitoring are displayed in an incident log, showing the
date, time, duration, and type of incident.

[0 ROSTRO CONDUCTOR - o X

Blinking:

Count drowsiness:
Yovie

Fitchings

Figure 17. Blink, yawn, and vertical pitch detection system.
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4.2. Results

Regarding the tests performed during the simulation phase, several data points were
collected and stored. When the code is initiated, a window like the one in Figure 18 is
displayed, showing the data obtained. This section also indicates if there is a connection
between the Arduino Nano and the Raspberry Pi 4. In the example shown, the system was
set up with five Arduino Nano devices, but only one is connected.

A visual interface was designed to display the status of bus seats, as shown in Figure 19.
For testing purposes, only one Arduino Nano was used to send data to the main system,
and only eight seats were monitored. The interface uses different colors for each row to
represent seat status. Green indicates that the passenger is correctly using the seat belt, red
indicates incorrect seat belt usage, and white (or uncolored) indicates that no passenger
is detected in the seat. If no signal is received from the Arduino, the interface shows “No
Signal”. Additionally, a percentage is displayed at the top of the window, indicating the
percentage of seats with correctly used seat belts. If this percentage is less than 50%, an
alert is triggered.

File Edit Tabs Help
Brooch Data: Inco
ta: OK
ON

ata: OK
N Data: I

Figure 18. Console displaying a connected Arduino Nano.

Percentage of correct use of seat belt: 43%

Seat Seat Brooch Belt LED

Incorrect Incorrect Incorrect

No signal No signal No signal No signal
Seat 10 No signal No signal No signal No signal
Seat 11 No signal No signal No signal No signal
Seat 12 No signal No signal No signal No signal
Seat 13 No signal No signal No signal No signal
Seat 14 No signal No signal No signal No signal

Refresh

Figure 19. Seat occupancy monitor interface.

Figure 20 shows how information from the seat sensors is stored in a text file, including
the time, date, and percentage of correctly used seat belts. A similar process is carried out
for computer vision tests. A text file called the incident log is generated to record nodding,
microsleeps, and yawns detected by the system, along with the date and time of each
incident (Figure 21).
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~/sensor_data txt - Mousepad

File Edit Search View Document Help
joewe— I TITE T W g T T g T e T g s

|
|Percentage of correct use of seat belt: 43%

|Refresh: 2024-11-87 00:28:31

Iseat Sensor 1 Sensor 2 Sensor 3 Sensor 4
ISeat 1 0K 0K 0K OFF

Seat 2 Incorrect Incorrect Incorrect OFF

Seat 3 OK OK OK OFF

|Seat 4 oK OK OK OFF

Seat 5 0K Incorrect OK ON

Seat 6 0K Incorrect Incorrect ON

Seat 7 0K 0K Incorrect OFF

Seat 8 0K 0K Incorrect OFF

Seat 9 No signal No signal No signal No signal
Seat 10 No signal No signal No signal No signal
Seat 11 No signal No signal No signal HNo signal
Seat 12 No signal No signal No signal No signal
|Seat 13 No signal No signal No signal No signal
|Seat 14 Mo signal No signal No signal No signal
|seat 15 No signal No signal No signal No signal
|Seat 16 Mo signal No signal No signal No signal
ISeat 17 No signal No signal No signal HNo signal
Seat 18 No signal No signal No signal No signal
|Seat 19 No signal No signal No signal No signal
ISeat 20 Mo signal No signal No signal No signal
Seat 21 No signal No signal No signal No signal
|Seat 22 No signal No signal No signal No signal
|Seat 23 No signal No signal No signal HNo signal
|Seat 24 No signal No signal No signal No signal
|Seat 25 No signal No signal No signal No signal
Seat 26 Mo signal No signal No signal No signal
|seat 27 No signal No signal No signal No signal
|Seat 28 No signal No signal No signal No signal
|Seat 29 No signal No signal No signal HNo signal

Figure 20. Method for saving seat entry data in a text file.

*~/Desktop/pruebas/registro_incidentes.txt - Mousepad

File Edit Search View Document Help

2024-11-07 00:37:51 - Microsleep - Duration: 3.9716715812683105 seg
2024-11-07 00:38:02 - Yawn - Duration: 6.378186225891113 seg
2024-11-07 00:38:02 - Microsleep - Duration: 7.048608779907227 seg
2024-11-07 00:38:15 - Pitching - Duration: 9.147711753845215 seg
2024-11-07 00:38:28 - Microsleep - Duration: 3.99397611618042 seg
2024-11-07 00:38:42 - Microsleep - Duration: 7.891460180282593 seg
2024-11-07 B0:38:53 - Yawn - Duration: 6.519057273864746 seq
2024-11-07 00:38:53 - Microsleep - Duration: 7.2416181564331055 seg
2024-11-07 00:39:03 Microsleep - Duration: 7.7120349407196045 seq

Figure 21. Method for saving incident log data in a text file.

Finally, Table 2 presents the reliability of the driver monitoring system. This table is
based on two video recordings: one for driver monitoring, as mentioned in the simulation
section, and another to test head nodding and yawning.

As shown in Table 2, the system achieves a reliability of 87.27% for blink detection,
94% for yawn detection, and 92% for head nodding detection. This results in an overall
average system reliability of 91.09%.

Table 2. Reliability of the passenger monitoring system.

Action Test 1 Test 2 Test 3 Test 4 Test 5 Reability
Blink. Real. 66 66 66 66 66 100%
Blink Rece. 58 56 58 58 58 87.27%
Yawn Real. 10 10 10 10 10 100%
Yawn Rece. 10 9 9 10 10 94%
Pitch. Real. 10 10 10 10 10 100%

Pitch. Rece. 10 8 10 10 8 94%
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5. Conclusions

The proposed design meets the objective of monitoring driver drowsiness, supervising
the correct use of seat belts by passengers, and locally storing the data on a MicroSD
memory card. The proposed system is compact, portable, reliable, easy to install, and cost
effective. However, it is necessary for the drowsiness monitoring system to use a high-
performance IR camera to function effectively throughout the driver’s workday. The system
is already prepared for the integration of the IR camera. Some driver monitoring systems
on the market use two alert methods: an audible alarm and vibrating seats. This system
uses only an audible alarm. One of the objectives was to achieve accuracy and speed
in detecting signs of drowsiness, which was accomplished through code optimization,
achieving an overall reliability of 91.09%. However, this test did not consider the effect
of drivers wearing glasses, which is a point to address in future work. For future work,
it is necessary to develop a system with a higher level of CPU and GPU processing to
enable using more robust methods, thereby achieving greater reliability. Additionally, the
implementation of the proposed system is essential for collecting data that will be useful
for future modifications. Another relevant point is the transfer of collected data, which
could be automatically stored on servers via Ethernet or WiFi. This database should be
uploaded to the server once the bus reaches the terminal.
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