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Abstract: This study addresses the challenge of automating the creation of Exchange Information
Requirements (EIRs) for construction projects using Building Information Modelling (BIM) and
Digital Twins, as specified in the ISO 19650 standard. This paper focuses on automating the clas-
sification of EIR paragraphs according to the ISO 19650 standard’s categories, aiming to improve
information management in construction projects. It addresses a gap in applying AI to enhance BIM
project management, where barriers often include technological limitations, a shortage of special-
ists, and limited understanding of the methodology. The proposed method uses Word2Vec for text
vectorisation and Support Vector Machines (SVMs) with an RBF kernel for text classification, and
it attempts to apply Word2Vec with cosine similarity for text generation. The model achieved an
average F1 score of 0.7, with predicted categories for provided sentences and similar matches for
selected phrases. While the text classification results were promising, further refinement is required
for the text generation component. This study concludes that integrating AI tools such as Word2Vec
and SVM offers a feasible solution for enhancing EIR creation. However, further development of text
generation, particularly using advanced techniques such as GPT, is recommended. These findings
contribute to improving managing complex construction projects and advancing digitalization in the
AECO sector.

Keywords: EIR; Word2Vec; SVM; cosine similarity; AI; BIM; Digital Twin; AECO; text classification;
text generation

1. Introduction

The Architecture, Engineering, Construction, and Operation (AECO) sector is experi-
encing a significant digital transformation in alignment with the European Commission’s
Industry 5.0 proposal, which promotes a digital and green transition [1]. There is a growing
emphasis on the implementation of Building Information Modelling (BIM) and Digital
Twins to enhance the efficiency of both public and private construction projects. These
methodologies support the European Union’s goal of fostering digitalization within the
industry, and some countries (35% of European countries [2]) have committed to their use
for public construction projects to varying degrees.

Building Information Modelling (BIM) facilitates the creation of a shared digital
representation of built assets, which streamlines design, construction, and operational
processes [3]. In the literature, BIM refers to both the methodology and the models them-
selves [4]. However, it is more accurate to speak of „models” in the plural, as in practice,
each discipline typically operates using its own model. This methodology outlines the
process for creating, storing, and exchanging information on building assets, and aims at
interoperability. The Digital Twin (DT) extends this by integrating real-time data [5] from
interconnected devices, such as sensors and Internet of Things (IoT) applications, enabling
advanced simulations and AI-driven analyses [6]. DT plays a crucial role in intelligent and
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smart construction [7]. BIM is supported by the ISO 19650 international standard, which
standardizes information management and facilitates experience sharing across projects.
Despite these advantages, managing a construction project using BIM remains complex,
requiring specialized knowledge and strategic planning for the entire life cycle of a built
asset. Technological barriers, a lack of expertise, and insufficient understanding of the
methodology are often cited as challenges to BIM implementation [8,9]. The ISO 19650
standard underscores the importance of engaging expert knowledge in such processes [10].

This study addresses these challenges by proposing an automated, personalized
approach to creating Exchange Information Requirements (EIRs), which are crucial for
outlining the client’s (project owner’s, general contractor’s, or designer’s) requirements for
the contractor (designer or subcontractor). Here, automation focuses on classifying EIR
paragraphs according to the ISO 19650 standard’s managerial, commercial, and technical
categories, contributing to more efficient information management in BIM/Digital Twin
projects. AI integration offers a viable solution to these challenges, streamlining the process
and facilitating the adoption of these methodologies. This is particularly relevant to the
European Union’s digital transition in the AECO sector.

While existing research highlights the potential of AI in the construction sector, gaps
remain in its application to automated information management. Gohel et al. reviewed AI’s
role in construction management [11], and Rangasamy et al. examined the integration of
BIM and AI in prefabricated construction [12]. Some studies have proposed improvements
through the use of classification algorithms, such as that of Ma et al., which uses rule-
based methods for diagnosing faults in urban rail systems [13]. Zheng et al. developed a
domain-specific language model for the AEC sector, improving text classification and entity
recognition [14]. Dolhopolov et al. utilized AI in analyzing Digital Twins of buildings and
construction sites [15]. Advanced classification models have been introduced outside the
AECO sector, such as Bartal et al.’s ADA model for narrative classification to effectively
detect post-traumatic stress disorder following childbirth [16] and Huang et al.’s FinBERT
language model, which is adapted to the financial sector [17]. However, despite these
advancements, the automation of information requirements (IRs) in the BIM/Digital Twin
context has received insufficient attention.

Further studies, such as those by Piazzi et al., Goonetillake et al., and Tomczak et al.,
have focused on improving the specification and exchange of information within BIM [18–20].
Piazzi et al. focused on graphical Exchange Information Requirements, using advanced
algorithms and rule-based systems to enhance data exchange efficiency and accuracy [18].
Goonetillake et al. developed a prototype tool for embedding digital Exchange Information
Requirements, enhancing the automation and accuracy of capturing as-built information
through process maps and sample information requirements [19]. Tomczak et al. pre-
sented a comprehensive review of methods used to specify information requirements in
digital construction projects, comparing standardized and non-standardized approaches to
improve efficiency and communication in BIM environments [20].

Text generation research, which attempts to create text sequences based on existing
documents, dates back to the 1950s. Luhn described an algorithm for automatically sum-
marizing documents [21], and today, techniques such as abstractive summarisation and
deep learning models are employed [22,23]. However, in the early stages of such research,
simpler methods like semantic similarity searches can be used [24,25].

The objective of this research was to develop the automatic categorization of data
from a database of published Exchange Information Requirements (EIRs) in both public
and private tenders and bidding procedures conducted using BIM or Digital Twin method-
ologies. This categorization aligns with the ISO 19650 international standard, with the
potential future integration of a chatbot. This study addresses the challenge of automating
EIR creation, streamlining the information management process in BIM/Digital Twins, and
responding to the need for an easier implementation of these methodologies. Furthermore,
it aligns with the European Union’s digital transition goals within the AECO sector. By
addressing this gap, this study not only advances the application of AI in construction
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project management but also contributes to the practical implementation of standardized
methodologies, such as the ISO 19650 standard, thereby facilitating the smoother adoption
of BIM and Digital Twins across the sector.

2. Materials and Methods

This paper reports on the development of an automated model for proposing Exchange
Information Requirements (EIRs) tailored to user preferences and a specific construction
project, implemented in BIM/as a Digital Twin, with focus text classification into the ISO
19650 standard. This section highlights the use of Word2Vec, Support Vector Machines
(SVMs), and the Radial Basis Function (RBF) kernel for text classification in accordance
with the ISO 19650 standard. A future paper will also discuss the application of the Term
Frequency–Inverse Document Frequency (TF-IDF) statistical method for the numerical
representation of text, as well as Bidirectional Encoder Representations from Transformers
(BERT) for vectorization and classification, based on transformer architectures. Figure 1
illustrates the overall methodology, with the section relevant to this paper highlighted
in red.
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2.1. Step (1): Creation of Data Collection

The dataset required for training the model comprises Exchange Information Require-
ment (EIR) documents from both public and private tenders. The user will also be able
to upload their own documents, for instance, from previous projects, allowing for the
refinement of established patterns. Several countries publish EIR templates, which provide
an appropriate foundation for this process. It is important to note that these documents do
not necessarily need to be categorized according to the ISO 19650 standard, as the model is
designed to automatically assign paragraphs to the relevant categories.

2.2. Steps (2) and (3): Text Preprocessing

The collected data must be adequately prepared for text vectorization, which requires
text preprocessing. Since the aim is to use fragments of EIRs for a proposal form, tailored to
user preferences, the text is first divided into paragraphs (step 2), followed by normalization
and tokenization, as it is from tokens that feature vectors are created. The text undergoes
normalization, meaning letters are converted to lowercase, and special characters and
whitespace, such as spaces, are removed. The text is subsequently tokenized, which
involves splitting the text into individual words. For example, the sentence “The contractor
shall compile the BEP.” would be tokenized using a Natural Language Toolkit (NLTK)-
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based script as: [“The”, “contractor”, “shall”, “compile”, “the”, “BEP”, “.”]. This structured
approach ensures that the data are prepared for efficient processing in the subsequent
stages of classification and categorization.

2.3. Step (4): Text Vectorization Using Word2Vec

To achieve text categorization, the text must first be converted into numerical values,
specifically creating numerical feature vectors for paragraphs. In this case, the feature
vector for a paragraph is the arithmetic mean of the feature vectors of the tokens within that
paragraph, generated during the preprocessing phase. The Word2Vec method was selected
for this, using static word embedding, meaning static vector representation. Some methods
require larger datasets for training, while others can function effectively with smaller
datasets. Therefore, it was decided to explore the implementation of text vectorization
using TF-IDF, which performs well with smaller datasets (in this case, EIRs), and BERT,
which yields better results with larger datasets (as shown in Figure 1). This paper focuses
on the use of Word2Vec, which can be applied to large datasets, but due to its pre-trained
nature on a vast corpus, it should also perform adequately with smaller datasets.

Word2Vec falls under unsupervised learning methods, which do not require labelled
data for training (labelling is applied during classification). While it uses neural networks,
it employs shallow networks, with only one hidden layer of neurons.

One key advantage of this method is that the vectors generated possess semantic
relationships, allowing for the identification of similar words. For example, “LOD” (Level
of Detail or Level of Development in BIM models, as specified by the PAS 1192 standard
and BIM Forum) and “LOIN” (Level of Information Need used in the ISO 19650 standard)
can be compared by calculating the cosine of the angle between their vectors. Moreover,
Word2Vec is pre-trained on a large corpus, enabling it to perform well even with limited
training resources.

Two architectures can be employed: the Continuous Bag of Words (CBoW) architecture
for smaller datasets, and the Skip-Gram architecture for larger ones [26], with the code
in [27]. The difference between these architectures is illustrated in Figure 2. CBoW predicts
a target word based on its surrounding context, while Skip-Gram predicts surrounding
words based on a target word [26,28].
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The mathematical formulation of the objective function for the Skip-Gram model is
shown in Equation (1) [28], which maximizes the average log probability, where {w1, w2,
. . ., wT} is the sequence of training words, c is the size of the training context, and wT is the
central word. The softmax function p(wO|wI) is used, where vw and v′w are the “input” and
“output” vector representations of w, and W is the number of words in the vocabulary.

SG =
1
T

T

∑
t=1

∑
−c≤j≤c,j 6=0

log p(wt+j|wt), where p(wO| wI) =
exp

(
v′wO

TvwI

)
W
∑

w=1
exp (v′wTvwI)

(1)
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Mikolov noted that calculating the denominator of this probability can be computa-
tionally problematic, considering that it accounts for all words in the vocabulary. Thus,
hierarchical softmax or the approximation of the softmax function by Noise-Contrastive
Estimation (NCE), which can be simplified by negative sampling (NEG), was proposed.

Word embedding for the word “format” for a sample EIR fragment (i.e., creating
domain-specific models) is illustrated in Figure 3. With different assumptions, such as a
smaller vector size, the results will differ. The gensim library allows Word2Vec models to be
trained on a custom dataset.
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Text vectorization for paragraphs begins with splitting the text into paragraphs
(schematically illustrated in Figure 3), followed by tokenization and normalization, and
then text vectorization for each paragraph separately, where the average embedding vector
for all words in the paragraph is calculated.

Improvements to the Word2Vec method include Global Vectors for Word Representa-
tion (GloVe) and FastText, which are suitable topics for future research.

2.4. Steps (5) and (6): Text Classification into the ISO 19650 Standard Categories

After preparing the text, the core of this study can be addressed: the classification
of text into ISO 19650 categories. Before delving into the classification algorithms, it is
essential to provide an overview of the Exchange Information Requirements (EIRs) as
outlined in the ISO 19650 and explain the associated categories of information.
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2.4.1. Exchange Information Requirements According to the ISO 19650 Standard

The ISO 19650 standard is an international standard for managing construction projects
using BIM. According to this standard, an Exchange Information Requirements (EIR) docu-
ment is a “specification for what, when, how, and for whom information is to be produced
in relation to an appointment (agreed instruction for the provision of information concern-
ing works, goods, or services)” [3]. This document is crucial in real-estate development
process, as proper preparation aims to prevent dissatisfaction with the project outcome, as
it clearly outlines the client’s expectations [29]. In cases where specialized knowledge is
lacking, it is advisable to consult experts in the field.

The contractor—whether it is a design firm tasked with producing comprehensive
design documentation, a general contractor responsible for construction in a Design–Bid–
Build system, or a subcontractor—has to submit a BIM Execution Plan for approval. This
plan should meet the EIRs and provide more detailed project-specific information. It is
essential to consider the entire life cycle of the building asset when specifying expectations,
as a well-designed model can prove beneficial in later stages, such as during a building’s
operation, facilitating quicker access to equipment warranties or user manuals.

The ISO 19650 standard categorizes EIR information into three main groups: man-
agerial, commercial, and technical. In the non-mandatory Polish BIM guidelines, man-
agerial aspects include standards, roles and responsibilities, data security, coordination
and clash detection, collaboration organization, meetings and model reviews, Health and
Safety (H&S) management, and project management. Commercial aspects cover data ex-
change/delivery schedule, strategic goals, defining expectations regarding BIM scope, and
competency assessment, while technical aspects involve technical or software platforms,
data exchange formats, coordinates, levels of detail, and training [30].

For example, “roles and responsibilities” within managerial aspects might include
a table that outlines who is responsible for what tasks in the project, ensuring clarity
in accountability.

“Strategic goals” in the commercial domain might detail not only project-specific
objectives but also the project owner’s broader organizational goals. It is important to
note that information requirements go beyond just EIRs. The ISO 19650 standard outlines
six main types of information requirements: Organizational Information Requirements,
Project Information Requirements, Asset Information Requirements, Exchange Information
Requirements, and the deliverables associated with them: the Asset Information Model
and the Project Information Model. This highlights the complexity of the issues that must
be addressed to develop appropriate guidelines.

One example of technical requirements includes the Levels of Information Need,
which are divided into geometrical, alphanumerical, and document-based information.
Geometrical information pertains to dimensions, such as the size of windows or spans,
while alphanumerical data specify materials, such as the concrete class to be used. It is
crucial to ensure that the information provided is necessary for the projects, as excessive
detail can lead to waste, such as overly detailed geometrical representations or unnecessary
model parameters that are irrelevant for analysis or operation [31].

2.4.2. Support Vector Machine

For text classification into the ISO 19650 categories, the Support Vector Machine (SVM)
method was applied. Text classification using BERT was also proposed for future studies,
as outlined in Figure 1. However, this transformer-based model is more effective when
applied to large datasets, which is why an alternative for smaller datasets was suggested.
One key consideration was selecting a method capable of handling classification across
three categories that may not be linearly separable in a multidimensional space (specifically,
a 100-dimensional space in our case). Therefore, the Radial Basis Function (RBF) kernel was
proposed for SVM, which is particularly suited to such scenarios, which will be explained
further in the paper.
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SVM is a supervised learning method used for classification, regression, and anomaly
detection tasks. It operates by identifying a hyperplane or a set of hyperplanes in a
multidimensional space to separate different classes. SVM is particularly effective in
complex scenarios where data are not linearly separable and is capable of handling both
binary and multi-class classification problems [32].

To clearly explain this method, one can consider a space with two sets of features
separated by a linear hyperplane. The distance between the nearest points (support vectors)
of these sets and the hyperplane defines the margin γ (Equation (3)). Maximizing this
margin results in an optimal hyperplane. The hyperplane in an n-dimensional feature
space is described by Equation (2) [33], where ω is the weight vector, x is the feature vector,
and b is the bias term.

ω·x− b = 0 (2)

γ =
2
‖ω‖ (3)

The margin is maximized by minimizing ‖ω‖.
As previously outlined, there are three categories (managerial, commercial, and tech-

nical), meaning a multi-class classification problem must be solved. In vector space, the
groups of vectors that correspond to these categories may not be linearly separable. To
address this, the Radial Basis Function (RBF) kernel was employed, which is particularly
suited to non-linearly separable data. In practice, techniques such as One-vs-Rest or One-
vs-One are often used. In One-vs-Rest, the model first distinguishes KA from KB and KC,
and so on. In or One-vs-One, the model differentiates KA from KB initially.

The RBF kernel, described by the kernel function in Equation (4) (where xi and xj are
feature vectors, and r is a parameter that defines the influence range of a single training
sample) [34], maps the data into higher dimensions to make the classes linearly separable,
utilizing the Kernel Trick.

K
(

xi, xj
)
= exp (−r

∥∥xi − xj
∥∥2
) (4)

This method is complex, particularly in the context of non-linear separability and
multi-class complexity. Therefore, this article focuses only on its characteristic components.

An SVM classifies new data based on support vectors, with the decision function
represented by Equation (5) [35], where NS refers to the number of support vectors, αi are
the weights assigned to the support vectors, yi are class labels, xi are support vectors, and
b is the bias term.

f (x) =
NS

∑
i=1

αiyiK(xi, x) + b (5)

The objective function for an SVM with an RBF kernel aims to maximize the difference
between the sum of the Lagrange multipliers αi and αj and half the weighted sum of the
dot products of the training vectors xi and xj, which allows the optimal hyperplane that
maximizes the margin between the classes to be found, as shown in Equation (6) [36].

max
N

∑
i=1

αi−
1
2

N

∑
i=1

N

∑
j=1

αiαjyiyjK
(

xi, xj
)
, subject to

N

∑
i=1

αiyi = 0, αi ≥ 0 (6)

where αi and αj are Lagrange multipliers, and yi, yj are class labels.
In practice, data labelling is conducted to enable the model to learn how to differentiate

categories. Specific files are labelled as KA, KB, or KC, corresponding to managerial,
commercial, or technical aspects, respectively. As a result, when new EIR files are uploaded,
the model can automatically classify paragraphs into the appropriate categories.

The performance of the trained model was evaluated using metrics such as accuracy,
precision, recall, and F1 score. The scikit-learn library was utilized to calculate these
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parameters [37]. According to Equation (7), accuracy is the ratio of correct predictions to
the total number of examples, ŷi is the predicted value of the i-th sample, yi is the actual
value, nsamples is the total number of samples, and 1(ŷi = yi) is the indicator function,
representing the number of correct predictions in the dataset.

accuracy(y, ŷ) =
1

nsamples

nsamples−1

∑
i=0

1(ŷi = yi) (7)

Precision P (Equation (8)) measures the proportion of true positives Tp relative to the
sum of true positives and false positives Fp. It indicates the percentage of instances that
the model classified as positive which were actually positive. Recall R (Equation (9) also
compares the number of true positives but relative to the sum of true positives and false
negatives Fn, measuring the model’s ability to capture all relevant positive examples.

P =
Tp

Tp + Fp
(8)

R =
Tp

Tp + Fn
(9)

For example, in a dataset of 50 paragraphs, where 12 belong to category KA, if the
model predicts that 10 paragraphs fall under KA and 8 of these are correctly classified (i.e.,
Tp = 8), while 2 are incorrectly classified as KA (i.e., Fp = 2), and 4 paragraphs that belong
to KA are not identified by the model (i.e., Fn = 4), then the precision P = 8/10 = 0.8 (80%)
and the recall R = 8/12 = 0.67R = 8/12 = 0.67 (67%).

The F1 score is the harmonic mean of precision and recall, providing a balanced
measure between the two, particularly when there is a disparity between positive and false
predictions, according to Equation (10).

F1 =
2 ∗ Tp

2 ∗ Tp + Fp + Fn
(10)

An analysis of text classification was performed for selected sentences to validate the
model’s effectiveness.

2.5. Step (7): Proposal for EIR Paragraph Generation and Appropriate Categorization

Although the text classification process could be considered complete at this point,
it is the foundation for the subsequent step. This next phase involves the specification
of the client’s preferences through the use of a chatbot, which would assign appropriate
sentences or paragraphs of a proposed EIR. This phase will be refined in the future as part
of the development of an automatic, personalized EIR generation methodology, where a
Generative Pre-trained Transformer (GPT), based on the Transformer architecture, will also
be employed.

In this study, however, the performance of the existing model in text generation was
preliminarily tested. Example phrases were provided, and the model was tasked with
finding similar phrases by calculating the cosine similarity between the vector of the input
phrase and the paragraph vectors in the database.

The cosine similarity k(x,y) (Equation (11)) between two vectors x and y is calculated
as the ratio of the dot product of vectors x and y, with n-dimensions, to the product of the
norms of x and y (‖x‖, ‖y‖) [37]. In practice, it computes the cosine of the angle between
these vectors in a multidimensional space. A result close to 1 indicates high similarity,
while a result close to −1 signifies that the vectors are oriented in opposite directions.

k(x, y) =
x·y′
‖x‖‖y‖ , where x·y′ =

n

∑
i=1

xi·yi, ‖x‖ =
√

n

∑
i=1

x2
i ,‖y‖ =

√
n

∑
i=1

y2
i (11)
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If the model does not find a suitable match, it generates a new sentence containing the
given phrase. These generated sentences are then categorized into the appropriate KA, KB,
or KC (managerial, commercial, or technical aspects).

This step lays the groundwork for future research on the automatic generation of EIRs,
enabling more personalized and precise output aligned with stakeholder preferences.

3. Results

The dataset used to validate the model comprised 8494 paragraphs categorized under
KA (managerial), 5130 under KB (commercial), and 944 under KC (technical). The training
and validation data were split in the commonly used 80:20 ratio [38]. The varying quantity
of data across categories may have influenced the results. The model was expected to be
more accurate in classifying KA due to the larger volume of training data available for
this category.

Figure 4 illustrates the vector for the token “detail” generated through text vectoriza-
tion. Feature vectors were set to 100 dimensions, a crucial aspect for capturing semantic
relationships between words. This dimensionality is key for conducting the semantic
analysis required for this task, which reflects the complexity of the methods employed.
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Figure 5 presents the evaluation metrics obtained. The overall accuracy, which repre-
sents the percentage of correctly classified paragraphs, was 86%. The precision, indicating
the proportion of correct predictions among all predicted positives, averaged 91%, ranging
from 85% for KA to fully correct predictions for KC. Recall ranged from 22% to 96%, with
an overall F1 score averaging 0.7, more precisely 0.9 for managerial predictions, 0.81 for
commercial, and 0.36 for technical aspects.
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For selected sentences such as “The contractor shall compile in the BEP, for approval,
the file formats that will be delivered to the client at each stage of the project,” “Each model
should be exported to the open Industry Foundation Classes (IFC) format,” and “The final
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BEP shall include information related to ‘Project Roles & Responsibilities’,” the model
successfully classified them into the correct categories: KA (managerial), KB (commercial),
and KC (technical), as outlined by the ISO 19650 standard. The predicted classifications are
shown in Table 1.

Table 1. Model-predicted categories for provided sentences.

No. Sentence Predicted
Category

1 The contractor shall compile in the BEP, for approval, the file formats that will be
delivered to the client at each stage of the project. KA

2 Each model should be exported to the open Industry Foundation Classes (IFC) format. KA
3 The final BEP shall include information related to ‘Project Roles & Responsibilities’. KA
4 All issues should be promptly reported to the client in the common data environment. KA

where KA refers to managerial aspects, KB to commercial aspects, and KC to technical aspects.

Subsequently, the model was tasked with proposing sentences related to the provided
phrases: “energy analysis,” “simulation of work sequences,” and “architectural model
designed in Revit.” It searched the available database for similar sentences using cosine
similarity, and if none were sufficiently similar, it generated new ones. The results, including
predicted categories, are displayed in Table 2.

Table 2. Model-predicted sentences and categories for provided phrases.

No. Phrase Predicted
Category Most Similar Paragraph or New Paragraph Similarity

1 Energy analysis KB Energy analysis. 0.95

2 Simulation of work sequences KA

Project controls: The model will be capable of
being utilized for identifying temporary as well
as permanent works and provide a critical path
analysis of site activities to prevent “trade
clashes” and to provide the most efficient way of
arranging working areas for operatives.

0.92

3 Architectural model designed in Revit KA
Developing constituent parts of the information
model in connection with specific tasks. 0.91

where KA refers to managerial aspects, KB to commercial aspects, and KC to technical aspects.

4. Discussion

The objective of this study was to propose an automatic text classification of Exchange
Information Requirements (EIRs) according to ISO 19650 categories, using Support Vector
Machines (SVMs) combined with text vectorization via Word2Vec. These methods proved
sufficient to achieve this goal. In addition, the authors aimed to validate the model’s
potential by examining its predictions. While the results may vary with a larger dataset,
the findings from the current, smaller dataset (with 14,568 paragraphs identified) are
promising. As shown in Figure 5, the model achieved an overall accuracy of 86%, indicating
a significant percentage of correctly classified paragraphs. The model was particularly
effective in identifying managerial aspects, where it achieved an F1 score of 0.9, which is the
harmonic mean between precision and recall. However, the 100% precision for the technical
category must be considered in conjunction with its 22% recall. This can indicate that the
model infrequently predicts this category, but when it does, the predictions are correct.

Understanding the reasons behind these results requires an examination of the com-
plexity of the data and the method’s limitations. The managerial category, which produced
the best results, is typically the largest among KA, KB, and KC. It is often written in lan-
guage that is more easily interpreted by the Word2Vec algorithm and contain fewer tables
(apart from the critical “roles and responsibilities” matrix) and less technical terminology
than the other two categories. Both the commercial and technical categories may contain
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overlapping information, such as file formats, which can pertain both to data delivery
schedules (KB) and model requirements (KC). Furthermore, the technical category, which
yielded the poorest results in the evaluation metrics, is usually the shortest, contains spe-
cialized terminology, and often consists of tables. These tables, which present the levels of
detail for geometric and alphanumeric information for various model components, are less
conducive to classification through cosine similarity.

To improve performance, future iterations of the model could focus on balancing
the dataset by increasing the pool of data from the technical category. Additionally, key
terms or phrases associated with each category could be explicitly highlighted during
training. For example, phrases such as “roles and responsibilities” could be tied to KA,
“BIM objectives” to KB, and “file formats” to KC.

When analyzing the model’s predictions for the provided example sentences, as
presented in Table 1, in sentence 1, the phrase “file formats” was used to test if the model
would classify it under KC (technical), yet it correctly classified it under KA, recognizing the
managerial context. Sentence 2, which involved file formats, should have been classified as
technical, but the model assigned it to KA, indicating an area for improvement. The third
and fourth sentences were correctly classified under the category KA. The authors conclude
that three out of four sentences were acceptably classified.

Han et al. examined the application of Word2Vec and, while highlighting its efficiency
in capturing semantic information, also pointed out a limitation: its inability to account
for word order in sentences [24]. They observed that Word2Vec performs well with short
sentences but struggles with more complex ones. In future studies, where the model will
be trained on larger datasets, conducting a sensitivity analysis would be valuable to assess
the impact of changes in input parameters on the model’s performance, including sentence
length and complexity, particularly with regard to technical terminology. It would also be
beneficial to examine the effects of other parameters on classification, such as dataset size,
the adjustment or the r parameter in SVM (which controls the margin between classes), the
size of labelled data within each category, and the quality of the labelled data.

Table 2 presents the suggested similar paragraphs for the phrases provided. In the
first case, the model identified “energy analysis” as a BIM use, which referred to specific
requirements outlining how BIM models should be utilized for project management. These
typically consist of a list of BIM uses, such as energy analysis, clash detection, and acoustic
analysis, along with brief definitions of each. This section of the EIR pertains to commercial
aspects; therefore, the phrase was correctly classified. However, the slight deviation in
cosine similarity (0.95), despite an identical match, could be due to other paragraphs
with similar semantics, affecting the similarity score. Sentence 2 returned an acceptable
match regarding work sequences, though it did not fully capture the intended meaning
of “simulation,” indicating an area for refinement. Sentence 3 exhibited the model’s
limitation, as the proposed paragraph did not align with the query’s intent, underscoring
the importance of domain-specific training data.

This study acknowledges these limitations and identifies areas for improvement
in future iterations, particularly in the domain of text generation. Future research will
incorporate the use of GPT for more advanced text generation, which is expected to address
some of the shortcomings encountered in this study.

5. Conclusions

This study investigates the application of Word2Vec for text vectorisation, Support
Vector Machines (SVMs) for text classification, and the use of Word2Vec with cosine simi-
larity for text generation. The findings demonstrate how Artificial Intelligence (AI) tools
and methods can enhance information management in construction projects, specifically
through the use of advanced methodologies such as Building Information Modelling (BIM)
and Digital Twins.

The proposed model, which supports the creation of Exchange Information Require-
ments (EIR), particularly by categorizing text into managerial, commercial, and technical
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aspects according to the ISO 19650 standard, shows considerable potential. Even with a rel-
atively small training dataset, the classification achieved an average F1 score—a harmonic
mean of precision and recall—of 0.7, which is a promising result. Although this represents
a limited sample, the initial tests indicate that the model is capable of classification, making
it a valuable stepping stone for further research. This study highlights the effectiveness
of Word2Vec for text vectorization and SVM with an RBF kernel for classification, which
demonstrates the potential of these methods. However, the authors recognize the need to
expand this exploration by integrating more advanced AI models, such as BERT, which
could provide enhanced semantic understanding and overall classification accuracy. Ad-
ditionally, it would be worthwhile in future research to investigate the impact of varying
input data on the model’s performance.

This study contributes both theoretically and practically to the field of information
management in construction. Theoretically, it extends the application of AI in automating
Exchange Information Requirements drafting for BIM/Digital Twin projects. Practically,
this implementation could facilitate the adoption of these methodologies in the AECO
industry, addressing existing barriers such as limited knowledge, the shortage of specialists,
and alignment with contemporary trends, such as the European Union’s digital transition.

Despite its contributions, this study is not without limitations. The relatively small
dataset used for training constrains the generalizability of the results, and the current model
requires further refinement to effectively handle larger and more diverse datasets. Addi-
tionally, while cosine similarity calculated using Word2Vec indicates semantic relationships
between vectorized phrases, the generated sentences are not yet sufficiently accurate to
be used directly in EIR documents. This points to the need for improvements in the text
generation process, where more sophisticated models, such as GPT, could be employed to
refine the generation of EIR fragments and improve overall text quality.

Looking forward, future research should focus on several key areas. First, the use of
larger, more comprehensive datasets will be essential for improving the robustness and
generalizability of the model. Secondly, exploring more advanced AI models, such as BERT
and GPT, could provide deeper semantic understanding and enhance both the classification
and generation of text. Our own future work will focus on integrating these advanced
models into the automated EIR creation process. Furthermore, incorporating new EIRs into
the database will be crucial for ensuring that the AI tools can adapt to changing trends in
BIM/Digital Twin approaches.

In summary, while this study presents a robust method, there remains significant
potential for future research to build on its findings. The implementation of such tools
could significantly enhance the efficiency of complex construction processes involving
advanced methodologies like BIM.
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