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Abstract

:

Structural health monitoring (SHM) plays a crucial role in ensuring the safety of infrastructure in general, especially critical infrastructure such as bridges. SHM systems allow the real-time monitoring of structural conditions and early detection of abnormalities. This enables managers to make accurate decisions during the operation of the infrastructure. However, for various reasons, data from SHM systems may be interrupted or faulty, leading to serious consequences. This study proposes using a Convolutional Neural Network (CNN) combined with Gated Recurrent Units (GRUs) to recover lost data from accelerometer sensors in SHM systems. CNNs are adept at capturing spatial patterns in data, making them highly effective for recognizing localized features in sensor signals. At the same time, GRUs are designed to model sequential dependencies over time, making the combined architecture particularly suited for time-series data. A dataset collected from a real bridge structure will be used to validate the proposed method. Different cases of data loss are considered to demonstrate the feasibility and potential of the CNN-GRU approach. The results show that the CNN-GRU hybrid network effectively recovers data in both single-channel and multi-channel data loss scenarios.
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1. Introduction


Mega-projects and infrastructure are being built rapidly due to urbanization and industrialization. This is essential to the socioeconomic development of every country. Bridges are among the most essential and critical infrastructures serving transportation purposes. They are located on all routes, helping to overcome obstacles, reduce distances between areas, facilitate the circulation of goods and services, and enhance the country’s economic potential. However, regular maintenance and supervision are essential to ensure that bridges can operate safely. In this context, SHM systems are becoming increasingly important [1]. Early structural damage and deterioration detection by SHM enable prompt maintenance and repair actions to reduce hazards and expensive fallout from unplanned breakdowns [2,3,4].



The SHM system comprises sensors and a data reception and processing system. These sensors are permanently installed on the bridge structure and collect critical signals such as vibrations, displacements, deformations, or tilting, among others [5,6,7,8]. These signals are transmitted through data transmission systems (cables or wireless) to the analysis and data processing system. Here, the raw data are subjected to analytical techniques to produce results. Based on these results, experts and managers can make decisions related to maintaining the operational condition of the bridge [9,10].



The sensor system is designed to be placed at various locations on the bridge structure, allowing for comprehensive data collection regarding the structural performance [11,12]. The sensor system is typically carefully protected but still exposed to external environmental factors. Over time, due to various influences, the sensor system may encounter issues such as reduced sensitivity, signal loss, or even damage [13]. This poses potential risks of data loss. Additionally, the data transmission system may also experience failures. These may include broken cables, wireless transmission interruptions, or system short circuits. Such factors can lead to data disruptions, loss, or even inaccuracies in the transmitted data [14]. When data errors or interruptions occur, the SHM system is significantly affected. Specifically, faulty data can lead to insufficient information for analyzing and assessing the structural condition. Interrupted data cause a loss of information, resulting in inaccurate evaluations by experts. Furthermore, data transmitted to the processing center may be distorted, leading to incorrect analysis results. The conclusions drawn could be misleading, resulting in incorrect decisions regarding the operation and maintenance of the bridge.



To minimize data loss in SHM, several intervention strategies have been proposed. The SHM system is equipped with more durable devices, and the design allows sensors to withstand impacts and weather conditions. However, despite the significant resources invested, the effectiveness remains limited. After an extended period, data loss still occurs. The repair and replacement of damaged components have been suggested in some cases, but this is only a temporary solution. SHM systems are often deeply embedded in the structure, making them difficult to replace. Furthermore, repairs and replacements can create additional complications for homogeneous systems. Not to mention, accessing sensor locations is often extremely difficult if not impossible. As a result, the effectiveness of repair intervention strategies for SHM systems is low.



Many researchers have started focusing on recovering SHM data in cases of loss or error [15]. The proposed solutions have been tested and have shown potential in enhancing SHM systems. Using statistical methods for data reconstruction in SHM is one of the traditional and prevalent approaches, aiding in restoring and completing missing or noisy data. Statistical methods typically involve building mathematical models based on existing data samples to predict and reconstruct missing data. One common technique is interpolation, which estimates missing data points using the values of neighboring data points. Additionally, more complex statistical models, including linear regression, nonlinear regression, and time-series analysis models, are applied for data reconstruction in SHM. The advantages of statistical methods include their simplicity and ease of implementation, requiring relatively few computational resources. They are particularly useful in cases where data loss is minimal and the data exhibit periodic or predictable patterns. However, the limitations of this approach lie in its potential inaccuracy in complex data situations or when there is extensive data loss. Utilizing statistical methods requires a deep understanding of the data and the structure of the monitored system to select the most appropriate model [16].



In recent years, artificial intelligence (AI) and intelligent algorithms have emerged as a trend to solve many problems related to reconstruction data [17]. The application of AI in data reconstruction for SHM is becoming increasingly popular and offers numerous outstanding advantages. AI models can learn from historical data patterns to intelligently predict and restore missing or noisy data [18,19]. Wan and Ni [20] proposed a method to recover SHM data in the context of Bayesian multi-task learning with multidimensional Gaussian programming. The reconstruction performance achieved is highly reliable. Zhang and Luo [21] used data correlation to recover lost stress data. This method results in an interpolation error of about 5–7%. Other studies [22,23,24] have proposed data recovery methods that also provide highly accurate results. Lei et al. [9] used deep convolutional generative adversarial networks to rebuild lost data in SHM. The proposed deep learning architecture is capable of reconstructing data from accelerometers and strain sensors on models and, in reality, with high performance. Jiang et al. [25] performed the recovery of incomplete data from a long-term health monitoring system using an unsupervised learning method based on a generative adversarial network. Introduced by Fan et al. [26], the process of using convolutional neural networks to reconstruct SHM data is implemented. This method allows for outstanding lost data recovery even for signals with severe data loss rates of up to 90%. Fan et al. [27] conducted research and achieved good results in dynamic response reconstruction using densely connected convolutional networks. In addition, many other studies [28,29,30,31] use deep learning in data reconstruction.



In this study, a hybrid CNN-GRU network is used to reconstruct data from accelerometers for structural health monitoring of the bridge. The proposed method is a promising solution to solve the problems related to data loss of SHM systems. In case the data collected from the sensors show abnormalities or undergo a special event, the method can be applied to restore the lost data with a high level of reliability. It contributes to improving the efficiency of SHM systems of large bridges. The article is organized into four sections: the introduction, methodology, case study, and finally, conclusion. The results of the case study show that CNN-GRU has an excellent ability to reconstruct sensor data.




2. Methodology


2.1. Convolutional Neural Networks (CNNs)


Convolutional Neural Networks (CNNs) [32,33] are a special deep-learning model developed to process grid data. CNNs work by automatically learning data features through multiple layers. The convolution layer is the foundation of CNNs. It works by sliding a filter across the entire input image and calculating the convolution between the filter and the corresponding sub-data region [34]. This process helps extract local features [35]. The formula for calculating the convolution of a filter W over a portion of input data X is [36,37,38]


  S ( i , j ) =   ∑  m = 0   M − 1      ∑  n = 0   N − 1    X ( i + m , j + n ) . W ( m , n ) + b      



(1)




where S(i,j) is the output value at positions (i,j); W(m,n) is the value of the filter at position (m,n); X(i + m,j + n) is the value of the input data at the corresponding position; b is the bias value; and M and N are the height and width of the filter. The operator between X(i + m,j + n) and W(m,n) denotes element-wise multiplication. This process results in a feature map, which helps the CNNs capture local features from the input.



After the convolutional layers, CNNs continue using activation functions such as ReLU, Sigmoid, Softmax, etc. In this study, the ReLU activation function is used to help remove negative values and preserve positive values [36,37,38]:


  f ( x ) = m a x ( 0 , x )  



(2)







Next, the pooling layers are responsible for reducing the data’s dimensionality and the number of parameters while maintaining the important features. Pooling layers include MaxPooling, AveragePooling, etc. This study uses MaxPooling to reduce the dimensionality of the data. The formula of MaxPooling for a sub-region of size k × k is [36,37,38]


  S ( i , j ) =   m a x   m = 0   k − 1       m a x   n = 0   k − 1     X ( i + m , j + n )  



(3)







After the convolution and pooling layers, the data are “flattened” into a one-dimensional vector. This vector is then fed into the fully connected layers. Each neuron in these layers connects to all the neurons in the previous layer, which helps generate the final decision of the model. The formula of fully connected class is shown below [36,37,38]:


  y = f     ∑  i = 1  n    W i   x i  + b      



(4)







Here, y is the output, W is the weight, xi is the input, b is the bias, and f is the activation function.



The convolution process can be represented as shown in Figure 1.




2.2. Gated Recurrent Units (GRUs)


Recurrent Neural Networks (RNNs) [39] are a type of neural network that can remember and use information from previous steps to predict the output for the next step thanks to the feedback loop mechanism. However, traditional RNNs have difficulty handling long time series due to the “vanishing gradient” phenomenon, when the gradient becomes too small to update the weights during backpropagation [40]. Gated Recurrent Units (GRUs) [40,41] are a variant of RNNs developed to improve its limitations especially in handling long time series and overcoming the vanishing gradient problem.



GRUs have two main gates: update gates and reset gates. These gates help adjust the flow of information over each time step, ensuring that the model can learn important information and discard unnecessary information. Unlike LSTMs, GRUs do not have separate input and output gates, which makes the model simpler.



The update gate regulates the extent to which the old state will be retained and the extent to which the new state will be updated. This allows the GRUs to remember important information in the time series without losing it. The formula for the update gate zt is [40,42]


   z t  = σ (  W z  .    [ h    t − 1    ,     x t   ] )   



(5)




where zt is the updated gate at time t; ht−1 is the hidden state from the previous step; xt is the current input; Wz is the learned weight and σ is the sigmoid function



The reset gate determines how much information from the previous state ht−1 will be forgotten at the current time step. This allows the GRUs to discard unnecessary information from previous steps to focus on newer information [40,42].


   z r  = σ (  W r  .    [ h    t − 1    ,     x t   ] )   



(6)




where zr is the reset gate at time t; ht−1 is the hidden state from the previous step; xt is the current input; Wr is the learned weight and σ is a sigmoid function



GRUs is a powerful and efficient architecture for processing time-series data. With a simple yet effective structure, GRUs not only solve the problem of vanishing gradients well but also help the model learn long-term dependencies in the data series [43]. The architecture of GRUs is shown in Figure 2 [44].




2.3. Using CNN-GRU to Recover Data


When CNNs and GRUs are used together, they become a more potent tool for retrieving sensor data and have many benefits over utilizing each model separately. CNNs extract significant spatial features from sensor data, including structures or hidden patterns within data matrices. Their convolutional layers enable the detection and analysis of local features. These features contain crucial information about the data’s spatial distribution and are the characteristics of ML models. Following the CNN layers of refinement, the data are sent to the GRU layers to process the temporal relationships within the retrieved features. Memory and learning from sequential data are critical components of GRU’s capacity to recognize patterns and trends over time.



The system overcomes the drawbacks of employing each model separately by combining their strengths. It results in a more adaptable and reliable method for recovering and analyzing sensor data—especially in intricate and expansive structural health monitoring systems. Figure 3 depicts the procedure for recovering data.



First, in the preprocessing stage, sensor data are collected and restructured into a suitable format for input into the network. Specifically, one-dimensional time-series data are restructured into two-dimensional data (adding more dimensions to the data, where one dimension is data and the other dimension is 1). Features from the raw data are prepared for training the CNN-GRU model. Next, the data are passed through the convolution layer in the feature extraction stage to extract essential features. The data are then forwarded to the pooling layer to reduce its size while retaining essential information. After that, in the time relationship stage, the data are passed through the GRU layers, where the network learns temporal relationships from the sensor data through hidden layers. Finally, the data are processed by a multilayer perceptron to predict and recover the data from the faulty sensors.





3. Case Study


3.1. Case Study Description


In this study, the Thang Long Bridge [45,46] (Figure 4)—the largest steel truss bridge in Hanoi—will be considered. Before other bridges were built to span the Red River, the Thang Long Bridge was pivotal in connecting Hanoi with the northern provinces, becoming a vital artery for transportation and economic exchange. For many years, it was the only bridge capable of supporting both railway traffic and heavy vehicles across the Red River, reinforcing its central role in Vietnam’s development. Despite the emergence of new bridges, the dual functionality and historical significance of the Thang Long Bridge continue to make it one of the region’s most strategically important infrastructure projects.



The Thang Long Bridge is designed to exploit road and rail traffic, creating a unique structural feature. The bridge consists of two levels: the upper level is exclusively for road vehicles, while the lower level is designed for trains with rail gauges of 1000 mm and 1435 mm. Cantilevers are installed on both sides of the lower level to allow rudimentary vehicles and motorcycles to cross the bridge.



The Thang Long steel truss bridge comprises 15 spans divided into five modules, each containing three continuous steel truss spans. The bridge is designed according to the 18-79TCN standard of Vietnam [47]. The operational load capacity of the bridge is T24 for trains and H30-XB80 for vehicles. The bridge has undergone two significant repairs and has been upgraded to meet the new design load standard—HL93. The truss members are made from alloy steel and have box-shaped cross-sections. The upper and lower truss members have a height of up to 800 mm, while the vertical and diagonal members are 600 mm. Transversely, cross-stiffening ribs are installed at 3.6 m intervals to enhance the overall rigidity of the bridge. Upper and lower wind bracing systems are also designed with I-shaped steel to resist lateral movement and increase the bridge’s stiffness.



During the assessment campaign for the renovation of the Thang Long Bridge in 2020 [48], a vibration survey of the bridge was conducted. Vibration data were collected at the lower truss nodes of the first span of the Thang Long Bridge. The layout of the vibration measurement points is shown in Figure 5. The objective of the survey was to identify the mode shapes and their corresponding frequencies to assess the bridge’s condition.



PCB accelerometer sensors (model 393B12) [49] were deployed on site at the truss nodes where measurement points were designated. Once the data collection station was established, signal transmission cables were connected to a signal converter, and the data were stored on a computer. Each sensor was labeled and stored similarly to prevent loss and ensure effective data management. Due to the limitation of the number of sensors, the overall measurement grid is divided into two smaller measurement grids. Each smaller measurement grid consists of eight measurement points corresponding to eight sensors. For the data to be linked together, reference points will be established. In this study, the reference point is located at location 3. After completing a small measurement grid, the remaining points will be reinstalled at the remaining points to cover the overall measurement grid. For each sub-grid, data collection took approximately 40 min with a sampling frequency of 1651 Hz. Half of the collected data will be used to train and validate the network. The other half will be used as a test set, which will then be used for detailed analysis. Figure 6 shows the data collection station and the locations where the sensors were installed.



The collected dataset consists of vibration signals from pre-designated measurement locations. A data reconstruction study will be conducted based on this dataset. Specifically, various data loss scenarios will be simulated, ranging from single-channel data loss to more complex multi-channel loss. Once trained on the complete dataset, the CNN-GRU network will be used to recover the missing data in these scenarios. The training process enables the model to learn key features of the vibration data, accurately predicting the missing data based on the remaining information. This is especially important for ensuring the continuity and accuracy of the SHM system. After the data are recovered, a detailed analysis will be performed to evaluate the quality of the reconstructed data. The recovered data will be directly compared with the collected data to assess the model’s accuracy.




3.2. Single Channel Data Recovery


In the first scenario, single-channel data loss will be simulated. The overall dataset will include eight columns of data corresponding to signals from eight sensors. One sensor will be assumed to malfunction, and its values will be set to zero. The remaining sensors will keep their values to represent regular operation. The input to the CNN-GRU network will consist of seven columns of data from the functioning sensors, while the output will be the data from the faulty sensor. The network will extract critical features from the input sensors and find correlations with the data from the faulty sensor. Through multiple training iterations, the CNN-GRU network will learn the relationship between the input and output data, achieving a certain level of recovery performance. Once trained, the network will be used to recover the missing data. Data recovery will be conducted for each sensor at every location to ensure the method performs well on all sensors. This means that the inputs and outputs will be adjusted multiple times. In each case, the input will consist of data from seven sensors, while the output will be the data from the faulty sensor. Once training is completed for all locations, the data will be recovered, forming a new dataset (the recovery dataset).



Data preprocessing plays a crucial role in achieving good training performance. Sensor data are preprocessed, organized, and formatted to meet the requirements of the CNN-GRU network. The data are divided into two parts with a 70/30 split, where 70% is used to train the network and 30% is used to evaluate its performance. The input and output data are assigned to two separate matrices in each dataset. The CNN-GRU network is designed with three CNN layers and three GRU layers. The first CNN layer is configured with 512 filters, while the subsequent two layers are reduced to 256 and 128 filters, respectively. The kernel size is uniformly set to 10, and the ReLU activation function is used. MaxPooling layers are added after each CNN layer to reduce the size of the data, allowing better feature extraction. Afterward, the data are flattened using a Flatten layer to create an appropriate input format for the subsequent GRU layers. This setup ensures that the data are appropriately structured before entering the GRU layers, which are designed to capture temporal relationships in the data.



The number of hidden units in the GRU layers is progressively reduced, starting from 256 units in the first layer, down to 128 in the next, and finally 64 units in the last GRU layer. This gradual reduction in hidden units helps the neural network simplify the information as it passes through each layer, allowing it to focus more on extracting key features at different levels of abstraction. Between the GRU layers, Batch Normalization is applied to standardize the output of each layer, ensuring that the values have a stable distribution with a mean of 0 and a standard deviation of 1. This normalization not only reduces the network’s reliance on the initial weight initialization but also improves the convergence speed, making the training process faster and more efficient. At the end of the network, a Dense layer is added to predict the output, corresponding to the data from the faulty sensor. This Dense layer acts as a fully connected layer, where each neuron is connected to all the neurons in the previous layer. Its primary function is consolidating and interpreting the high-level features extracted by the preceding layers, enabling the network to make accurate predictions about the missing data from the faulty sensor.



Finally, the model compiler is launched with the Adam optimizer and the MSE (Mean Squared Error) loss function. The data are set to train for a maximum of 1000 epochs with a batch size of 50. To demonstrate the advantage of the proposed network, individual CNN and GRU networks are also implemented. The training results are shown in Figure 7.



Figure 7a illustrates the fluctuation of the loss function during the training of three models: CNN-GRU, CNN, and GRU. In the early stages of training, all three models show a significant reduction in the loss value. However, as they progress into subsequent epochs, the differences between the models become increasingly evident. The CNN-GRU model stands out with the best performance, achieving a loss value that approaches nearly zero. CNN-GRU maintains the lowest loss value throughout the training process, demonstrating its superior ability to capture data features compared to the individual GRU and CNN models, which exhibit higher loss values. Additionally, CNN-GRU converges faster and reaches a stable state in just about 350 epochs, while the other two models take more than 700 epochs to achieve similar stability. These results indicate that combining CNN and GRU can perform significantly better than independent neural networks.



Figure 7b presents the mean absolute error (MAE) between the recovered and actual values for the three types of models on both the training and testing datasets. The proposed CNN-GRU model exhibits a significantly lower MAE than the other two. The MAE values for the CNN-GRU model on the training and testing datasets are low and show no significant disparity. This indicates that the model performs well and has a high generalization ability. The model successfully learns the critical features from the data without over-relying on the training data, allowing it to make accurate predictions on new data. Figure 8 shows a recovery data segment using the above three models.



Figure 8 shows that the data recovered by the CNN-GRU are nearly identical to the actual data. In contrast, the data recovered by the individual CNN or GRU models exhibit specific differences. This further demonstrates the robust recovery capability of the proposed method. To further evaluate the data recovered by the CNN-GRU, modal analysis was conducted on the two datasets—the actual data and the data recovered by the CNN-GRU. The results of the mode shapes obtained from the two datasets are presented in Figure 9 and Table 1.



Table 1 compares real and recovery data across four modes, focusing on frequency, error percentage, and MAC (Modal Assurance Criterion). Regarding frequency, the first mode shows minimal deviation between actual data (1.05) and recovery data (1.08) with an error of only 2.86%. However, the discrepancy increases in higher modes with the second mode having an error of 7.02% and the third and fourth modes showing errors of 8.33% and 8.72%, respectively. Despite these rising errors, the MAC values remain consistently high across all modes, indicating a strong similarity in mode shapes. The first mode has the highest MAC at 0.968, and while the MAC decreases slightly in the second, third, and fourth modes (0.954, 0.951, and 0.946), the correlation between real and recovered data remains robust. The analysis results show that the data reconstruction model can accurately reproduce the main features of real data.




3.3. Multi-Channel Data Recovery


In the next research phase, multi-channel data loss scenarios will be explored to evaluate the potential of the CNN-GRU network under more complex conditions, where the number of input sensors decreases and the number of output sensors to be recovered increases. Specifically, cases of data loss will be simulated with two to four sensors failing. In these scenarios, the input data will gradually reduce from six columns to five and then four, while the output data that need to be recovered will increase from two to three and then four columns. The faulty sensors will be assigned a zero value, while the remaining functioning sensors will retain their original values. These multi-channel data loss scenarios aim to assess the proposed model’s performance and effectiveness in handling more complex situations.



The configuration of the CNN-GRU network is kept the same as in the single-channel data loss scenario. By maintaining the same network architecture, the evaluation ensures consistency, allowing for a fair comparison between the different cases. The data preprocessing and network training processes are carried out in the same manner as before. The only distinction lies in the number of input and output columns, as described earlier. In this way, the network’s ability to adapt to the increased complexity in multi-channel data loss scenarios can be rigorously assessed while keeping the other variables constant. This consistent setup helps in accurately evaluating the robustness and scalability of the proposed model as it handles more challenging recovery tasks with reduced inputs and increased outputs. The result of the multi-channel data recovery process is shown in Figure 10.



The results in Figure 10a illustrate the convergence process of the model across different data recovery scenarios. In the initial phase, all three scenarios show a significant drop in loss with rapid convergence during the first epochs. The model performs best in recovering data from two sensors as the loss value approaches zero. After around 350 epochs, the convergence curve stabilizes and gradually converges to zero, indicating accurate data recovery. For the scenario involving three faulty sensors, the convergence process is slower, taking over 700 epochs to achieve stability. In the case of recovering data from four sensors, the model initially converges very quickly, but the loss value does not approach zero. This suggests the model may have overfitted and is less effective at handling more complex scenarios where multiple sensors are faulty.



Figure 10b illustrates the MAE values across different scenarios. The initial evaluation indicates that as the number of faulty sensors increases, the MAE value between the recovered data and the actual data also rises accordingly. Specifically, when only two sensors are faulty, the MAE value remains low but experiences a significant increase in the other two scenarios. Notably, the discrepancy between the training and test sets becomes pronounced when three or four sensors are faulty. This suggests that as the number of faulty sensors increases, the effectiveness of the proposed model gradually diminishes. The datasets were also subjected to modal analysis under different data recovery scenarios. After comparing the vibration mode forms of the datasets, the MAC value is displayed in Figure 11.



There is a considerable similarity between the recovered and genuine data, particularly in the initial vibration modes, as demonstrated by the relatively high MAC values (0.910 to 0.935) in the event of recovering two defective sensors. Even while there is still a relatively strong association, the MAC values drop to a range between 0.745 and 0.778 when the number of defective sensors rises to three. The MAC values, however, sharply decrease to approximately 0.503 to 0.519 as the number of malfunctioning sensors rises to 4, indicating that the model has more incredible difficulty recreating the initial vibration features. Thus, the proposed model can work effectively for the cases of one to two sensor loss. However, the model’s efficiency will decrease when the number of sensors increases.





4. Conclusions


For the purpose of recovering sensor data in SHM, this study suggests combining CNN-GRU models. The efficacy of the recommended approach is demonstrated by the case study conducted on the Thang Long Bridge dataset. The model proved it could reliably recreate data despite errors or missing data. The approach has demonstrated significant promise in raising the precision of condition assessments for the monitored structure, decreasing mistakes, and increasing the correctness of recovered data. Some of the important findings this study makes are outlined below:




	
The integration of CNN and GRU effectively captures both spatial and temporal sensor data features, delivering superior performance in recovering lost data.



	
Compared to standalone models, the CNN-GRU model achieves higher accuracy in data reconstruction even in complex scenarios involving data loss from multiple sensors.



	
The model performs well when one to two sensors fail, but its accuracy decreases as the number of faulty sensors rises, revealing the model’s limitations in handling more complex cases.



	
The CNN-GRU model shows significant potential for improving the effectiveness of structural health monitoring (SHM) systems by ensuring data integrity and accuracy.



	
The CNN-GRU model not only performs well on training data but also generalizes effectively to new data, demonstrating its potential for widespread application in other SHM data.
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Figure 1. Convolutional Neural Networks. 
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Figure 2. The structure of GRU network [44]. 
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Figure 3. Data recovery process using CNN-GRU. 
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Figure 4. Thang Long Bridge: (a) side view; (b) lower floor. 
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Figure 5. Arrangement of measuring points at Thang Long Bridge. 
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Figure 6. Data collection: (a) equipment station; (b) sensors’ installation location. 
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Figure 7. Network training results in single-channel data recovery scenario: (a) training convergence curve; (b) mean absolute error. 
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Figure 8. Recovery data segment using CNN-GRU; CNN and GRU. 
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Figure 9. Mode shapes of two datasets. 






Figure 9. Mode shapes of two datasets.



[image: Infrastructures 09 00205 g009]







[image: Infrastructures 09 00205 g010a][image: Infrastructures 09 00205 g010b] 





Figure 10. Network training results in multi-channel data recovery scenario: (a) training convergence curve; (b) mean absolute error. 
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Figure 11. MAC values: (a) two-sensor data recovery; (b) three-sensor data recovery; (c) four-sensor data recovery. 
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Table 1. Results of analysis of real and recovery data.
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Mode

	
Frequency (Hz)

	
Error (%)

	
MAC




	
Real Data

	
Recovery Data






	
1st

	
1.05

	
1.08

	
2.86

	
0.968




	
2nd

	
1.71

	
1.59

	
7.02

	
0.954




	
3rd

	
2.04

	
2.21

	
8.33

	
0.951




	
4th

	
2.98

	
2.72

	
8.72

	
0.946




	
Error = (frecovery − freal)/freal × 100%
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