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Abstract: The seismic resilience of bridges has become an important concept in civil engineering since
these systems need to remain operative during and after earthquakes. In this regard, the definition of
recovery needs to consider the delay time (named as the time between an event and the beginning of
the recovery process). The original concept of seismic resilience has been expanded herein in order to
account for the delay time of bridge configurations. Its role in the quantification of seismic resilience
has been investigated by performing a case study of a Californian highway bridge subjected to an
ensemble of 100 input motions. The results demonstrate that the delay time may significantly reduce
the seismic resilience of bridges.
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1. Introduction

The functionality of infrastructures is fundamental for resilient societies in order to
maintain an operational level of serviceability during earthquakes [1,2], as shown in Italy [3]
and the Central Sulawesi earthquake (Indonesia) in 2018 [4]. In the literature, seismic
resilience has been developed since the early 2000s (i.e., [5,6]). In particular, ref. [7] proposes
a quantitative assessment of seismic resilience with some applications to bridges [8,9].
For this background, downtime was defined as the range of time between the seismic
event and the re-occupancy of the building [10]. This time is defined as the sum of two
components [11]:

(1) The delay time that is necessary to evaluate the state of the system, make decisions,
mobilize economic and human resources;

(2) The repair time depends on the recovery process of returning to the original
functionality.

Following [12], the concept of downtime was considered for the assessment of the
structural losses. Later, ref. [13] assessed the actual mobilization and repair times together
with different building limit states, proposing several limit states: the functionality limit
state (FLS), detailed inspection limit state (DILS), and repairability limit state (RLS). In
addition, the approach assumed by [14] consists of the quantification of the repair time
without considering the recovery process. In particular, ref. [15] considered the range
between the time of the earthquake and the time at which the repair process begins with
the name of “mobilization time” by describing the time taken for inspections, relocations of
occupants and activities, and decision-making procedures.

An alternative methodology proposed by [16] named the delay time as impeding time,
considering the fact that indirect and external factors may produce a delay at the beginning
of the recovery process, as assumed in several contributions [17–19]. In particular, ref. [20]
proposed that the impeding times may range from 5 days for inspection to around 50 weeks
for some contractor, design, and finance delays.

Other contributions investigated how the characteristics of human infrastructures and
post-disaster decision-making considerably affect the recovery process (Marquis et al., 2017)
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and the unpredictable characteristics of the owners (e.g., income, ownership, time at
current residence, earthquake insurance, etc.) [21]. In [22], 22 businesses affected by the
2011 Christchurch Earthquake were investigated to demonstrate whether strategies to
recover business are fundamental in reducing the delay time. In addition, the role of
several factors, such as the decision to evacuate the building, suspend ordinary activities,
or preserve its functionality, was considered in many contributions (e.g., [23,24]). Moreover,
several contributions focused on proposing novel strategies for the risk mitigation of
several case studies. In particular, refs. [25,26] proposed a Railway Rapid Warning System
(RRWS) for the railway viaduct of the Campania region of Italy connecting Quarto Centro
and Quarto stations of the urban train line (Line 1) in the Northern metropolitan area of
Naples. Pang et al. [27,28] proposed the assessment of the seismic resilience of long-span
cable-stayed bridges and highway bridges with fiber-reinforced concrete piers exposed to
structural corrosion. In addition, Yalin et al. [29,30] proposed a time-dependent combined
index seismic resilience assessment to consider the case of shear-critical RC bridge piers
with height-varying corrosion.

The novelties of this paper consist of investigating the role of the delay time by
applying a methodology that quantifies the different values of seismic resilience. In this
regard, this paper proposes a quantitative assessment of the reduction in seismic resilience
due to the delay time and may be used for decision-making procedures and strategies.
Therefore, the role of the delay time in reducing seismic resilience is assessed by considering
a case study of a Californian highway bridge. The approach adopted in [9,31] has been
herein applied by introducing different values of the delay time.

The paper is divided into several sections. In Section 2, the applied methodology is
described, while the case study and its hypotheses are shown in Section 3. The results
deriving from the PBEE methodology are discussed in Section 4. The role of the delay time
on the seismic resilience of the bridge is discussed in Section 5.

2. Methodology

The present section aims to discuss the applied methodology to assess the seismic
resilience of bridges by following the recent literature (i.e., [9,32,33]).

In particular, several steps were considered:
Step 1: Calculate the repair time (RT) and the total repair cost ratio (RCR) by applying

the Pacific Earthquake Engineering Research (PEER) center methodology [34]. The calcula-
tion of the costs is based on the Caltrans comparative bridge costs database, and RT and
RCR values are calculated with the local linearization repair cost and time methodology
developed by [34].

Step 2: the loss model is calculated proportionally to the values of RCR and RT by
assuming that the losses occur at the time of occurrence of the event, as commonly adopted
in earthquake engineering.

Step 3: the recovery model is considered to begin after different values of the delay
time in order to assess its role in the calculation of seismic resilience in the system, and the
same model is applied to several cases.

It is worth noting that the delay time was considered herein as the range of time
between the time of occurrence of the event and the start of the recovery process. In
particular, the delay time consists of several events, such as the mobilization of time for
the field investigations, the collection of data for the different repair strategies, and the
financial management and the localization of materials and crews. The delay time may vary
depending on the structural characteristics, the location, the availability of the workers,
regional codes, and the development of the area.

In particular, the delay time is represented as a horizontal line in Figure 1, and it
is marked as Td (delay time). The diagram functionality (Q) versus time represents the
process of the system when an earthquake occurs. At the time of the event, T0E, the
reduction in the functionality represented by the vertical line describes the losses (L) that
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occur in the system. In particular, the remaining functionality after the earthquake (Q0) is
calculated as follows:

Q0 = 1 − L (1)

Infrastructures 2024, 9, x FOR PEER REVIEW 3 of 16 
 

in the functionality represented by the vertical line describes the losses (L) that occur in 
the system. In particular, the remaining functionality after the earthquake (Q0) is calcu-
lated as follows: 𝑄0 = 1 − 𝐿 (1)

Then, there are a range of times during which the functionality remains at Q0, and 
this is the delay time, as shown in red. At the time Td +T0E, the recovery process starts, 
and after the recovery time (RT), the functionality may reach the final value Q at Tf, which 
is the final time of the entire process.  

The definition of the delay time may be deduced following the Redi methodology 
[20] or the �impeding factors� for the cases of buildings, which may include the time to 
complete post-earthquake inspections, secure financing for repairs, mobilize engineering 
services, obtain permitting, mobilize a contractor and necessary equipment, and for the 
contractor to order and receive the required components including “long-lead time” 
items. Several operations may contribute to the delay time, such as the post-earthquake 
inspections that require qualified professionals and technicians to inspect the bridge im-
mediately after an earthquake. In addition, the estimated damage requires skilled contrac-
tors and potential engineering services. Moreover, the time to access financing is unpre-
dictable since financing from insurance or private funds may vary considerably (i.e., 
weeks, months, or more).  

 
Figure 1. Delay time (Td). 

3. Case Study 
A case study of a bridge is hereon considered by analyzing 81 cases consisting of 

different delay time values (R0 = 0, R1 = 15, and R2 = 90 days) and several functionality 
ratios (80%, 100%, and 110%). In total, 100 input motions were selected from the NGA 
database (http://peer.berkeley.edu/nga/), accessed on 1 May 2024, and the Peak Ground 
Acceleration (PGA) was considered as the relative Intensity Measure (Im). They consist of 
acceleration time histories along three perpendicular directions (longitudinal, transversal, 
and vertical) that represent the Californian seismicity. Different levels of intensities were 
considered in order to obtain a wide distribution of outputs [34]:  

Inputs 1–20: moment magnitude Mw 6.5–7.2 and distance 15–30 km; 
Inputs 21–40: Mw 6.5–7.2 and R 30–60 km; 
Inputs 41–60: Mw 5.8–6.5 and R 15–30 km;  

Figure 1. Delay time (Td).

Then, there are a range of times during which the functionality remains at Q0, and
this is the delay time, as shown in red. At the time Td +T0E, the recovery process starts,
and after the recovery time (RT), the functionality may reach the final value Q at Tf, which
is the final time of the entire process.

The definition of the delay time may be deduced following the Redi methodology [20]
or the ‘impeding factors’ for the cases of buildings, which may include the time to complete
post-earthquake inspections, secure financing for repairs, mobilize engineering services,
obtain permitting, mobilize a contractor and necessary equipment, and for the contractor
to order and receive the required components including “long-lead time” items. Several
operations may contribute to the delay time, such as the post-earthquake inspections that
require qualified professionals and technicians to inspect the bridge immediately after an
earthquake. In addition, the estimated damage requires skilled contractors and potential
engineering services. Moreover, the time to access financing is unpredictable since financing
from insurance or private funds may vary considerably (i.e., weeks, months, or more).

3. Case Study

A case study of a bridge is hereon considered by analyzing 81 cases consisting of
different delay time values (R0 = 0, R1 = 15, and R2 = 90 days) and several functionality
ratios (80%, 100%, and 110%). In total, 100 input motions were selected from the NGA
database (http://peer.berkeley.edu/nga/), accessed on 1 May 2024, and the Peak Ground
Acceleration (PGA) was considered as the relative Intensity Measure (Im). They consist of
acceleration time histories along three perpendicular directions (longitudinal, transversal,
and vertical) that represent the Californian seismicity. Different levels of intensities were
considered in order to obtain a wide distribution of outputs [34]:

Inputs 1–20: moment magnitude Mw 6.5–7.2 and distance 15–30 km;
Inputs 21–40: Mw 6.5–7.2 and R 30–60 km;
Inputs 41–60: Mw 5.8–6.5 and R 15–30 km;
Inputs 61–80: Mw 5.8–6.5 and R 30–60 km;
Inputs 81–100: Mw 5.8–7.2 and R 0–15 km.
The losses are calculated with the local linearization repair cost and time methodology

(LLRCAT), developed by [9,34], and based on the comparative bridge costs by Caltrans [35].

http://peer.berkeley.edu/nga/
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Several hypotheses were assumed herein:

(1) Direct and indirect losses were calculated by assuming that the direct losses were
100% of the RCR. The indirect losses were assessed by considering the sum of the
connectivity losses (C) due to the road network and the prolongation time (P) that
represents the loss of functionality of the bridge.

(2) The losses were considered to occur at the time of the event by neglecting the dis-
ruption time. This assumption is commonly considered acceptable for earthquakes
because of the relatively short time in which the damage occurs.

(3) The recovery model was assumed to be the same for all 81 cases in order to make
a comparison between the various scenarios. Even if several recovery models were
present in the literature, herein, linear recovery functions were implemented by
considering two conditions. RT was quantified by applying the PBEE methodology,
while several functionality ratios (β: 80%, 100%, and 110%) were considered.

(4) In order to assess the role of the delay time on seismic resilience, several values were
considered: 0, 15, and 90 days. They were chosen to represent different cases of delays
with three realistic values: no delay, which might be considered a theoretical case;
15 days of delay time, which is reasonable for rapid decision-making procedures; and
90 days, which represents a slow process.

The structural scheme consisted of an Ordinary Standard Bridge (OSB) that is rep-
resentative of the Californian highway bridges, and it was designed by following the
Caltrans prescriptions [35] and studied in several publications [9,34,36]. Figure 2 shows
the structural scheme of the bridge. The bridge was defined as a Type 1 class of bridge
design, as already applied in [9]. The deck was 90 m long, 11.90 m wide and 1.80 m deep
(weight: 130.30 kN/m). The two-spam structure was supported by the central column
(circular, 1.22 m diameter) and was 6.70 m tall. The column was modeled with non-linear
beam-column elements (fiber section), following the previous study [36]. The moment–
curvature relationship is shown in Figure 3. The abutments are 25 m long (total weight:
30,000 kN). The bridge was designed to perform under capacity design conditions, and it
was equipped (on both the abutments and the top of the column) with isolation devices that
were modeled with advanced numerical models to represent non-linear behavior [37,38]. It
was assumed that the deck remained elastic and, hence, uncracked in all the cases analyzed
here, following EC8-2. The modulus of elasticity of the concrete E, Poisson’s ratio ν, and the
unit weight w were taken E = 2.8 × 104 MPa, ν = 0.20, and w = 24 kN/m3, respectively).
The connection between the column and the deck was reproduced as a fixed connection
by applying EqualDOF (six components of deformations were restrained). The abutments
were modeled with the so called “spring model” [34] to account for the inelastic behavior
of the soil material under high shear deformation levels, which may dominate the response
of the whole bridge. Transversally, connections were modeled with distributed zero-length
elements along two rigid elements to represent the rotation of the vertical bridge axis. The
longitudinal response of the bridge was controlled by the elastomeric bearing pads. The
vertical response of the abutment was modeled with the vertical stiffness of the bearing
pads and of the trapezoidal embankment. The longitudinal response was based on the re-
sponse of the gap closure, as described in [34], while the transversal direction was modeled
with a system of zero-length elements distributed along two rigid elements to represent
the response of the elastomeric bearing pads. The vertical response of the abutments was
represented by the vertical stiffness of the bearing pads in series with the vertical stiffness
of the trapezoidal embankment. The mass of the abutment was assumed as a nominal mass
proportional to the superstructure dead load.
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Figure 2. Bridge scheme: (a) Vertical view; (b) plan view.
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Figure 3. Non-linear beam column (fiber section).

4. PBEE Results

The results in terms of the repair cost ratio (RCR) and repair time (RT) are represented
in Figures 4 and 5. The results show that the bridge behaves with no damage at low
intensities (PGA < 0.62 g), confirming that the bridge is seismic-resistant. After this level
of intensity, the losses increase bilinearly (maximum value: 39.5% for PGA = 1.04 g). RT
increases with different levels to 38.4 crew working days (CWDs). Direct losses (DL, unit:
%) were calculated by considering the following:

DL = αRCR (2)

where α = 1, assuming that DL corresponds to 100% RCR.
Indirect losses may be assessed using expert judgment to include the socioeconomic

impacts on transportation infrastructures, and they are based on the extent of the damage
to daily traffic or accessibility to critical facilities [39]. In this regard, ref. [32] suggested that
the percentage of indirect losses to be considered is between 5% and 15%. In this paper,
indirect losses were assessed by referring to [40], which proposed the consideration of
two contributions.
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Connectivity losses (C, unit: %): these losses depend on the connectivity of the network
where the bridge is inserted. Realistic values may be derived by statistical assessments,
and herein, three different values of c were considered (0.10, 0.20 e 0.50) in order to study
several scenarios.

C = cRT (3)
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Prolongation time (P, unit: %): this parameter models the increase in the travel time
and costs due to the loss of functionality of the bridge and depends on the interdependency
of the infrastructures. Herein, three parameters of p2 (0.10, 0.20, and 0.50) were considered,
while the coefficient p1 was considered equal to 0.05.

P = p1RT + p2 (4)

Table 1 shows the values of DL, C, and P, while Figures 6 and 7 show C and P at
different levels of PGA for scenarios 1 and 9, which are the most extreme cases. It is worth
noting that the maximum value of the losses for PGA = 1.04 g. For scenario 1, the maximum
values are 3.84% and 2.02%, respectively, for the connectivity losses and the prolongation
time. For scenario 9, these values are 19.2% and 2.42%, respectively (more details in Table 1).

Table 1. Direct (DL) and indirect losses (IL) for the nine scenarios.

Scenario c p1 p2 DL (%) C (%) P (%) IL (%)

1 0.1 0.05 0.1 39.5 3.8 2.0 5.8

2 0.1 0.05 0.2 39.5 3.8 2.1 5.9

3 0.1 0.05 0.5 39.5 3.8 2.4 6.2

4 0.2 0.05 0.1 39.5 7.7 2.0 9.7

5 0.2 0.05 0.2 39.5 7.7 2.1 9.8

6 0.2 0.05 0.5 39.5 7.7 2.4 10.1

7 0.5 0.05 0.1 39.5 19.2 2.0 21.2

8 0.5 0.05 0.2 39.5 19.2 2.1 21.2

9 0.5 0.05 0.5 39.5 19.2 2.4 21.6
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5. The Role of Delay Time

The delay time was considered herein by selecting three different values, R0 = 0,
R1 = 15, and R2 = 90 CWD, in order to investigate its role in the reduction in the seismic
resilience of the bridge. The applied values were assumed to investigate nine scenarios,
for which three different delay times were evaluated (0, 15, and 90 days). Then, within
these 27 cases, the possibility of partial, total, or improved recovery functionality (80%,
100%, and 110%) was assumed by considering a total of 81 scenarios. In particular, the
functionality ratios were considered to evaluate three limit cases: a partial recovery of
functionality equal to 80% (to represent an acceptable level at which the infrastructure
might still be operative), a total recovery of functionality (100%), and a possible improved
recovery equal to 110% (that may represent the possibility of new investments).

Figures 8 and 9 show the recovery model for the two extreme scenarios, 1 and 9, for
three values of the delay time (R0: blue, R1: green, and R2: red). The recovery function was
considered with different functionality ratios (80%, 100% and 110%). It is worth noting that
the reduction in functionality was due to the increase in indirect losses (scenario 9) when
compared with scenario 1 (compare with Table 1). The rates of increase in the functionality
were different between the two scenarios. They were similar among the same scenarios
because the delay time was assumed not to modify the rate of the recovery.

Then, seismic resilience (SR) was calculated for all 81 cases. In order to investigate the
role of delay time, a comparison between the various results for scenario 1 (R0 and β = 1.1)
is displayed in Figure 10, showing the 9 cases obtained by setting one of the two parameters
(R and β) as constant and varying the other. It is worth noting that the maximum value
was found to be SR = 82.32. The values were calculated for every case, and the minimum
value was obtained for scenario 9 (R2 and β = 0.8): SR = 45.03, as shown in Table 2. Among
these values, the difference was 82.8%, demonstrating the importance of the delay time
in the assessment of SR. It is also worth noting that SR remains 100% for low intensities
(PGA < 0.60 g), demonstrating that the bridge has earthquake-resisting resources. This
depends on the fact that at low intensities, RCRs are zero (Figure 4).
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Two parametric studies are shown in Figures 11 and 12 for scenario 1. In Figure 11,
the delay time was varied for the three values of β in order to make a comparison between
the various values of the delay time (0, 15, and 90 days). It is worth noting that SR
decreases significantly when the delay time increases. For example, for scenario 1, the
values of SR are 62.92 and 82.32 for the delay times of 90 days and 0 days, respectively. The
reductions (30.8%, 25.9%, and 15.2% for the cases of β = 1.1, β = 1, and β = 0.8) depend on
β, demonstrating that the delay time is more critical for higher functionality ratios (β = 1.1),
or in other words, in the case of improvements to the bridge.

Figure 12 shows the comparison among the results for different functionality ratios
(β = 0.8, β = 1, and β = 1.1). It is worth noting that when comparing the cases of improved
functionality (β = 1.1) with the case of reduced functionality (β = 0.8) for zero delay



Infrastructures 2024, 9, 108 10 of 15

time, the increment of SR is 22.3%, while this increment is 16.9% and 7.7% for 15 and
90 days, respectively.

These results may help decision makers to evaluate the best choices among several
solutions during pre-earthquake or post-earthquake preliminary assessments of the role
of delay time on the seismic resilience of bridges. Several interesting findings have been
deduced. First of all, it is important to investigate the causes of the delay time (i.e., lack
of economic funds, and/or technical skills and human resources, difficulties due to the
locations, etc.) in order to reduce it and, thus, improve the seismic resilience of the system.
The results also demonstrated that when the delay time cannot be reduced, the investments
in improvements to the bridge are less beneficial than in those cases with small values of
delay time. Moreover, the cases of no delay time showed that the immediate recovery of
the bridge may be considered an ideal reference for effective and rapid recovery processes.
Finally, it is worth noting that these results were obtained with linear recovery functions,
and thus, the implementation of different recovery curves is necessary.
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Table 2. SR for the 81 case studies.

Scenario
R0 R1 R2

β = 0.8 β = 1.0 β = 1.1 β = 0.8 β = 1.0 β = 1.1 β = 0.8 β = 1.0 β = 1.1

1 67.32 77.32 82.32 63.76 70.95 74.55 58.44 61.43 62.92

2 67.27 77.27 82.27 63.70 70.89 74.48 58.35 61.34 62.84

3 67.12 77.12 82.12 63.51 70.70 74.29 58.10 61.09 62.58

4 65.40 75.40 80.40 61.30 68.49 72.09 55.17 58.16 59.66

5 65.35 75.35 80.35 61.24 68.43 72.03 55.09 58.08 59.57

6 65.20 75.20 80.20 61.05 68.24 71.83 54.83 57.82 59.32

7 59.64 69.64 74.64 53.92 51.12 64.71 45.37 48.36 49.86

8 59.59 69.59 74.59 53.82 61.05 64.65 45.29 48.28 49.77

9 59.44 69.44 74.44 53.67 60.86 64.45 45.03 48.02 49.52
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6. Conclusions

This paper proposes the investigation of the delay time in the seismic resilience of
a bridge case study. The repair costs and the repair time were calculated on the basis
of the PBEE methodology in order to assess the seismic resilience of the bridge. Several
scenarios were considered, and 81 cases were analyzed to assess whether the role of the
delay time on the assessment of the seismic resilience is significant, especially for the
high functionality ratio. This finding may be particularly interesting for the preliminary
assessments of practical solutions and the selection of various investments and decision-
making procedures. In this regard, the seismic resilience was calculated by considering the
state-of-the-art approach that consists of defining the loss model and the recovery model.
These losses were calculated by applying the PBEE methodology, and some assumptions
were implemented in the assessment of the direct and indirect losses. The recovery model
was defined based on linear recovery functions that may be applied for preliminary case
studies, such as the one presented herein. More realistic recovery models will be the object
of future work. In addition, the recovery rate was calculated without considering the
role of the delay time, which may affect the recovery process. This will be considered
in future investigations. However, the presented approach may be applied by several
stakeholders (such as infrastructure owners, public administrators, community planners,
public investors, and designers) to make oriented decisions for the entire community.
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