

  mti-03-00008




mti-03-00008







Multimodal Technologies Interact. 2019, 3(1), 8; doi:10.3390/mti3010008




Article



Participatory Research Principles in Human-Centered Design: Engaging Teens in the Co-Design of a Social Robot



Elin A. Björling 1,*[image: Orcid] and Emma Rose 2[image: Orcid]





1



Department of Human Centered Design & Engineering, University of Washington, Seattle, WA 98195, USA






2



School of Interdisciplinary Arts and Sciences, University of Washington Tacoma, Tacoma, WA 98402, USA









*



Correspondence: bjorling@uw.edu







Received: 20 December 2018 / Accepted: 29 January 2019 / Published: 10 February 2019



Abstract

:

Social robots are emerging as an important intervention for a variety of vulnerable populations. However, engaging participants in the design of social robots in a way that is ethical, meaningful, and rigorous can be challenging. Many current methods in human–robotic interaction rely on laboratory practices, often experimental, and many times involving deception which could erode trust in vulnerable populations. Therefore, in this paper, we share our human-centered design methodology informed by a participatory approach, drawing on three years of data from a project aimed to design and develop a social robot to improve the mental health of teens. We present three method cases from the project that describe creative and age appropriate methods to gather contextually valid data from a teen population. Specific techniques include design research, scenario and script writing, prototyping, and teens as operators and collaborative actors. In each case, we describe the method and its implementation and discuss the potential strengths and limitations. We conclude by situating these methods by presenting a set of recommended participatory research principles that may be appropriate for designing new technologies with vulnerable populations.
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1. Introduction


Although the study of human–robot interaction (HRI) is steadily increasing, methods and approaches to HRI rarely utilize a participatory approach. Further, researchers and designers who are working with vulnerable populations need to be increasingly aware of the unique needs of their population and place ethical design (in terms of both the robot design and the research design) at the forefront of their approach. The choice of method informs the rigor of the process, but the application of the method should include meaningful engagement for participants. Many HRI studies are conducted in a laboratory setting, thus reducing their contextual validity [1]. According to Lee et al. [2], it is important to evaluate and develop robots in social settings due to their distinct contexts and “the design challenge is to develop procedures for creating diverse and multiple appropriate social environments” (p. 244). Thus, conducting lab-based studies greatly limits the contextual validity of the research and future robot designs.



Given the scarcity of participatory design and the limited exploration of robot design and research in the wild, it is no surprise that we continue to see an increasing number of social robots failing to meet expectations in the real world [3,4,5]. In this article, we provide an overview and rationale for using a participatory approach when working with vulnerable populations in their natural settings. To do so, we present three method cases as examples of this contextually appropriate approach. Based on these cases, we also present a set of research principles for designing with vulnerable populations. We believe that, by using such methods, researchers can create a mutually beneficial relationship with participants as co-designers to create appropriate and valuable robot designs, while simultaneously maintaining an ethical and meaningful stance with the population they intend to serve.




2. Background


2.1. Teens and Stress


Adolescents are a unique and vulnerable population, negatively affected by stress and mental health issues [6,7,8,9]. Stress affects teens at school with 83 percent of teens reporting that school is a significant source of stress, and 34 percent predicting that the next school year will be even more stressful than the last [6]. Increased stress has been shown to negatively impact learning and memory [10]. Chronic stress is a known risk factor for numerous physical (cardiovascular, immune) and mental health (anxiety, depression) problems [11]. The fragility of the developing brain makes adolescents especially vulnerable to chronic stress compared to adults [9]. Currently, public schools are struggling to find ways to manage increasing stress experienced by students [12]. Many North American teens are immersed in technology from the time they were born and are most likely to have long-lasting relationships with robotic technologies in their future work, education, and home settings. Therefore, using technology to support improvements in teen mental health seems timely and potentially impactful.




2.2. Benefits of Social Robots


Socially assistive robots present potential benefits to current society, not to replace the roles of humans, but rather to assist humans by fulfilling unmet needs [13]. The use of social robots has been suggested as a tool to assist in both therapeutic and assessment aspects of mental health in order to address the current, unmet needs of a variety of populations [14] including vulnerable populations [15]. Several social robots have been developed to support emotional wellness in both children and adults. For example, Therabot [16] is an animated dog designed to support trauma survivors by helping them to manage feelings of being overwhelmed. Paro [17] is a plush stuffed seal specifically designed to reduce stress and stimulate interaction in seniors. Both robots have been shown to therapeutically affect emotional and physiologic responses in humans. In addition, simple robots such as Pleo (a stuffed dinosaur) [18] and Keepon (a small birdlike robot) [19] have been shown to have a therapeutic effect in children with autism [15]. Therefore, the design of a mental health robot specifically for teens has the potential for great benefit and is a timely expansion of social robot technology. Project EMAR (Ecological Momentary Assessment Robot) is our interdisciplinary, human-centered design project to develop a social robot that captures stress and mood data from teens, while providing a micro-intervention in a school setting. See Björling [20] for more detail.




2.3. Human–Robot Interaction Methods


Although a great deal of research has been conducted in the field of human–robot interaction (HRI) among children [15,21,22,23], adults [24,25] and seniors [26,27], very little is known about the relationship between teens and robots. Project EMAR is the design and development of a social robot specifically to gather stress and mood data from adolescents in the wild (within high schools) [20]. Within the increasing number of studies of human–robot interaction (HRI), there has been a great deal of focus on physical safety [28], teleoperation of robots [29,30,31], the quality of HRI [32], collaboration [33,34] and navigation [35,36,37]. More recently, in relation to social robots, there has been an increasing focus on empathy [38,39,40] and trust [41,42,43,44], important factors in developing a social robot. However, increasing our understanding of these important factors as they relate to HRI requires appropriate and contextually valid methods to inform research findings and robotic design.



Trust has been identified as an important component in HRI [45], and yet common HRI research methods often include participant deception. For example, many of the implementations of the Wizard of Oz (WoZ) method [46,47,48] often involve a hidden wizard who is controlling the robot for the purpose of the illusion of robot autonomy. Another common method of deception is the use of confederates [49,50,51]. Although the ethical applications of robots in society is an active discussion [52,53,54], the discussion of ethical methods for engaging participants in research, let alone a vulnerable population, has been minimally explored. Wundland et al. [55] raised the issue of deception in relation to HRI studies with children suggesting that disclosure of the WoZ scenario should be disclosed after the interaction. Given the importance of trust in a social robot, we argue that the methodological approach and research methods implemented, must maintain ecological validity and transparency to ensure valid data and maintain trust when working with vulnerable populations.




2.4. Studies in the Wild: Capturing Contextual Validity


Due to our intent to help teens in real world, school settings it is imperative that we gather contextually valid data from within these environments. Therefore, all of our studies are conducted in the wild—meaning in the natural setting in which these interactions will eventually occur. In the wild studies are greatly needed in HRI in order to better understand the contextual behaviors of HRI, as these studies allow for in situ observations [56] as well as more naturalistic interactions [57]. In addition, HRI studies in the wild provide important findings that are so often occluded in decontextualized lab interactions [58] and explorations of human to human interactions resulting from social robot deployment [59]. Finally, by conducting studies in the wild, our research maintains contextual validity, and thus represents ecological validity in our data, facilitating real world generalizations.




2.5. Human-Centered Design and Participatory Design


In this section, we provide an overview of the methodology informing this project. The overall methodology for this project is human-centered design (HCD), a process to developing technologies and information [60], and defined by ISO 9241-210:2010(E) as


“an approach to interactive systems development that aims to make systems usable and useful by focusing on the users, their needs and requirements, and by applying human factors/ergonomics, usability knowledge, and techniques. This approach enhances effectiveness and efficiency, improves human well-being, user satisfaction, accessibility and sustainability; and counteracts possible adverse effects of use on human health, safety and performance.”







Further, human-centered design is distinct from user-centered design [61,62] and has a philosophical commitment to upholding human dignity and human rights [63,64]. HCD using a participatory approach is an appropriate way to engage vulnerable or marginalized populations [61] and often methods need to be modified or adjusted to account for the needs of these populations [65].



While HCD is still rare in the design and development of robots, it is a successful methodology for working with teens [66,67,68]. A key component of HCD is that it engages people throughout the design process. However, how people are engaged in the design process can vary [62]. In this project, we used a participatory design (PD) approach because the people who are “destined to use the system play a critical role in designing it” (p.xi) [69]. PD is an appropriate approach for designing social robots with teens due to its political commitments and meaningful engagement of people in the design process. In PD, the goal is not to just understand people and their knowledge to build systems for them, but rather to design co-operative and collaborative design relationships that can empower users and make practical or political improvements in people lives [70]. According to Spinuzzi, methods used in participatory design are “always used to iteratively construct the emerging design, which itself simultaneously constitutes and elicits the research results as co-interpreted by the designer-researchers and the participants who will use the design” [70].



Other projects using PD to consider social robots emphasize its ability to imagine and develop a solution from the ground up by starting with a community or specific group’s needs and concerns rather than examining existing robots and gathering feedback [71]. Further, PD invites participants to reflect upon and communicate about “their lifeworlds through their design” [71,72]. Further, participatory design can facilitate, what DiSalvo et al. referred to as “critical engagements”, where people can reveal or question existing beliefs about technology, and “creative expressions of issues”, which are new and imaginative ways to think about a problem or solution [72].



In our design process, we invited teen participants to take part in all of our research activities where they provided ideas on how the robot should look, behave, interact, and move (see Figure 1). Teens even participated by designing their own prototypes and features. They also participated by taking the role of researcher, gathering data from their peers, writing study scripts, manipulating robots during sessions, and discussing their ideas and opinions. In doing so, we leveraged their unique creative abilities and centered their engagement in the process of everything we do. Successful design of a social robot specifically for teens requires not only an intentional and contextually appropriate design, but also appropriate and transparent methods by which to engage teens in the process.





3. Participatory Method Cases


The following method cases illustrate our use of participatory design in the wild. Within our methods, we carried out our research to ensure ethical, meaningful, and rigorous interactions. Methods were constructed with the contextual environment in mind, and thus allowed for flexibility to “iterate on the fly” when necessary in the field. Our methods were also focused on keeping teens central to the process. This does not just mean capturing data as teens engage as participants in the research, but also engaging teens as actors and operators in conducting the method itself. Whenever possible, researchers took the role of instigator and facilitator, but allowed teens to play all roles during interaction, as is illustrated below. Through the development and implementation of this research, a set of research principles emerged that now guide our work.



3.1. Methods Case 1: Design Sessions with Teens—Envisioning Robots


Unlike other robot projects that begin with working prototypes or existing robots, our approach (similar to [71]) was to start from the very beginning and ask teens to envision their idea of what a social robot to address teen stress would look like. Therefore, we engaged teens in a series of design sessions to envision robots through sketching, storyboarding, and scenario writing in the ideation stage.



3.1.1. Ideation and Iteration


To explore possible ideas for a robot design, we engaged participants in a drawing activity that acted as a modified form of the future workshop [73] from participatory design. The goal of the activity was to have students envision what a robot, which was designed specifically for their school, might look like. Participants were given a blank piece of paper and asked to draw an image of a robot. After drawing the image, participants were then asked to share their drawing with the rest of a group of teens and describe their robot. The drawings and articulated rationale for the design were then collected and analyzed to inform the robot EMAR’s design requirements, principles, and rationale. For example, almost all teens’ robot designs illustrated the robot as a helper, supporting students at school and in ways students felt were appropriate.



Beyond these early sessions, each subsequent interaction with groups of teens have included some form of ideation. After a prototype was developed, teens helped to ideate and iterate on a rendered robot face. In an effort to give teens control over the robot appearance, we developed an easy to use, web-based face editor, that allowed teens to customize a face given a particular context or role. See Figure 2A for an example. Later in the project, as we began to develop the functionality of EMAR, we engaged teens in ideation and iteration of the user-interface (UI) design to ensure teens felt the navigation and interaction was feasible.




3.1.2. Collaborative Storyboarding


To further understand appropriate behaviors of a social robot for teens, we asked pairs of teens to storyboard a scenario in which a robot is interacting with a student in their school. In user experience design, professionals use a variety of visual tools and techniques for storytelling [74] including sketching and using storyboards [75] and comics [76]. These techniques are ways to envision and communicate designs and ideas for a broader audience. After participants completed their drawings, they were asked to articulate to the larger group what the robot was doing and why. This exercise was designed to invite teens to consider the specific context and constraints of their own schools and how an imagined robot might exist in this specific environment. By making it a collaborative method, we increased engagement by adding a social component. In addition, the collaboration allowed for interesting discussion during design, and thereby rich qualitative data. For example, during storyboarding, teens often discussed the roles of their robots, the acceptable robot behaviors, as well as ways in which they felt the robots could be helpful to teens. Some teens even began the process of problem-solving real world barriers, such as how the robot could navigate crowded hallways and manage communication during group interactions. During storyboarding, all conversations among pairs were captured as data in addition to the storyboard data itself.




3.1.3. Outcomes


The methods for design sessions with teens maintain our participatory research principles of keeping teens central to the process, maintaining contextual validity in both content and environment, and by creating activities that are engaging and active for teens. The rich data that emerged during these activities are often qualitative in nature and extremely valuable to inform the design of the robot.





3.2. Methods Case 2: Social Robot Design Challenge


Within human-centered design, it is common to include people in design through research methods and evaluation of products [77]. In a participatory approach, end users are engaged meaningfully throughout the design process by having a metaphorical seat at the design table and working closely on the initial ideas and vision for a product or system. To engage teens as meaningful collaborators in the design process, we developed a novel approach for engaging them in a participatory way in the form of a Social Robot Design Challenge.



3.2.1. The Robot Competition, a Familiar Genre


Robot competition, where robotics teams work on a mechanical prototype and then present the prototypes in a competition designed to highlight their mechanical properties and functionality, are common in the United States at the university [78] and high school levels [79]. Participating in such a robotics challenge has a variety of benefits including increasing learning about robotics and positive attitudes toward robotics and engineering [80] as well as toward science in general [81]. Given these benefits and the familiar genre, we created a similar design challenge. Ours was unique because it focused on the use case of a social robot to help teens with stress. Engaging teens in the process of designing the robots informed the design requirements for Project EMAR. Further, because school is the place where teens spend a considerable amount of their time and is often a main source of stress, having teens working on design ideas while at school helped inform that their designs were ecologically sound, informed by their environment, and take into account the unique constraints of each school environment.




3.2.2. Participatory Design at Scale


A limitation of participatory design is that is it can be time intensive and often only involve a small group of people in the design process [60]. From previous research [82], we knew that each school environment and community is unique and therefore may have different requirements for a social robot. To strive for a variety of schools in our region, we recruited broadly and partnered with seven urban high schools spanning two cities. We recruited schools to gain a range of representation based on demographics, location, and interests. Each school hosted our research team for multiple visits where we mentored teens in the human-centered design process. Our protocol for working with teens was designed to be flexible to accommodate each school’s interests and availability. In some schools, we visited classes and worked directly with teachers and their students. In others, we engaged with teens after school with extra-curricular clubs.




3.2.3. Providing a Foundation of Human-Centered Design


Visits to each school were structured around the five stages of human-centered design: research, ideation, prototyping, testing and iteration. During each stage, we presented short explanatory videos about human-centered design [83] that had been specifically designed for teens [84] and a series of relevant exercises to scaffold the material. While the information in each lesson was similar, the content was geared and adapted for the individual group based on collaboration with teachers and advisers and the teens themselves.



In the research stage, teens were asked to gain a better understanding about teens and stress through a variety of activities in the human-centered design process. Different groups of teens chose to enact different research methods, including interviewing their peers, conducting surveys of their peers either on paper or online, or interviewing experts at their schools such as advisers or counselors. Some groups collected feedback from peers by posting a board where teens could contribute their ideas anonymously about what calmed them and what stressed them out.



During the ideation stage, teens brought back ideas from the research and in conversation with their own personal reflections on stress, brainstormed different ideas for what a social robot would do, what features it would have, what some of the constraints are related to robots in their particular school. To capture their ideas, they created sketches, storyboards, and scenarios. See Figure 3.



In the prototyping stage, teens spent time creating physical prototypes from a variety of materials including cardboard, soft materials, hardware, paper, and so on. In this phase, teens worked to approximate both the design and the functionality of their robot ideas. They discussed interfaces, how the robot would received information and communicate. They approximated mobility through the use of wheels, created mock ups of interfaces including using white boards for screens.



During testing, teens invited their peers to interact with their robots. To explore the robot functionality, the teens controlled their robotic prototypes by using Wizard of Oz methods [46,47,48], and informal usability testing [85,86], and also solicited feedback and opinions form their peers through group discussion. As a result, the groups of teens iterated on their designs based on the feedback from peers, at times modifying ideas and others adding new features.




3.2.4. Showcasing the Teen’s Prototypes


As a culminating event for the social robot design challenge, we invited the schools who had created robots to attend a Social Robot Design Challenge Showcase, which was hosted on our university’s campus and was open to the public. Six of the seven participating schools attended and each team presented their robot designs to a team of experts in social robotics, including researchers from academia and industry. Each team presented their design that included a description of the features of their robots and a rationale for why they designed the robot the way they did (Figure 4). They also prepared and screened a presentation video that documented their design and rationale. Each team answered questions from the expert judges, other teens, and the general public.




3.2.5. Outcomes


The goal of The Social Robot Design Challenge was to invite teens to be the designers and co-creators of social robots. This method case had positive outcomes for both the participants and our research project. The schools, teens, and teachers who participated in the challenge mentioned that, overall, it had been a positive learning experience for the students who participated. Each school voiced interest in being engaged in future challenges. For our research team, the designs that the teens created and their rationale for their design decisions continue to be a significant source of information for our project informing key features of Project EMAR. For example, a theme that crossed all the robots designed by teens was the concept of reciprocity, meaning that teens expected the robot to provide support, comfort, or distraction during an interaction. The prototypes created by teens provided insight into how they anticipate the robot to look, act, and even feel.



The success of the Social Robot Design Challenge and the richness of the data collected can be attributed to several of our decisions in how to implement the method. First, creating actual designs placed the teens in the role of key contributors and designers. While we as researchers provided support to teens to teach them about human-centered designs, they ultimately decided what features to incorporate, how the robots should look and act, and how to make iterations and changes based on feedback from their peers. Respecting teens’ perspectives and honoring their expertise about their lives ensures the designs are an authentic interpretation of teens’ needs, rather than assumptions from adult designers. Second, conducting this research within the school environment, rather than in a lab or at our University, provided contextual validity in which teens took into account the constraints and the experience around them, rather for designing in the abstract. Third, conducting this research across seven different school settings, required us to bring a flexible approach to the design challenge. We gave teens similar tools, experiences, and instruction, but encouraged each school and group of teens to participate in a way that would encourage their unique perspectives and contexts to inform the design experience. In this way, we were able to provide similar materials to each school, but in a way that was flexible and adaptable to enable each team to follow their own path and develop a design that was suitable for their community.





3.3. Methods Case 3: Wizards, Witnesses and Collaborators


Beliefs and speculation about robots do not always inform behavior. In addition, studies utilizing simple images or videos of robots capture the significant effect of robot embodied presence that occurs when interacting with a physically present robot [87,88,89]. Therefore, interaction studies, with physically embodied, and present robots, are ideal to capture valid teen-robot interactions. In our interaction studies, we also utilize the social nature of teens in order to increase engagement. The use of theatrical role play as a participatory method has been shown successful even with vulnerable teens [90,91]. Therefore, to make a teen–robot interaction study more realistic, we crafted a role play scenario [92] in which teens would tell their story of stress to the robot.




3.4. Script Writing


Wanting to keep our role-play scenario realistic, but reduce the pressure on teens to perform or share personal data in front of their peers, we gave them the option to read a stress story script, which we crafted based upon qualitative data from teens about their stressors. However, the first time we presented this script, a few teens immediately commented in writing on the script that they found this script was “insulting” and “fake.” Although based in teen data, our script did not meet the teens’ need for an authentic story during role play and interaction. This sparked the idea to have teens craft the scripts themselves in order to create an more authentic interaction with the robot. We asked teens in groups of two, to craft a story of stress that they or a friend had experienced. We invited them to to write the story as they would to share with someone else. The teens (n = 39) crafted their stories and we chose three diverse options (one about a physical injury, one about applying to colleges, and one about a problem with a teacher) to use in future interaction studies. Given that trust is an important principle in participatory research, we responded immediately to iterate upon our original scripts, to ensure teens felt the interaction was more authentic and true to their experience.



3.4.1. Teleoperation of Robotic Devices


Teleoperation is commonly done by researchers during HRI [93,94,95]. The deception of participants is also common [46,47,48], in the Wizard of Oz technique (e.g. [46]) which involves controlling a robotic device from behind a screen or barrier to create the illusion of autonomous robot functions and capabilities. When working with teens, authenticity is important and a key component to trust, therefore we did not use deception in any capacity. Instead, we exposed all of the workings of our robot prototypes to teens as part of our introduction to the project. This educational outreach ideally builds robotics literacy while inviting trust and transparency with our participants. After understanding the devices and how they are operated, we then engaged in the teens in our HRI studies, often including the operation of the robot.



For example, in order to better understand the importance of movement and voice in teen–robot interactions, we conducted a study of two distinct robot prototypes. One was Blossom, a soft bodied, flexible robot with a crocheted outer shell [96] (Figure 5, left). Blossom was teleoperated using a smartphone as a gyroscope by a teen. The second prototype was Teen-Health-Bot [pseudonym] Version 4, a soft, but boxy robot with a rendered face on a tablet and a belly tablet displaying text (Figure 5, right). V4 also uses a robotic voice to communicate. Teens operated each devices in response to a prompt to express empathy toward a teen sharing a stressful experience. Using the stress story scripts written previously by teens, one teen read the script, while the operator (using only movement, or typing a verbal response) responded. In addition to the script reader and the teleoperator, two other teens acted as witnesses to the interaction. All teens then responded to a brief survey about how they rated the robot’s response to the teen and how they felt operating the robotic device.



In addition to the script reader and the teleoperator, the teen witnesses in the process are important in two ways. First, they add the social context that will inevitably be part of the environment in which the robot will eventually live. Teens will be interacting with the robot while other teens are nearby, in a public space such as a hallway, or lunchroom. Thus, piloting this more social interaction early on in the robot design is important. Second, as witnesses, the teens can observe the full interaction, not being caught up in the script reading activity or the teleoperation, and therefore can focus on the interaction itself and provide valuable, observational input. In addition to the survey information, after engaging in the activity, teens also debriefed in a group interview about how they felt about the robot and this type of interaction. This qualitative, contextual data, post-interaction has provided valuable input informing our design of EMAR, but also insights into how teens feel about robot interaction.




3.4.2. Teleoperation and Collaboration in Virtual Reality


Exploring robot interactions in the wild can be cumbersome and costly. In addition, exploring design embodiment and a wide range of interaction behaviors is greatly limited by real world materials and expense. Therefore, we found that, as a platform, virtual reality (VR) provides a solution to rapid, collaborative prototyping not only for robot form factors and behaviors, but to pilot human–robot interactions as well, all while maintaining contextual validity through an immersive “school” environment. VR also provides a unique opportunity to immerse teens into what feel like contextually appropriate settings for teen–robot interactions (classroom, lunchroom, and hallways), thereby avoiding the pitfalls of a lab setting studies. In addition, by designing a virtual reality platform to elicit collaboration and conversation, our pilot HRI studies in VR allow for easy and natural conversation, and, thus, data collection.



Our exploration of VR began during discussions of appropriate robot size and behavior related to teen preference and in terms of durability for a public high school setting. VR allowed us to begin exploring size and behavior prototypes, prior to costly building in the physical world. However, as we began to design a collaborative VR game for teens, we quickly recognized the huge potential for VR to provide: (1) rich research data through conversation; (2) unconstrained co-design sessions; and (3) unique opportunities for teens to explore HRI.



In user research, often the think-aloud protocol [97] is a technique to understand a the experience of a user as they go about a task. We wanted to understand choice and decision-making as teens selected and assembled robots, knowing that talking aloud is not comfortable for teens (from previous field work). Therefore, we created a collaborative game that required talking between teens in order to succeed. To do this, we developed an asymmetric VR game design [98], meaning one player is outside of VR, operating a computer with a headset and microphone, allowing them to connect to the other player who is inside immersive VR. Together, the teens collaborated (each had different abilities) to agree upon and assemble a robot together. Once assembled, the teens were invited to engage in an interaction with the newly developed robot. The outside player could teleoperate the robot while interacting with the in-VR teen, providing rich interaction data. Like all of our interaction studies, We conducted these VR robot interaction sessions at school by setting up VR equipment in libraries and classrooms. Teens engaged easily and eagerly with the VR platform and reported that they found both the internal and external roles fun. Most importantly, we were able to capture valuable data, through gameplay recordings about how teens collaborate as well as insights into the teens’ perceptions of robot roles and behaviors. See Figure 6 for examples of the teen’s sketches and gameplay.




3.4.3. Outcomes


From the use of methods designed to engage teens as actors, including teleoperators, in human–robot interaction, we maintained our participatory research principle of engagement, keeping teens central to the process. By designing the VR environment in a school setting and by conducting the VR interaction at a school, allowed us to maintain the contextual validity in both content and environment. The rich data that emerged during these activities are often qualitative in nature, but extremely valuable to inform the design of the robot EMAR, not to mention to better understand the needs and beliefs of our population of teens.






4. Discussion


Utilizing participatory methods in the wild to engage teens in the co-design of a social robot has been both productive for the project and imperative for creating meaningful long term relationships with our teen participants. By conducting studies in the wild, we captured interaction data that were contextually appropriate and valid to further inform the design of the the robot EMAR. In addition, by being fully transparent in our methods, we worked to maintain trust and engagement with our vulnerable and often skeptical users—teens. By engaging in these methods over time, we established trust with our participants and their communities. Based on the three methods cases described in the previous section, we reflected on our approach to develop a set of research principles that guide our efforts to engage vulnerable populations in the participatory design of social robots. While these principles specifically guided our approach, we believe they may be applicable to other design projects and research domains.



4.1. Participatory Research Principles


The following participatory research principles were developed based on reflection of our past three years of working with teens. These principles are evident in the three methods cases presented and continue to guide our work with teens.

	
Contextual Validity: All research and design is conducted in the wild where the eventual robot will reside.



	
Participant-Centered: All of our methods allow for teens to be the experts in their own lives, and the voices to articulate their own needs. The research teams preferences, or personal experience, never overrides the data we gather from teens.



	
Collaboration: Engaging teens in collaborative tasks by working in pairs or groups leads to rich and powerful data, while supporting their desire to be social. Whenever possible, we invite teens to work in pairs or groups rather than individually.



	
Engaging and Active: All of our methods are engaging and allow for teens to be active participants. Teens are the actors as well as participants in the research, and, when possible, they are the only actors engaging in the process.



	
Researcher Flexibility: Given that research takes place in the wild, methods must be flexible to accommodate the many unexpected variables and situations that occur in the school environment.



	
Trust and Transparency: Each research or design activity is constructed in such a way that researchers are fully transparent about the agenda, research questions, and goals. Deception is never used in design or research activities. The use of confederates (actors posing as participants) or typical Wizard of Oz methods (the illusion of an autonomous robot that is actually being operated in real time) are never used with teens.









4.2. Designing for Trust


As mentioned in the Introduction, many of the common research methods in human-robot interaction include deception. However, working with a vulnerable population requires trust and authenticity in order to maintain community relationships. Therefore, deception could be destructive in participatory research. Fortunately, the methodology behind participatory research encompasses the necessity of trust [99,100]. Although there are important ethical discussions regarding the use of deception in social robotics research [101] even in studies of children [55], it is necessary to move from discussion to application. For this reason, we believe utilizing a participatory approach, along with specific research principles guided by creating trust, is essential to not only ethical engagement, but also rich, contextual data from participants.





5. Challenges and Limitations


While the methods employed in this project have helped our team develop and articulate these guiding principles that are providing benefits for the project and our research participants, these methods and associated principles have challenges and limitation associated with them. First, as is often true in participatory research, the process of creating relationships with stakeholders and users can be time consuming. Second, conducting studies in the wild provides huge benefits for contextual validity, but also allows for an unlimited number of uncontrollable situations. Maintaining flexibility within design can be helpful, but even then there is still potential for studies to fail in the wild. Finally, although often much appreciated, communicating and disseminating new, participatory iterations of commonly used methods to an engineering community can be difficult and time intensive.




6. Conclusions


As interest in human–robot interactions increases, paying attention to how and why researchers are choosing methods is integral to determining the validity of that data. The choice of methods informs the rigor of the process, but the application of these methods must include meaningful and ethical engagement for participants. Thoughtful attention to methods is especially crucial for work with teens who are a unique and vulnerable population.



Developing and articulating these participatory research principles benefits our research project and also our participants. The principles have emerged over three years of research and now guide our decisions and directions in ongoing efforts. Having the principles clearly articulated helps communicate to new research team members and our stakeholders how and why we conduct our participatory research in the way that we do. It also acts as a guideline for developing new research activities or engaging new partners. Further, having a clear set of guidelines helps our team articulate our approach and its rationale to participants to more fully engage them in the reasons and purpose of our research.



These guidelines provide our team with confidence that we are engaging teens in a thoughtful, ethical, and appropriate way. The approaches help gather data that are useful, meaningful and valid given the contextual validity inherent in these participatory methods. Given the vastness of potential human–robot interaction studies, we advocate that participatory methods be used, especially with vulnerable populations. In addition, we recommend that research teams may benefit from the development of their own set of participatory research principles that maintain consistency within their research and provide an ethical and transparent rationale for the research.
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Figure 1. Adolescents engaging with various EMAR prototypes in the wild. 
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Figure 2. (A) EMAR version 4 with customizable face capability; and (B) teen-robot interaction storyboard. 
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Figure 3. Examples of the stress board (A); sketching (B); and prototyping (C) from the design challenge. 
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Figure 4. Two teens share their robot prototypes at the showcase. 
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Figure 5. Teens interacting with: the soft-bodied robot Blossom (left); and Project EMAR Version 4 (right). 
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Figure 6. Stages of the virtual reality project: (A) sketching; (B) storyboarding; and (C) asymmetric gameplay. 
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Below, please draw a scenarie of a student interacting with a a robet in your school and write a caption for each scene that you draw.
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