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Abstract

:

Robots have been proposed as intelligent technology that can support the independent living and health of older adults. While significant advances are being made regarding hardware and intelligent software to support autonomous actions of robots, less emphasis has been put on designing robot behavior that is comprehensible and pleasant for older adults. However, good usability and user experience are crucial factors for acceptance and long-term use. One way to actively engage older adults in behavioral design for social robots is participatory design. The Modality Card Deck is proposed, a tool that helps to engage older adults in human-robot interaction design process and participate in design decision for robot behavior. The cards guide the users towards creating ideas for design solutions which are detailed enough to be implemented by interaction designers and software developers. This paper provides a detailed description of the Modality Card Deck and presents an evaluation of the tool in the scope of a case study. In the case study, the card deck was used in participatory design workshops with older adults to develop multi-modal robot behaviors for the Pepper robot and a quiz game application. After describing the procedure of the case study, the workshop results and learnings about working with the Modality Card Deck and older adults are presented.
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1. Introduction


There is an increased interest in applying intelligent robotic systems not only to industrial contexts, but bringing them to spaces such as homes [1], schools [2], or nursing homes [3]. In particular, they are discussed as a solution to support and assist older adults in their daily lives. To this end, technical software and hardware solutions are developed and constantly optimized to enable robots to record and gather context and user information, as well as navigate, move, and interact autonomously. Recent advantages in Artificial Intelligence (AI) can further advance these developments and help us to create robots that are capable of making their own decisions and tailor their actions to the individual user and situational context.



However, to be successfully employed in use cases evolving around elder care, a robot does not only have to be equipped with the technical features described above, but also act as a social interaction partner for the user. The term social robot has been introduced to describe robots that engage in everyday interactions with us. Robots are considered social if they communicate social affordances [4] and if the communication is perceived as intuitive by the users [5]. This can be achieved by using different communication modalities such as body posture, facial expression, speech, and gaze [5]. These communication modalities or components of the robot behavior can be regarded as the user interface of human-robot interaction—the visible output of the intelligent system that takes care of reasoning and steering the robot’s actions. Comparable to other user interfaces, it is hence important to carefully think about how to design the behavior of the robot and how to make use of the different communication modalities to ensure an effective (i.e. high usability and positive user experience) interaction between humans and social robots.



Commercially available robots often come with preprogrammed behavior. However, this behavior does not necessarily meet the expectations and preferences of certain user groups, not to mention the needs of the individual user. It has been argued that the acceptance of and willingness to use a robot is closely connected to how well it addresses the user’s characteristics, needs, and preferences [6,7]—an approach that has also been summarized under the term of personalized human-robot interaction (HRI) [8].



A promising approach towards such personalized experiences with technology is participatory design (PD) which actively involves (future) users in the design process [9]. PD assumes that users are “experts by experience” or “experts of their lifeworld” [10] and can thus provide valuable input for expert designers, developers, or researchers [11]. With this mindset, PD not only emphasizes the partnership of users and design experts in the design process, but also demonstrates a clear focus on experience-centered and positive design, as opposed to problem and deficit-centered design. PD has been successfully used with older adults to inform the design of interactive technologies, especially in the context of ambient assistant living and elder home care. In this paper, the terms PD and Co-Design are used interchangeably.



In HRI, the responsibility for specifying appropriate robot behavior is mostly taken on by designers. While some efforts have been made to employ co-creation methods in HRI design, they focus on the appearance and character of the robot, rather than the interaction with the user. Interaction-related results are usually of rather inspirational nature and it is not very often that PD activities lead to design solutions that are concrete enough to be implemented by interaction designers or developers right away. HRI-related PD activities that explicitly involve older adults as co-designers are scarce.



The present research makes a contribution to PD with older adults in HRI, focusing on the following question: How can we enable older adults to participate in the design of multi-modal behaviors for social robots? We introduce the Modality Card Deck, a workshop tool that enriches PD approaches in HRI. The workshop tool is designed as a haptic card deck that guides novices in the domain of HRI design through the design process towards very specific design solutions which are detailed enough to be implemented by interaction designers and software developers. The Modality Card Deck thus aims to support user-driven design of a robotic user interface without requiring the users to have a detailed understanding about the intelligent technology behind it. The present paper describes the Modality Card Deck and its application. It also presents a case study that was conducted with older adults to evaluate the usefulness and usability of the tool as well as the quality of the design solutions developed with the tool in terms of specificity and technical feasibility.




2. Related Work


2.1. Co-Designing with Older Adults


In human-technology interaction (HTI) design, it is common practice to frequently engage older adults in design processes for products that specifically target this user group. The user involvement is, however, not always realized as direct involvement of the target group: Sometimes secondary user groups like caregivers or relatives are involved instead of the primary user group of older adults [11]. It has also been argued that older adults are only involved to legitimize design choices [12]. With regard to intelligent technologies, co-design activities mostly evolve around the field of ambient assisted living (AAL), for use cases such as fall detection, communication with care givers, or the management of medication [11]. End user involvement usually takes place in one of the following development stages [11,13]:




	
Ideation: PD activities are employed with the objective to generate ideas for new products or find new use cases for existing products. This is, however, more often can be realized through traditional user research methods such as interviews or focus groups, rather than active co-creation;



	
Device (re-) design and prototyping: In this phase the engagement of users in the actual design task is most prominent. Co-creation is mostly carried out in workshop formats, although related tasks can, by principle, also be worked on by single users and in the context of use (compare my previous work [14]). The process can be facilitated by using mock-ups and scenarios [15,16,17];



	
Product testing: Co-creation can be a means to let users evaluate design solutions and the term is sometimes used in this connection, but mostly to describe user testing activities in laboratory environments.








Some people might assume that the specific target group of older adults might need specific tools and methods to be engaged in co-design. However, this is not necessarily the case, as described by e.g., Zenella and colleagues [18]: They mention focus groups, user testing with mock-ups, multi-modal prototypes, and questionnaires as suitable means for letting older users participate in design activities—all common methods known from user-centered design that do not need to be adjusted for this specific target group (provided that participants do not have significant motor or cognitive impairments [18]). It should, however, be taken into consideration that older adults might be part of a group of participants who are not very familiar with PD methodology and/or with state-of-the-art technology. To prepare for this case, it might be advisable to make sure to instruct such novices to the design process and technology in a way that is easy to follow. Similarly, members of the design team who are inexperienced with PD might benefit from methods that provide guidance on how to accompany and facilitate design activities of older adults [13].




2.2. Participatory Design for HRI


While the field of HTI has long embraced PD as a valuable approach for designing interactive applications [19], PD is not yet a well-established and commonly-used method in HRI design. However, PD activities are now and then used, mainly to generate user requirements or general insights, either to gather design inspiration for a specific robot or to derive ideas for new types of robot and their application areas.



Leong and Johnston [20] conducted co-design workshops with eight older adults to assess their opinions and ideas about a robot dog. From the workshops they deduced user requirements, insights about the behavior of the human interaction partner towards the robot dog as well as general design guidelines. Other researchers focused more on the sociability implied by HRI design. Lee and colleagues [21] investigated the value of participatory methods for the design of social robots in social contexts. In a series of user research interventions including interviews and PD workshops, they collected user requirements, evaluations of existing social robots, and design ideas for new robots. Azenkot, Feng, and Cakmat [22] explored how service robots need to be designed to serve as guides for blind people. They organized co-creation sessions with visually impaired users and designers, during which they created storyboards to document relevant interaction situations. With the help of a human guide, the participants also defined and evaluated the desired behavior for a robot in specific context situations in Wizard-of-Oz set-up (e.g., movement speed, feedback). The goal of the study was to identify meaningful use cases for the robot guide. Ostrowski et al. [23] propose a PD approach that combines qualitative and quantitative methods to engage older adults in the design of social robots and their fuctionalites. They placed the robot Jibo in an assisted-living community for three weeks, where 19 participants interacted with it on a daily basis. The researchers recorded and analyzed these interactions and also employed a card-based design kit [24] to gather participants’ feedback about their preference regarding social fuctions of the robot such as facilitating remote communication or providing reminders.



As the interaction design of a robot heavily relies on its hardware, it is not surprising that PD is also employed to include users in the design of robot appearance and functionality. To this end, different prototyping methods can be used—ranging from low fidelity paper-and-pan prototypes to more advanced prototyping tools. In this connection, users are often asked to create their ideal robot, as e.g., proposed by Caleb-Solly et al. [25]. The researchers engaged users in embodiment and scenario workshops where they should design and elaborate on their ideal robot. With the workshops they wanted to discover desired functionalities as well as aspects that influence acceptance of social robots in the home environment. Frederiks et al. [5] take a slightly different approach to the same question and present the Do-It-Yourself platform, Opsoro, which was developed to enable non-experts to build and customize social robot characters. The platform was successfully used in a series of PD workshops. The focus lies on crafting the physical appearance of the robot (e.g., with cardboard) and programming its actuators, but not on reflecting on and specifying how the robot communicates with the user. Eftring and Frennert [26] combined co-creation activities with qualitative user research methods and prototyping activities for the design of social assistant robot for older adults, with the goal to strengthen the mutual learning between designers and (future) users. With this mixed method approach they gathered user requirements regarding the robot’s form factors, appearance, and functionality. The designers documented the design ideas of the five participants with sketches and scenarios. Participants were also enabled to contribute to the technical design of the robot by letting them experiment with and reflect on different types of sensors. Thus, they provided valuable insights about which type of sensor data could be interesting for HRI. Similarly, Björling and Rose [27] developed a set of PD methods focused on prototyping activities, based on their studies about robots for stress reduction in teenagers. They let the teens describes their dream robot through sketching, storyboarding, and scenario writing, prototyped it and iteratively improved it through user feedback. They also introduced a robot design challenge where participants created prototypes of robots using cardboard and other handicraft materials. As a third method, they tested interaction scenarios with role-play and virtual reality prototypes.



Another angle to behavior co-creation has been introduced through methods like motion capture, puppeteering, and learning from demonstration. The resulting behavioral expressions can, however, only be implemented on humanoid robots, and not animoid or abstract ones. Louie and Nejat [28], for example, developed a program for caregivers to create their own behaviors for a social robot that played a Bingo game with older adults. These approaches offer an easy way for designing and programming novices to create robot applications. However, the require a lot of work up front to build the required software and are thus not well suited to create early, low-fidelity prototypes. More importantly, they only work with humanoid robots and cannot be applied to other robot appearances (e.g., animoid or abstract robots).



Despite positive experiences with PD in the HRI community, the full potential of this design approach is not yet leveraged. PD activities are not standardized and often considered time-consuming [5]. While the design of the robot appearance receives much attention, the behavior of the robot and interaction with the user is often dealt with implicitly or on the side, or focused solely on humanoid robots.



Thus, there is a need to extend current PD approaches in HRI with methods and tools that provide guidance for users and designers alike to support user involvement in design decisions for interaction and behavior design for different types of robots.




2.3. Behavioral Expressions for Social Robots


When developing a new tool for co-creating robot behavior, it is necessary to take a closer look at what behavioral design for social robots entails. A robot typically consists of a software system and a physical body. Robots thus fall into the category of embodied technology, which poses new challenges for interaction design. Consensus has been reached among HRI researchers that the preferred communication modality for user input is speech. Defining the right output modality for the robot is, however, more complex. A robot could, per design, be able to communicate verbally, but it could also make use of its body for non-verbal communication. The observation of human social interaction suggests that it is the combination of verbal and non-verbal behavior that makes communication effective [29]. It has also been argued that when non-verbal and verbal communications are in conflict, people tend to rely on non-verbal cues for their interpretations [30]. In addition, it is well known that non-verbal communication is not solemnly related to dynamic body expressions, but that even a static body posture is interpreted as serving a certain communication goal by sending a certain message [31]. When designing robots, it is therefore crucial to make well thought-out decisions regarding their verbal as well as non-verbal behaviors. To do so, a number of modalities can be considered. These modalities can either be similar to mechanisms of human social communication (human-like communication modalities) or defined by additional actuators of the robot (machine-like communication modalities). Breazeal [32] mentions the following human-like modalities that play a role in behavioral design for social robots:




	
Whole body motion,



	
Proxemics,



	
Facial expressions,



	
Gaze behavior,



	
Head orientation and shared attention,



	
Touch,



	
(Para-)linguistic cues, and



	
Verbal output.








These human-like means of communication can be replenished with machine-like modalities as described for example by Embgen [33]:




	
Sound,



	
Color,



	
Light, and



	
Shape.








A new tool for PD in HRI that focusses on behavior and interaction design should consider this design space and provide support for the users and design team to embrace its complexity.




2.4. Card-Based Design Tools


There are many tools and methods that can be used to support PD activities. Cards are a very common tool for design workshops to enrich design activities in a tangible and engaging way. They are often used in PD to actively engage users in the design process, as they make the design process visible [34] and help to explain complex concepts to novices in a specific domain [35]. Due to their playful nature, working with cards appears to be less intimidating than the task of designing an interactive system [35]. At the same time, cards help to make ideas explicit and to develop theoretical ideas into concrete, practical design guidelines [36]. Thus, they can act as a communication tool between users and designers [37].



In design research, cards often act as inspirational sources to stimulate new ideas, e.g., in ideation sessions [35]. In addition, card decks can also be employed to guide the design process. This is usually done by providing step-by-step instructions on how to use the card deck [34]. Instructions can, for example, define a workflow and workspace for the cards (e.g., [38]). A predefined workflow can also be supported by introducing different categories of cards (e.g., [39]). By withholding certain cards and showing them later in the process, the complexity of the task is reduced and it is ensured that the users are not overwhelmed.



Studies show that cards are a suitable tool to conduct PD activities with older adults in the field of HRI [23,24]. Singh [24] developed a card-based design kit that help users to describe and provide feedback on different aspects of voice-based agents. To this end, four types of cards a proposed: Actions cards that describe functionalities of the robot, personality cards that enable assessment of one’s own and the agent’s personality, theme cards that stimulate reflection on a high level (e.g., about the impact of the robot on your life), and design cards that guide the specification of different aspects of the robot and the interaction experience (form, materiality, inputs, outputs, location, connections via internet of things, personality and gender, ethics, and a final rating). The cards have been developed in the context of a number of user studies and demonstrated to be helpful for various age groups. Due to their initial focus on voice-based agents, they are not well suited to specify non-verbal behavioral expressions for social robots.





3. What Is the Modality Card Deck and How Is It Used?


The Modality Card Deck is a workshop and co-creation tool that supports people in creating multi-modal behavioral expressions for robots. It builds upon previous insights about PD with the specific user group of older adults and in the specific domain of HRI (as outlined above). Previous research showed that PD can yield valuable insights for HRI design. However, the PD activities described above mostly aim to uncover general user requirements, identify use cases, specify the robot’s appearance, or deduce universal design guidelines for HRI. The Modality Card Deck extends this body of research by providing a tool for generating and documenting concrete design decision of how a robot should communicate with the user, in order for the communication to be experienced as comprehensible and pleasant. The methodology of the Modality Card Deck puts a clear emphasis on enabling older adults to produce concrete multi-modal robot expressions, detailed enough to be implemented by interaction designers and software developers. To this end, a card deck is proposed, one that is both inspirational as well as structured to provide a step-by-step instruction for users. It guides novice users through the process of understanding their design options, choosing and combining their preferred communication modalities, and documenting them in a complete and precise way.



The Modality Card Deck consists of 40 cards and features 10 categories, one for each communication modality (Figure 1). These modalities were based on the literature on multi-modal robot behavior described above. Each modality is represented by an expressive icon and color-coded to insure that they are distinguishable.



The cards guide the users through the design process in three steps (as described below). To do so, the card deck contains four different cards for each modality. Figure 2 illustrates the three steps and related cards.



Step 1: Select your preferred communication modalities. For this step each modality category has a so-called decision card (marked <D>). This card states the name of the modality and the icon on the front and provides a short description of the modality on the back. The users place all decision cards on the table to get an overview of the communication modalities that are available to design the robot behavior. They can then select the modalities they find appropriate for the robot expression they want to design. The chosen modalities remain on the table, while the other cards are put aside. A specific type of decision cards are twin cards. Twin cards are connected by a colored circle (see cards for “Static Posture” and “Dynamic Expression” in Figure 2) and represent communication modalities that are mutually exclusive. This means that these two modalities cannot be used in the same behavioral expression. A robot can, for example, not maintain a static posture while at the same time move its joints.



Step 2: Understand the design challenge. For each of the selected modalities, the users pick the corresponding investigation card (marked <?>). This card contains one or two questions that specify the design challenge that needs to be addressed when including the modality behavioral expression of a robot. It guides the users’ attention to specific aspects that need to be taken into account when designing with this communication modality. As an example, the guiding questions for the modality category “Static Posture” are: “Which joints are involved? How are the joints positioned for the posture?”. For “Sound” it first needs to be defined: “What type of sound is used? (Single tone, chord, sequence of tones, melody, mechanical sound)”.



Step 3: Specify the communication modality. In this step, the users add the two remaining cards for each modality: The parameter card and the idea card (both marked <!>). The parameter card contains a list of parameters that need to be specified in order to realize the behavioral expression on a robot. The idea card is an empty card on which the users can note down the parameter specifications. Parameter cards and idea cards are used together in one step, so that the users can go over each parameter one-by-one and directly note down their ideas on how to address the parameter. For example, to specify the “Static Posture” of the robot the “parameter card” instructs the users to consider two parameters for each joint: Rotation and pitch. To define the “Sound” the users are asked to consider volume, pitch, pleasantness of the composition, annoyance/noiseness, and rhythm.



The Modality Cards can be used in various types of workshops to engage (future) users in PD activities regarding HRI and robot behavior design.




4. Case Study: Designing a Quizmaster Robot For and with Older Adults


The Modality Card Deck was used and evaluated as part of the NIKA project (user-centered interaction design for context sensitive, acceptable robots; German: Nutzerzentrierte Interaktionsgestaltung für Kontext-sensitive, akzeptable Roboter). The project examines how robots can support older adults’ health, well-being, and independent living with a focus on the usability and user experience of the interactive robot behavior. To this end, different applications have been ideated that are suitable to promote older adults’ health in a playful and engaging way. The Modality Card Desk was used to actively involve older adults in the design process of a robot-based quiz game. Quiz games are frequently proposed as entertainment applications for older adults, and also contribute to the users’ well-being and health, serving as a regular brain training activity. The quiz game was developed based on the human-centered design process and inspired by user research activities [40]. In the project team, we developed the course and intelligent software for the game and were then faced with the challenge of designing the behavior shown by the robot in the different phases of the game (Figure 3). For this design stage, we decided to involve older adults directly in the design process, in order to generate behavioral expressions that matched their needs and expectations. The goal was to support them in creating behavioral expressions by themselves, instead of assessing their requirements and developing the behavioral expressions in the design team. Thus, our future users got the chance to influence and shape the way the robot would communicate with them during the quiz game, especially in those phases that are related to user engagement and motivation.



4.1. Use Case


In the quiz game the robot acts as a quiz master who challenges the player with questions. Figure 3 summarizes the most important interaction steps in the course of the game. The player has to select the correct answer to the question out of three potential answers and receive feedback from the quiz master. The goal of the quiz game is to activate and entertain older adults by engaging them in brain training activities. In this set-up, the robot can take different roles to motivate the user to regularly play the game: It could, for example, take the role of a coach who persistently encourages the user in an empathic way. It could also act as an opponent that continuously pushes the user to a better performance by challenging their knowledge [41]. Which role the robot takes is expressed through its behavior and the different communication modalities. Part of the goal of the case study was to discover which roles the robot should take, in order to motivate the player of the quiz game. To this end, participants designed their own preferred behavior for the robot, which—implicitly—also yield information about the role participants would assign to the robot quizmaster. This role could potentially be a coach, opponent, or a completely different character.




4.2. Participants and Workshop Procedure


Three Co-Creation Workshops were conducted with a total of 13 participants. The participants were between 60 and 81 years old (Mean age = 68.07, SD = 4.78) and all retired.



The Modality Card Deck was employed as a tool to enable the workshop participants to create their own concrete multi-modal behaviors for the robot. While the methodology of the Modality Card Desk and the Co-Creation Workshop can be used independently of the robot appearance, we chose to let participants develop behaviors for one specific robot: The Pepper robot by Softbanks Robotics ([42]; Figure 4). For novices in the field of HRI design, it is easier to create design solutions for a specific robot with predefined communication modalities.



The workshop consisted of three parts: Warm-Up, Use Case Exploration, and Robot Behavior Co-Creation which concluded with a feedback round regarding the co-creation methodology and the Modality Card Deck. The task in the three parts were constructed in a way that participants always documented their thoughts and ideas using the templates and material that were specifically designed for this purpose. The discussions and explanations during the workshops were documented by the workshop facilitator by taking notes and photos. In this paper, the focus lies on the last part, which will be described in detail. The first two parts are based on established PD tasks (compare Section 2) and only described in a superficial way. Each of the parts was scheduled for one hour, so that the workshop lasted three hours in total.



Participants were welcomed and signed the informed consent form. They were then introduced to the topic and goal of the workshop. The goal of the Warm-Up phase was to make participants familiar with the topic of playing a quiz game and create a pleasant atmosphere as well as creative mindset for the rest of the workshop. To do so, participants were first asked to act out a gesture that expresses how they experience playing games. They were then introduced to the method of Lego® Serious Play® which facilitates the expression of thoughts and ideas through metaphorical modeling with Lego® bricks. Participants were instructed to build and then presents a model of a memorable positive experience they once had while playing. As a third task, participants visualized and characterized their own dream robot for playing games using either Lego® bricks, play-doh®, or drawings.



In the Use Case Exploration part, participants were made familiar with the course of the quiz game (as depicted in Figure 3). Using Emotion Cards [43] they were asked to reflect upon their feelings when playing the quiz game with a computer as compared to a robot and in different social contexts (in the company of a close, well-known, or unknown person). This exercise encouraged participants to not only reflect on their own emotions in the use cases, but also on how the quiz master robot could influence these emotions.



Users can only participate effectively in co-design if they first gain some understanding about the technology they are designing for [20]. Thus, in the Robot Behavior Co-Creation part participants were introduced to the Pepper robot and its communication modalities. To do so, they watched a video of the robot and then received a detailed description of the modalities the robot can use to communicate with the user. We then showed them the Modality Card Desk and instructed participants how to use it to create their own multi-modal robot behaviors in groups of two. Participants were asked to design behavioral expressions for the part of the quiz game where the robot provides feedback about the user’s answer. Thus, they had to design two different behavioral expressions:




	
Behavior of the robot when it tells the user that the answer is correct (positive feedback);



	
Behavior of the robot when it tells the user that the answer is incorrect (negative feedback).








We chose these interaction situations because they are the ones that contribute most to engaging and motivating the user, and are thus most revealing about the role and character of the robot. Participants were instructed to create behavioral expressions that they would perceive as comprehensible and pleasant, because we wanted them to focus on design solutions that provide a positive user experience. After presenting their design solutions to the group, participants were engaged in a short group discussion to give them the opportunity to provide feedback on the Modality Card Desk. Figure 5 provides impressions of how the participants worked with the modality cards, following the three steps.



The following instructions were used to introduce the Modality Card Deck: “You have now watched the Pepper robot in action. I would like you to now consider that this robot is the quizmaster and you have the task to design its behavior so that I will be the perfect quizmaster playing companion to you. To do so, please take a look again at the course of the quiz game and the related emotions you noted down. Please focus on the situation in which you have provided the answer to the question and the robot will now reveal to you whether your answer is correct or not. It will now be your task to describe the behavior of the robot in these two situations. How would it react if you answered correctly or incorrectly? To support you in specifying the behavior, I provided you with a card deck. It includes all the different modalities the robot could use to communicate with you. Let’s take a look at how it works. First you can put the cards with the symbol <D> an the table and choose the modalities that you would like the robot to use. For the selected cards, you then take from the card deck all other cards which have the same color and icon and place them below the modality cards in the following order: The card with the symbol <?>, the card with the symbol <!>, and the empty card with the symbol <!>. The first two provide questions and parameters that you should consider when specifying the behavior for the robot. You can note down your ideas on the empty cards. Please specify one behavior for the case that your answer is correct and one for the case that your answer is incorrect. Specify the behavior in such way that it will be pleasant for you and increase your motivation during the quiz game”.




4.3. Workshop Results


The participants produced six behavioral expression for the negative feedback situation and five behavioral expression for the positive feedback situation. One behavioral expressions for the latter was not finished in time and thus removed from the data set. The following sections presents some examples of the produced design solutions and show the resulting behavioral expressions on the Pepper robot. Similarities and differences of the design solutions are then discussed as well as main insights from the robot behavior co-creation phase.



4.3.1. Resulting Behavioral Expressions


Figure 6 and Figure 7 provide examples for the behavioral expressions of the Pepper robot produced by the workshop participants for the positive and negative feedback situations. The workshop participants documented their specifications of the robot behavior using the idea cards (Figure 6A and Figure 7A). As the behavioral expressions were documented as text descriptions on a number of idea cards, no additional effort was required by the design team to interpret the results. If the descriptions were detailed and precise enough, they were implemented on the Pepper robot by a team of interaction designers after the workshops. Whether a description was detailed enough was determined by the design team during the implementation task. A description for a modality was labeled as “very detailed” if the design team could implement it on the Pepper robot without asking further questions. The label “somewhat detailed” was used when the description could be implemented by consulting the notes taken by the facilitator during the workshops. Descriptions were defined as “incomplete” if the design team lacked sufficient information for implementing the described ideas. Figure 8 and Figure 9 provide an overview of the assessment of the clarity of the descriptions produced by the workshop participants.



The results were documented as videos, presented as a series of stills in Figure 6B and Figure 7B.




4.3.2. Use of Different Communication Modalities


The workshop results show that the Modality Card Deck successfully guided the users to create behavioral expressions for the Pepper robot that combine different communication modalities. Following the different steps with the help of the different types of cards, they were able to make well-considered design decisions on which modalities to include (and which to leave aside). For the positive feedback situation, all five groups independently decided to let the robot show a “Dynamic Expression” in a “Fixed Position”, accompanied by speech. The described “Dynamic Expressions” reached from nodding over thumps up to extending both arms towards the user or in the air. Two groups also used the display to accompany the verbal feedback with pictures or color. The other groups included green lights in their design solutions and one of them also added sound. Figure 8 provides an overview of the modalities used for the positive feedback situation.



For the negative feedback situation, participants created more divers behavioral expressions (see Figure 9). Across the six groups, each communication modality was at least used once.




4.3.3. Completeness and Precision


The specification of the different communication modalities varied regarding their completeness and precision. Figure 8 and Figure 9 indicate this variety:




	
Speed (of movements, dynamic expressions or speech): Participants used imprecise wordings like “slowly”, “normal speed”, “medium speed”, “not fast”, or described the speed in relation to other references “faster than...”;



	
Volume (speech and sounds): Participants used imprecise wordings like “not too loud” or “normal volume”;



	
Brightness (light)—Participants use imprecise wordings like “not too bright” and “rather low brightness”.









4.3.4. Additional Insights for the Behavioral Design of the Quiz Master Robot


The design solutions proposed by the workshop participants also provide insights that can help interaction designers in HRI with their task of creation behavioral expressions for social robots. In this case study, we deduced some general requirements for the behavioral design of the robot as a quiz master. These requirements were deduced by looking for similarities between the design propositions of the different groups. We first examined which role of the quiz master robot the participants conveyed through their proposed design solutions. A large majority described the robot as encouraging and kind, sometimes even funny. When comparing the design ideas for the positive and negative feedback situations, we noted that the participants chose more expressive behavior for the positive situation, which was reflected in a specification for the modalities that were longer in duration and more visible for bystanders. In this situation, they wanted the robot to be rather emotional and accentuate their success. To this end, the participants specified longer sentences for the robot, often including appreciation or praise of the quiz player’s performance, as well as more extensive gestures (dynamic expressions) and light signals. For the negative feedback situation, on the other hand, they designed more discrete behaviors to play down their failure. This was realized by short verbal expressions which only included the incorrectness of the answer. Dynamic expressions were specified to be shorter and more subtle than for the positive feedback situation. In addition, we learned that people might find a distance of 1 to 1.5 m between robot and user appropriate. The participants also had similar ideas regarding the speech output: Although it became obvious during the design sessions that different people have different preferences regarding the sound of the robot’s voice, all groups decided that their robot should have a human voice rather than a mechanical one. They emphasized that the sound of the voice should be natural and comprehensible, and that the robot should be able to copy the intonation of a human voice so as to be able to accentuate certain words. Interestingly, the sentences they formulated for the robot were always short and did not include any sub clauses. It also became clear that participants preferred their robot to show meaningful gestures when providing feedback on the quiz answers. Only once, a static posture was chosen (for the negative feedback situation). This preference for meaningful gestures is in line with previous research (e.g., [44]).





4.4. Feedback on the Modality Card Deck


During the discussion round, two of the three workshop groups agreed that they experienced the initial task of designing a behavioral expression for the robot and the amount of cards as overwhelming and confusing. This feeling did, however, disappear, once they were introduced to the three steps and different types of cards and started selecting their preferred communication modalities. Before undertaking this step, four out of the six groups called upon the workshop facilitator for re-assurance that they understood the task correctly. After that, all groups worked on their own. During the feedback round, the participants reported that the first step was helpful in reducing the complexity of the design task and helped them to focus on single aspects of the behavior. Thus, they could occupy themselves with small individual building blocks of the robot behavior instead of having to think about the complete behavior straight away. Participants mentioned that the cards invite you to start on the task right away and without overthinking it. They discussed that the Modality Card Deck provides good structure, guidance, and instruction for working towards the design of the behavioral robot expression. They experienced it as positive how quickly they were able to produce their own, very concrete design solutions without any prior knowledge in HRI design. Step one was perceived as especially helpful, as it reduces the cards you have to work with. One group emphasized that the paired cards were especially helpful in the task of choosing the modalities in step one. Participants also appreciated the initial overview of all modalities, which they perceived as stimulating and inspiring for developing their own ideas.



The effort for the facilitator of the co-creation workshop was evaluated as comparatively low. Once participants became familiar with them, the different types of cards of the Modality Card Deck were self-explanatory and the participant could self-guide themselves through the process of generating robot behavior.




4.5. Learnings and Ideas for Improving the Modality Card Deck


To sum up, using the Modality Card Deck, the participants were able to independently produce concepts of multi-modal behavioral expressions for the Pepper robot. They also experienced working with the cards as positive and helpful. The cards can hence be regarded as a suitable tool to engage older adults in the design of communication and interaction between users and social robots. Still, the three workshops also revealed some ideas for improvement. The Modality Card Deck at its current state does not provide any guidance for putting the chosen communication modalities in a chronological order. This could be supported by introducing a forth step—timing the interplay of communication modalities. While the tangible cards can easily be arranged on the table in the desired order to indicate the time course, it might be nice to have some additional visual support for arranging the cards. This could, for example, be a timeline as presented in Figure 10, on which the users can mark the duration, as well as the starting and end time points for the different modalities. Moreover, not all behavioral expressions were described detailed enough to be implemented on the Pepper robot. More specifically, this mostly concerns the design propositions for the modalities “Sound”, “Speech”, and “Dynamic Expression”. It became obvious that some parameters cannot easily be specified by non-experts without the opportunity of experiencing them. For “Dynamic Expression” some clarification could be provided during the workshops when participants acted out the expression themselves. A video recording of the users performing the gesture could– together with the textual specification–provide sufficient guiding for the implementation of the dynamic expression. This is, of course, only an option when designing for a humanoid robot. To specify sound and light, it could be helpful to provide participants with the opportunity to experiment with different settings for the communication modality. Naturally, the best option would be to have a robot present at the PD workshop and let participants work directly on the robot, for example by using rapid prototyping techniques. However, this is often not feasible due to transportation expenditure, time constraints, and availability of the required amount of robots. As an alternative, one could include other tools that allow participants to specify the parameters for single communication modalities such as manipulable light sources and robot speech synthesizers.



The lack of completeness and precision of some of the developed behavioral expressions only became obvious at the end of each workshop when there was no time for the workshop groups to refine or further detail their design propositions. This suggests that the step-by-step process proposed by the Modality Card Deck could be improved. It might be necessary to conduct two rounds of the Robot Behavior Co-Creation phase and let participants present their preliminary ideas, so that they can receive feedback from the facilitator where to provide additional detail and can iterate on their design ideas. In addition, the whole design process could benefit from letting more members of the design team take part in the co-creation workshop, especially those entrusted with the programming of the robot. Direct involvement in the workshop would provide them with the opportunity to interview users about their design choices and thus help them to gain valuable insights for the implementation of the behaviors on the robot.





5. Conclusions and Future Work


The Modality Card Deck was proposed as a workshop tool that guides through the process of designing multi-modal behavioral expression for social robots. The case study showed how the tool was used in PD workshops with older users to design behaviors for a humanoid quiz master robot. With the help of the Modality Card Deck, the participants were able to reflect on which modalities they found appropriate in a given interaction situations and specify their ideas. While the main goal of the Modality Card Deck is to enable (future) users to create design solutions that are specific enough to be implemented by designers and software developers, this was not achieved by all workshop groups. This shortcoming could be overcome by adjusting the Modality Card Deck and workshop procedure as described above. The co-creation workshop using the Modality Card Deck produced a number of different versions for the same interaction situation (in this case study positive and negative feedback situations). These different design propositions can be valuable input for the next steps of the human-centered design process. When described precisely enough, the behavioral expressions can be implemented on a robot. Thus, testable prototypes are created that can be evaluated with a larger group of user in iterative user testing. Having a broad variety of robot behaviors to test is a huge advantage when striving for personalized HRI design. Different users have different needs and abilities and, as mentioned earlier, might experience different robot behaviors as pleasant. A large-scale user test with a number of different behavioral expressions for the same interaction situation can reveal which type of user prefers which type of robot behavior. The goal should hence not be to choose one of the proposed behaviors, but rather find out how to best match different user types with different robot behaviors. This matching can ultimately be done by intelligent system components and, in the long run, provide a personalized interaction experience that can contribute to the increased acceptance of a social robot in elderly care. To fully leverage the potential of personalized HRI for older adults, more co-creation workshops will be planned and behavioral robot expressions for different interaction situations as well as different types of robots (humanoid, animoid, abstract) will be generated. Our final goal is to create a database with variants of behavioral expressions for social robots for a brought variety of interactions situations. This database can then be used to tailor the behavior of the robot to the individual user’s needs and preferences, thus providing a personalized experience during HRI.



In the case study, a particular use case and a humanoid robot were used to employ the Modality Card Deck. The cards are, however, designed and phrased in a generic way, thus allowing to apply them for different scenarios and different robots. They could, actually, also be used to co-design other intelligent technology that uses multi-modal output to communicate with the user. Thus, they provide an interesting tool to co-create interaction experiences with tangible interfaces of AI applications. Similarly to the Design Kit for voice-based agents by Singh [24], the cards can be used in any context without having to provide technical equipment or an actual robot. Thus it can easily be applied to engage participants in PD activity in their daily live context, e.g., in a care home. It can also be used to develop ideas for robots that do not exist yet or only exist as form prototypes. Nonetheless, the potential impact of the Modality Card Deck could be further improved when combining it with methods that allow users to also realize their ideas for the different modalities on a physical or simulated robot, as e.g., proposed by Tian and colleagues [45]. Their PD approach include prototyping behaviors for the Pepper robot using the graphical programming tool Choreograph with a simulated and later a physical robot. With more time and the required technical set-up, the co-creation methodology proposed above could be extended by a fourth workshop phase during which participants prototype the developed behavioral expression and iteratively improve it themselves. Still, this would probably require multiple sessions, in order for them to learn how to use the prototyping software.



So far, the Modality Card Deck only supports the co-creation of the robot’s side of the interaction. The behavior of the user andtheir way of communicating with the robot is not addressed. Thus, a next step should be to extend the proposed methodology with a component that supports older adults in reflecting on and documenting design ideas for how to realize user input to the robot system. To this end, the Modality Card Deck could be combined with other existing approaches that explain sensory capabilities of the robot and make them graspable for the PD participants (e.g., [26]). This addition appears to be crucial, especially for older adults who might have special requirements based on their motor or sensory abilities.
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Figure 1. Categories of the Modality Card Deck representing different modalities a robot can use to communicate. 
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Figure 2. The set of decision cards (<D>) (front: First row, back: Second row), investigation cards (front: Third row) (<?>), parameter cards (front: Fourth row), and idea cards cards (front: Fifth row) (<!>) for the examples “Static Posture”, “Dynamic Expression”, and “Sound” (left) and the three steps of the design process (right). 
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Figure 3. The phases of the quiz game. 
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Figure 4. The Pepper robot. 
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Figure 5. Participants designing multimodal behavioral expressions for the Pepper robot with the Modality Card Deck, following the three phases (from left to right): Select your preferred communication modality, understand the design challenge, and specify the communication modality. 
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Figure 6. Example for a behavioral expression for the positive feedback situation: (A) Idea cards documenting the design solution. (B) Implementation on the Pepper robot. 
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Figure 7. Example for a behavioral expression for the negative feedback situation: (A) Idea cards documenting the design solution. (B) Implementation on the Pepper robot. 
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Figure 8. Overview of communication modalities used by the groups to create multi-modal behaviors for the positive feedback situation. 
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Figure 9. Overview of communication modalities used by the groups to create multi-modal behaviors for the negative feedback situation. 
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Figure 10. Timeline template to document timing of the different modalities that form the behavioral expression of the robot. 
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