
����������
�������

Citation: Caschera, M.C.; Grifoni, P.;

Ferri, F. Emotion Classification from

Speech and Text in Videos Using a

Multimodal Approach. Multimodal

Technol. Interact. 2022, 6, 28. https://

doi.org/10.3390/mti6040028

Academic Editor: Cristina

Portalés Ricart

Received: 30 November 2021

Accepted: 7 April 2022

Published: 12 April 2022

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2022 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

Multimodal Technologies 
and Interaction

Article

Emotion Classification from Speech and Text in Videos Using a
Multimodal Approach
Maria Chiara Caschera , Patrizia Grifoni * and Fernando Ferri

National Research Council, Institute of Research on Population and Social Policies (CNR-IRPPS), Via Palestro 32,
00185 Rome, Italy; mc.caschera@irpps.cnr.it (M.C.C.); fernando.ferri@irpps.cnr.it (F.F.)
* Correspondence: patrizia.grifoni@irpps.cnr.it

Abstract: Emotion classification is a research area in which there has been very intensive literature
production concerning natural language processing, multimedia data, semantic knowledge discovery,
social network mining, and text and multimedia data mining. This paper addresses the issue of
emotion classification and proposes a method for classifying the emotions expressed in multimodal
data extracted from videos. The proposed method models multimodal data as a sequence of features
extracted from facial expressions, speech, gestures, and text, using a linguistic approach. Each
sequence of multimodal data is correctly associated with the emotion by a method that models each
emotion using a hidden Markov model. The trained model is evaluated on samples of multimodal
sentences associated with seven basic emotions. The experimental results demonstrate a good
classification rate for emotions.

Keywords: emotion classification; multimodal interaction; hidden Markov models

1. Introduction

Due to the large amounts of multimedia data that are available, emotion classification
has become a widely discussed topic that complements studies on sentiment analysis.
Unlike sentiment analysis, which deals with evaluations (e.g., positive, negative, neutral)
and aims to determine the attitude of a writer or a speaker towards some topic, or the
overall contextual polarity of a document or a text, emotion classification aims to recognize
the emotional state of a user (e.g., happy, angry, sad) during a conversation, and focuses on
the cognitive and behavioral strategies that people use to influence their own emotional
experience. The growing interest in extracting emotions from multimedia data, rather
than from Natural Language (NL) data, stems from the fact that the tone of the speaker
or a facial expression, for example, can improve the understanding of his or her actual
emotional state.

Several works have addressed the issue of emotion classification. Most applications
classify emotions into seven types: anger, disgust, fear, happiness, sadness, surprise, and
neutral. An example is Ekman’s classification [1], in which each emotion is considered a
discrete category. Emotions have also been modelled using a wheel of eight emotions (joy,
trust, fear, surprise, sadness, disgust, anger, and anticipation) by Plutchik [2], who also de-
veloped a theory in which emotions are divided into twenty-four “primary”, “secondary”,
and “tertiary” dyads (i.e., feelings composed of two emotions) and triads (i.e., emotions
formed from three primary emotions). Russell’s classification model [3] divides emotions
along two dimensions: valence, which ranges from unpleasant to pleasant, and arousal,
which ranges from activation to deactivation. Emotions can therefore be placed in one of
four quadrants: pleasant-active, which includes curiosity and interest; pleasant-inactive,
which includes contentment and satisfaction; unpleasant-active, which includes emotions
such as confusion and frustration; and unpleasant-inactive, which includes hopelessness
and boredom. A comparison of the extant emotion models is provided in [4].
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Emotions can be understood and categorized by analyzing facial expressions, vocal
tones, gestures, and physiological signals. The joint use of more than one modality can
offer significant advantages, as it allows for improved emotion mining and classification
accuracy by helping to disambiguate linguistic meaning, introducing additional sentiment
information, and enhancing the connection to real-world environments [5]. With respect to
methods for extracting sentiment and opinions from NL, methods of emotion classification
need to address not only the extraction of features from each modality considered (e.g.,
speech, handwriting, facial expressions, gestures) but also the fusion of these features (e.g.,
opinion words, prosody, coordinate features, distance features) [6]. In practice, multimedia
content usually describes one concept in a redundant or complementary manner [7] and
combines information from different modalities. One of the main sources of multimedia
data on emotions is social media. For example, more than 500 h of video were uploaded to
YouTube every minute in 2019. The pervasive use of social media has produced significant
amounts of material on conversations, text, audio, and video; these represent an important
source of data due to their huge sizes, the variety of their topics, and the dynamism of the
language used. The availability of large amounts of this kind of information has sustained
the growing interest in emotion classification as a very active research area that is related
to semantic knowledge discovery, social network mining, and text and multimedia data
mining. Emotion classification can have a deep impact on society, economy, policy, and any
issue connected to opinions. It is also deeply related to computer vision applications and
can be used, for example, in security, entertainment, automatic surveillance, robot motion,
video indexing, and retrieval and monitoring systems.

The extraction of sentiments and emotions from text, images, audio, and videos
requires the authors to model the complexity of the data coming from different channels.
Hence, the main research questions addressed in this paper are as follows: How can
multimodal data be modelled to extract emotions? How can the emotion classification
process be modelled?

To answer these questions, the authors start with a discussion of the most relevant
techniques applied for detecting sentiment and emotion in text, audio and video, and
the advantages and main challenges encountered in extracting sentiments and emotions
during conversations using multimodal interactions for syntactic and semantic information
and modal features extracted from videos. In particular, as outlined in [8], the challenges
concerning extracting sentiments and emotions involve noisy data, the presence of partial
data records, difficulties in representing the complexity of human sentiments, and the
ambiguity of human emotional signals.

The main contributions of this study are as follows:

• The authors represent the features of emotions related to multimodal data extracted
from videos (e.g., prosodic features from audio, and postures, gestures, and expres-
sions from video) in the form of a sequences of several types of modal information,
using a linguistic approach.

• The authors formalize the emotion detection process as a multi-class classification
problem and model each emotion detection process using a hidden Markov model
(HMM). This model allows the authors to capture the discrete features (e.g., opinion
words, prosody, facial expressions, gestures) that characterize emotions, and hence
which features characterize the sequences of structured data of the multimodal sen-
tence. The authors chose to use HMM because this model achieves good classification
accuracy on multi-dimensional and discrete or categorical features.

The proposed method is used for multimodal emotion classification from facial ex-
pressions, speech prosody, gestures, and textual information. The experimental results
demonstrate that our approach achieves a good classification rate for emotions.

The remaining sections of this paper are structured as follows. Section 2 sets out
the motivation that encouraged the authors to perform this work. Section 3 presents an
overview of methods for analyzing opinions and sentiment in text. Section 4 describes how
emotions are extracted from audio features. Section 5 discusses the classification of emotions
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from multimodal data. Section 6 addresses the main challenges about emotion classification
processes. Section 7 provides a method for detecting emotion from multimodal data, and
Section 8 reports the related experimental results. Finally, Section 9 concludes the paper
and suggests directions for future work.

2. Problem Definition

In this work, the authors focus on the process of classifying sentiments and emo-
tions from conversations involving complex human sentiments and ambiguous human
emotion signals.

In particular, considering the ability of human beings to be ironic, sarcastic, or liars
(the authors recognize that human behavior and human communication process can be
complex). This work addresses the complexity connected with the characteristics of com-
munication and human behavior, which is also largely related to the ambiguities that
characterize the communication process. Humans can transmit messages with inconsistent
emotional features through different modalities [9], creating mismatches that generate
ambiguities [10]. Irony, sarcasm, and, more generally, rhetorical expressions can sometimes
be extracted from the tone of voice using prosodic, spectral, and contextual cues [11]; these
allow the authors to reduce the number of possible interpretations, thus avoiding any
ambiguity. For example, consider a user who sarcastically says, “I am so happy”, with a
sad facial expression. In this case, no ambiguity arises, as the sarcastic tone underlines that
the meaning is different from the meaning of the spoken words.

A more complex case arises when a user is lying. The authors assume that in this
case, there is no information about the tone. Although several efforts have been devoted
to developing behavioral lie detection systems [12,13], the possibility of an ambiguous
interpretation may persist. One example of a situation involving a lying person is during a
police interrogation about the theft of some jewels. For example, during this interrogation,
the thief speaks the following sentence:

“I am sad about the theft of this.”

The thief has a sad tone, while he or she has a fearful facial expression and is indicating
a picture of a jewel. Considering this example, the emotion expressed by the speech
modality (sad) is different from the emotion indicated by the speaker’s facial expression
(fearful). In this case, ambiguity arises, as it is difficult for police to establish whether the
person is telling the truth. Consequently, he or she may be innocent, even if he or she has a
fearful facial expression.

Humans are driven by emotions that both influence and are influenced by their
thoughts and actions, and human emotions can be conveyed via many types of information
(e.g., speech, facial expressions, mental or physiological information). Emotion classification
is particularly important in many situations for monitoring and identifying criticalities
and suspicious behaviors, for example, when a high-level security alarm is raised. It is
also particularly important within social networks, which are sometimes also used for
terroristic and criminal purposes. Content involving criminal intent can be identified using
emotion classification approaches. For example, in [14,15], the extraction of emotional
features was performed to detect terroristic and aggressive behavior. Beyond security,
emotion classification is important in computer vision applications used for video indexing
and retrieval, robot motion, entertainment, monitoring of smart home systems [16,17],
and neuro-physiological and psychological studies. For instance, emotion classification is
important in monitoring the psychological and neuro-physiological condition of individuals
with personality trait disorders [18,19], and to monitor and identify people with autism
spectral disorders [20].

The examples cited above highlight the relevance of combining different modalities:
some emotions are better recognized from audio (e.g., fear and sadness), while others are
most effectively detected from video (e.g., happiness and anger) [21]. In addition, visual
information can modify the perception of speech [22]. The study in [23] showed that sadness
is best recognized from speech and is characterized by low pitch and energy. Busso et al. [24]



Multimodal Technol. Interact. 2022, 6, 28 4 of 23

showed that in facial expression classification systems, anger can be confused with sadness,
and happiness with neutral states. However, by using an acoustic method of emotion
classification, anger and sadness can be identified with high accuracy, such as happiness
and neutral states. In addition, a combination of different modalities may be important
because, under some conditions, emotions can be not understood easily using one modality
alone. For example, if a person has eyeglasses or a beard, the emotions indicated by the
facial features may be detected with a high degree of error, and the limitations of the visual
features can be overcome by audio features. In this vein, the authors of [25] underlined
that the performance of an emotion classification system increases when two or more
modalities are considered together, based onthe fact that two or more modalities often
provide complementary and/or redundant information [7]. Hence, a multimodal approach
may raise robustness and performance compared to a single-mode approach when the
information is acquired in a noisy environment [26].

The proven need for a method of detecting emotions from multimodal information
encouraged us to develop a process of identifying emotions from multimodal data, mod-
elled using a linguistic approach. Before describing our approach, it is useful to provide
an overview of existing methods used to identify sentiments and emotions extracted from
textual, audio, and video data.

3. Textual Data and Emotion Classification

The extraction of sentiments from NL data from social media involves many challenges
associated with the structure of micro-posts and tweets, which are often characterized by
noise and implicit knowledge and are often short. Important matters that need to be
addressed are parsing, the presence of sarcasm, the resolution of anaphora (i.e., what a
noun phrase or pronoun refers to), and the abbreviations and poor spelling used in online
social networks (e.g., Twitter, Facebook, You Tube). Information gathered from forums,
content-sharing services, social networks, and blogs is one of the main data sources for
retrieving opinions. This information is unstructured since it is for human consumption
and cannot be processed by machines. In addition, these data may change over time.
For example, reviewer data can be extracted from datasets on movie reviews and micro-
blogging services, where users can express their opinions via status messages called tweets
(e.g., on Twitter) that can change over time; an analysis of these allows us to evaluate a life
cycle of a product and its weaknesses, and to predict the income from and profitability of an
investment. To address these challenges, the predominant research fields [27] in sentiment
analysis are sentiment classification, feature-based sentiment classification, and opinion
summarization. Sentiment analysis has been widely investigated as a computational
treatment of subjectivity, sentiment, and opinions in a text [28]. It is performed based on
the polarity (i.e., positive, negative, or neutral) and intensity of the lexicon, and makes
use of techniques in natural language processing (NLP), text analysis, and computational
linguistics to identify and extract subjective information from the source material. Two
main approaches have been used for sentiment analysis: lexicon-based (LB) techniques
(i.e., corpus-based and dictionary-based approaches), which match data to a sentiment
dictionary with opinion words to determine the polarity; and machine learning (ML)
techniques, which apply a classification approach to classify the data extracted using
NL [29].

LB techniques [30] do not need a training process for classifying data, and, during the
classification process, the features of a given text involves are compared with sentiment
lexicons whose sentiment values have been determined previously. LB methods mainly
apply lexical relations [31], semantic similarity measures [32], and rules relating to parts of
speech [33]. LB approaches also use clustering classifiers, such as exclusive clustering (e.g.,
the K-means clustering algorithm) [34], overlapping clustering [35], hierarchical clustering,
agglomerative and divisive methods [36], and probabilistic clustering [37]. The advantage
of clustering classifiers is their ability to obtain optimality measures for the classification
of groups or classes. On the other hand, their main disadvantage arises from a lack of a
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learning dataset of labelled observations, unknown numbers of groups, and the fact that
users implicitly choose the appropriate features and distance measures [38].

Relevant supervised ML approaches are decision tree classifiers [39], linear classifiers
(e.g., support vector machine (SVM) [30] and neural networks (NNs) [40]), rule-based
classifiers [41] and probabilistic classifiers [42] (e.g., naive Bayes (NB) [43] and Bayesian
networks (BNs) [44]). Decision tree classifiers hierarchically divide data through constraints
or predicates on the presence or absence of one or more words or on the similarity of
documents for obtaining a set of terms that can be used to partition documents. Linear
classifiers model normalized word frequencies of a document as a vector and represent
this in the form of a hyperplane that separates the classes. NNs model the document word
frequencies as a vector that acts as the input for the neurons (i.e., the basic units). NNs have
been used to text data for predicting class labels [40]. Artificial neural networks (ANNs) [45]
are extended forms of NNs that can be applied to decompose movie reviews and documents
into a negative, positive, or fuzzy tone; however, they achieve high computational costs
during the training process. ANNs achieve better results than SVM except in contexts with
data imbalance [46]. As an advantage, SVM has low dependency on the dimensionality
of the dataset, and it achieves good performance on experimental results. This approach
can be efficiently applied to combine diverse information sources. The disadvantages
of SVM include: the difficulty of interpreting the resulting model; to require annotated
training data for the training process; the requirement for pre-processing of categorical or
missing values. In addition, SVM has high computational costs at running time and it is
sensitive to sparse and insufficient data. SVM is applied for the categorisation of text and
movie reviews [30]. NB assumes that the features are independent. It requires labelled
data for the learning process, and the trained model analyzes a text document giving the
probabilities of categories by computing the word and categories join probabilities [47].
NB [43] has been used in reviews of web discourse predicting the most likely class for
a new document [48]. When the feature space is larger, SVM performs better than NB,
whereas, when the feature set is small, NB performs better than SVM [49]. Disadvantages of
NB include the simplicity of the assumption of word independence since this assumption
may not necessarily be valid [50]. Unlike NB, the assumption underlying BNs is that all
the words are fully dependent. BNs have a very high computational complexity of is,
and hence they are not frequently applied [44]. The accuracy of SVM is higher than the
other algorithms.

A comparison of LB methods with ML techniques indicates that the former is more
usable, as most domains lack a labelled training dataset, and supervised ML techniques
fail when the amount of training data is insufficient [51]. In addition, providing a labelled
training dataset for supervised ML techniques is very expensive. However, when trained,
they give better performance than unsupervised LB methods that are conditioned by
words included in the dictionary. In practice, for unsupervised LB methods, fewer words
produce a decrease in performance, and the polarity of many words is domain- and context-
dependent. The ML techniques are more accurate than LB techniques, but are less efficient
and cannot be used in real-time.

Given these considerations, hybrid approaches have been investigated. These ap-
proaches (ML + LB) combine lexicons with learning, to achieve high accuracy from super-
vised learning algorithms and stability from LB approaches [52].

4. Audio Data and Emotion Classification

Unlike textual data, vocal data have multiple dimensions (e.g., maximum and mini-
mum pitch contour, Mel-frequency, speech rate) and the vocal tokens may have several
variations while representing exactly the same concept.

Those multiple dimensions imply a complex emotion classification process since the
many different voice features are conditioned by the language used, the speakers, speaking
style, and the type of sentences (e.g., declarative, interrogative, imperative, exclamative).
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During the emotion classification process, the appropriate features are extracted from
the available speech data to determine the emotions underlying the speech utterance.

The most commonly applied approaches for speech emotion classification are sta-
tistical classifiers, and these have been widely applied to many speech-based classifica-
tion tasks [53]. The most typically used are HMM [54,55], the Gaussian mixture model
(GMM) [56], ANNs [57] and K-nearest neighbors (KNN) [58].

HMMs have been typically used for isolated speech classification and segmenta-
tion [59] achieving a good classification accuracy [60]; for example, in [61], the authors
demonstrated that the use of phoneme-based modelling allows HMM to achieve better dis-
crimination between emotions. The use of HMM has the advantage of the physical relation
between the HMM and the mechanism of production of speech signals, as HMM allows for
the modelling of temporal information in the speech spectrum. The main disadvantage of
HMM consists in the process of feature selection used during the building process of the
classification model based on HMM.

When the number of available feature vectors is large, GMM [56] is well suited for
developing a classification model of emotions. A GMM uses a multivariate Gaussian
mixture density to model the probability density function of the observed data points and
classifies the speech feature vectors into emotion categories considering the probability of
the emotion category from the feature vectors of the specific model [62].

When relatively low numbers of training examples are available, an ANN [57] achieves
better accuracy in classification than GMM and HMM. An ANN simulates the neural
information processing in a human brain; this method, therefore, allows parallel processing
of information, using a large number of neurons (i.e., processing elements), and uses large,
interconnected networks of simple and nonlinear units [63]. ANN is efficient as a pattern
classification method since it can process units and to learn system parameters for achieving
local and parallel computation. The disadvantages of ANNs include long training times,
complex optimization, and low robustness.

Among the ML algorithms for supervised statistical pattern classification, KNN is the
simplest, and it considers that similar observations belong to similar classes of emotional
states [58] assigning a target value to an item based on the distance to the nearest training
case that has similar values to the predictor variables.

Classifiers for speech-based emotion analysis can be also divided into speaker-independent
or speaker-dependent approaches. Unlike speaker-dependent techniques, speaker-independent
systems do not need a training phase with data on users and are appropriate for many
applications where it is difficult to perform training. Speaker-dependent approaches
achieve better results in terms of accuracy than speaker-independent ones, as shown in [64];
however, they are not feasible for many applications that involve handling very large
numbers of possible speakers. A speaker-independent approach was proposed in [65] to
classify six emotions (anger, boredom, fear, happiness, sadness, neutral) using a GMM
classifier, whereas in [66], emotions were classified using a Bayesian classifier and the class-
conditional densities were modelled as unimodal Gaussians. Ayadi et al. [60] compared
speaker-dependent and speaker-independent approaches and obtained accuracy rates of
76.12% for the speaker-dependent approaches and 64.77% for the speaker-independent
ones for speech emotion classification using an HMM classifier. Finally, in noisy conditions,
good performance has been obtained by combining sub-band spectral centroid weighted
wavelet packet cepstral coefficients based on acoustic feature fusion with dynamic BNs for
speech emotion classification [67].

5. Video Data and Emotion Classification

Alongside textual data, video data make up a large proportion of the content on
social networks and contain more cues that can be used to identify emotions, since facial
expressions are expressed by the visual data. In extracting emotions from facial expressions,
the most important processes are human face detection and then extracting the features.
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This extraction process has a wide range of applications, such as human face classification
for surveillance, video conferencing, human-computer interaction, and so on.

The analysis of facial expressions allows us to understand the emotions being experi-
enced by a human being. These are mainly divided into six basic emotions (surprise, joy,
sadness, fear, disgust, and anger), and seven non-basic emotions (agreeing, curiosity, pain,
fatigue, thinking, irritation, and engaged) [68].

To recognize emotions, the displacement of specific points and regions of the face (e.g.,
the eyes and eyebrows, the edge of the mouth, wrinkles, lips, and nasolabial furrow) are
typically used [26].

The emotion recognition process has been addressed using methods based on the
association between the movement of specific points or typical parts of the face and different
emotional states. The FACS (Facial Action Coding System) [69] is a common standard used
to categorize the physical expression of emotions. The FACS codes facial expressions as
a set of facial action units (AUs), producing temporal profiles for each facial movement
from a video. In particular, FACS focuses on facial parameterization, where the features are
detected and encoded as a feature vector that is used to identify a particular emotion.

In [70], the authors analyzed the performance of several ML algorithms for extracting
emotions from facial expressions, and they reported that HMMs outperformed KNN,
ANNs, and BNs in terms of accuracy. In particular, HMMs achieved good classification
accuracy on multi-dimensional, discrete, or categorical features; they, therefore, allow for
dealing with the sequences of structured data of the multimodal sentences. In [71], a good
level of robustness was achieved by combining five ML algorithms (RIPPER, multilayer
perceptron, SVM, NB, and C4.5) for emotional classification from static facial images.

In addition, several works have been addressed to combine the visual and audio
features from video data to provide emotion classification. Morency et al. [72] proved the
potential of multimodal sentiment analysis by demonstrating that the joint use of multiple
modalities achieved better results in terms of classification than classifiers that used only
one modality at a time.

The benefits arising from a combined analysis of different features extracted from
different modalities were demonstrated in [73], where a combination of the modulations in
speech, textual clues, and facial expressions extracted from videos improved the identifica-
tion of the level of tension from newscasts.

Facial expressions, followed closely by speech, are the best features for achieving
high-precision affect recognition in emotion detection. This is because a combination of
facial expressions and speech is the closest method to human–human interaction [74].

During the emotion detection process, facial features and prosodic features are com-
bined to build joint feature vectors in a fusion process that takes place at the feature
level [24]. In addition, the fusion process takes place at the decision level when audio-
only and visual-only features are classified independently in terms of emotions and then
combined. In [75], the authors applied fusion at the feature-level for recognizing the di-
mensional emotional labels of audio and visual signals rather than categorical emotional
tags (e.g., anger and happiness). In addition, Poria et al. [76] applied feature-level fusion
by concatenating the feature vectors of text, audio, and visual modalities to form a single,
long feature vector. The fusion at the decision level was used in [77], where the audio and
visual signals were analyzed in real time by applying a classifier based on dynamic BNs.
In [78], speech and face data were used to model and describe the temporal dynamics of
the emotion clues using HMMs. Finally, facial expressions, speech, and physiological signal
features were combined to recognize emotions using KNNs [79].

In [24], Busso et al. compared these two fusion methods demonstrating that the
emotion classification of data fused at the feature level achieves a similar precision con-
cerning the emotion classification of data fused at the decision level. The best choice
between these fusion techniques derives from the particular application. In addition, the
decision-level fusion assumes that the modalities are conditional independent; this implies
a loss of information on the mutual correlation between two modalities since information
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belonging to different modalities is often displayed by humans in a redundant and/or
complementary manner.

The model-level fusion was proposed to overcome this limitation. This fusion com-
bines feature-level and decision-level fusion in a hybrid manner. This type of fusion consid-
ers the correlation between information belonging to different modalities by modelling the
modalities’ correlation properties and relaxing the requirement for synchronization of this
information [80]. This type of fusion was provided in [81] by using a multistream-fused
HMM building order to model optimal connections among pitch and energy features from
audio and facial features from video, based on maximum mutual information and the
maximum entropy criterion. In [82], The hybrid fusion of body orientation, facial contours,
lexical content of speech, and prosody was applied using NNs for recognizing emotions
from facial expressions and speech. In [83], a hybrid fusion method that modelled the
user’s emotions over time was applied. The authors used recurrent NNs to interpret
emotional transitions sequences of events from vocal, facial, and body expressions. A
multimodal regression model was applied to infer emotions from short pieces of text and
images on Twitter [84]. In [85], a framework for emotion recognition was presented based
on the fusion of visible and infrared images with speech. The authors applied feature-level
extraction to the image features using SVM and the speech features using CNNs and used
decision-level fusion to combine the image and speech features.

Emotion extraction from videos has also been investigated by applying deep learning.
In [86], CNNs were applied to extract emotions from videos and audio streams simultane-
ously. Emotions have also been extracted from videos by applying a convolutional deep
belief network, which achieved better recognition accuracies than the SVM baselines in
multimodal scenarios [74]. In [87], a new deep learning method was proposed for emo-
tion classification in music videos by analyzing information from audio, video, and facial
expressions. In [88,89], the authors investigated a combination of CNNs and RNNs and
demonstrated that this approach performed better than other state-of-the-art methods for
emotion recognition using popular emotion corpora. They also showed that these models
generated robust multimodal features for emotion classification in an unsupervised manner.
An overview of multimodal emotion recognition using deep learning is presented in [90].

6. Open Challenges

Studies of emotion detection have addressed several challenges arising from the
fact that people often combine different emotions in the same sentence, which is easily
understood by humans but difficult to parse with computers. In practice, humans can
convey inconsistent emotional features in their messages through different modalities [9],
creating mismatches that generate ambiguities. Irony, sarcasm, and rhetorical figures can
sometimes be extracted from the tone of the voice using prosodic, spectral, and contextual
cues [11]; these allow the number of possible interpretations to be reduced, thus avoiding
any ambiguity.

A further challenge is connected with the automatic extraction of emotional informa-
tion from a variety of data provided by different interaction modalities and from different
domains. Salido Ortega et al. [91] addressed the classification of emotions associated with
a particular context in which emotions are actually experienced, by using ML techniques to
build models from contextual information. Their study involved young adults who were
pursuing an engineering degree. However, they stated that the recognition of emotions
from contextual information for individuals with different profiles and of different age
groups remains an open challenge. Perifanos and Goutsos [92] combined text and image
modalities to detect hate speech in social networks. A combination of text and speech was
used since posters often use messages encoded in images to avoid NLP-based hate speech
detection systems [92].

Since emotions are not only expressed in the form of text but also via images, audio,
and video, this means that not only unstructured data but also data in several other forms
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are involved. More automatic techniques are required to extract sentiments and emotions
from these data.

The works analyzed above indicate that the problem of multimodal emotion classifica-
tion has mainly been addressed using ML techniques (e.g., BNs, HMMs, and NNs), which
require a training phase.

The problem of emotion classification from multimodal data mainly derives from the
management of multiple and combined forms of data (i.e., audio, video and text), and the
fact that emotional expressiveness varies from one person to another. This poses challenges
in terms of the differences in person-to-person communication patterns, as some people
express themselves more visually and others more vocally. ML techniques, therefore, pose
challenges associated with the need for training on heterogeneous features (i.e., the intensity
of lexicons and polarity from text, prosodic features from audio, and postures, expressions,
and gestures from video and connected noise).

Further challenges related to emotion classification derive from the large amounts of
noisy data, the presence of partial data, and the difficulty of representing the complexity of
human emotions. Another challenge involves the ambiguity of human emotional signals.
An ambiguity in the emotion classification process can arise when different emotional states
(e.g., lowered eyebrows that may indicate anger or concentration) are identified by the
analysis of similar configurations of features (e.g., vocal and facial features) [82]. Moreover,
when people shout, this may signify anger or may simply be necessary for communicating
in a noisy environment.

As introduced in Section 2, a complex case is when a person is lying. Although several
efforts have been made to develop behavioral lie detection systems [12,13], the possibility
of an ambiguous interpretation may persist. An example of a situation involving a lying
person is a police interrogation about a jewel theft, as discussed in Section 2.

7. Multimodal Emotion Classification

As described in the previous sections, data extracted from text, audio, and video are
characterized by different features with different metrics, dynamic structures, and time
scales, and, therefore, are heterogeneous. However, these heterogeneous data are connected
by semantic relations. For this reason, video, audio, and text need to be transformed into
features taking into consideration the differences between these data and the semantic and
temporal relations among them.

To address this issue, the authors propose a language-based approach for managing
not only the heterogeneity of these data but also their relationships. In particular, the
authors use a linguistic method that is able to formalize different modal information and
their correlations in a combined structure [93].

In this section, the authors describe the multimodal features combined in our approach
to classifying the emotions in interaction processes shown in the videos.

7.1. Dataset Construction

When building the dataset, the authors took into consideration the fact that some
emotions are better identified from audio (e.g., sadness and fear) while others are best
detected from video (e.g., anger and happiness) [21]. A further hypothesis was that, in
emotion classification from audio, anger and sadness can be distinguished with high
accuracy, as happiness and neutral states, while in facial expression classification, anger
may be mistaken with sadness, and happiness with a neutral state [24]. Hence, for each
type of emotion, there is an optimum modality for expressing it.

As stated in [94], emotional databases can be categorized in spontaneous, invoked,
and acted or simulated emotions. This categorization considers a data source: spontaneous
emotions refer to data obtained by recording in an undisturbed environment (e.g., talk
shows, reality shows, or various types of live coverage); invoked emotions refer to data
obtained by recording an emotional reaction provoked by staged situations or aids (e.g.,
videos, images, or computer simulations); acted or simulated emotions refer to acted-
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out emotional samples. A spontaneous dataset might be composed of material that is
questionable due to background noise, artifacts, and overlapping voice. Instead, the main
disadvantage of the invoked dataset is the lack of results’ repeatability, as people might
differently react to the same stimuli. For this study, the authors needed high-quality
recordings, with clear undisturbed emotional expression. Therefore, the authors decided to
build an acted or simulated dataset composed of data extracted from recording unqualified
volunteers who acted out emotional samples. Six people were involved in building the
dataset, with post-graduated and working ages ranging from 27 to 60. During the data
acquisition process, these people were placed in front of a camera with their faces visible,
and background music and sound were not present. Each participant was asked to express
ten different multimodal sentences connected to each emotion (six people× ten multimodal
sentences × seven emotions).

To annotate the videos, the authors used the method proposed in [95], in which
syntactic and semantic information was extracted from multimodal dialogues. The elements
of the unimodal sentences and their properties (i.e., actual value, syntactic role, modality,
and kinds of cooperation between modalities [7]) were extracted and combined to generate
linear sequences of elements, called multimodal linearized sentences. Grammatical rules
were then applied to these multimodal sentences to parse them, and the multimodal
sentences were annotated with the correct interpretation and the correct syntactic roles of
the element of the sentence.

In this way, the annotated multimodal sentences were associated with the relevant
emotions extracted from the features of facial expressions, emotional speech, and text. To
extract these emotions from video sequences and texts, the authors used existing tools.
To extract emotion from facial expressions, the authors used CrowdEmotion [96], which
provides an online demo [97] for analyzing facial points from the real-time video, and yields
a time series for the six universal emotions (happiness, surprise, anger, disgust, fear and
sadness) as defined in [69]. Emotion was extracted from texts using the TheySayPreCeive
REST API Demo [98], an engine created by TheySay [99] for monitoring, understanding,
and measuring opinions and emotions expressed in text. This tool applies grammatical
and semantic analysis using a proprietary parser, in which meaning is identified from
text including sentiment, intent, and other subjective dimensions across multiple levels,
including documents, sentences, entities, topics, and relations. Finally, the authors extracted
the pitch, energy, and other features from emotional speech using openSMILE [100], which
extracts the features of emotional speech, music, and sounds by recognizing the prosodic
features and the audio component of the spectrum in the sound modulations of audio
signals from videos and audio streams.

The data sample distribution per emotion in the final dataset is shown in Table 1.

Table 1. Data samples distribution per emotion in the dataset.

Emotions Number of Samples

Anger 60
Disgust 60

Fear 60
Happiness 60

Neutral 60
Sadness 60
Surprise 60

In total, the resulting dataset contained 420 multimodal sentences corresponding to
seven emotions (60 for each of the emotions of anger, disgust, fear, happiness, neutral,
sadness, and surprise). The training and testing sets consisted of 60% and 40% of the
dataset, respectively.
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7.2. Representation

Using this language-based method, the authors converted the information extracted
from the videos into a sequence of sentences consisting of several modes of information.
Each sentence was composed of a sequence of elements (a string of symbols), where each
element was associated with the audio or visual modality, or another modality used in the
video. The features extracted from each modality were syntactic (e.g., syntactic role) and
semantic (e.g., concept, representation). To extract the syntactic and semantic features, the
authors used the method put forward in [95]. Sentences were segmented into elements
to extract information about the modality used and the representation in that modality.
Following this, each element was localized in a list of elements to associate it with the
temporal interval. In addition, the syntactic features were extracted using the Stanford
Parser [101], and the semantic features were extracted based on the conceptual structure of
the context [93]. The emotions and their features (e.g., facial points in the real-time video;
sentiment, intent, and opinion words in the text; the audio component of the spectrum in
sound modulations; prosody in audio signals), were extracted using specific tools for each
modality as described in Section 7.1.

The proposed method is based on the representation of each multimodal sentence MSi
as a sequence of elements

{
Ei }n

i=1, where each Ei represents a meaningful feature of the
language used. The multimodal sentence MSi [102] is a fundamental concept and forms a
grammatical unit composed of a set of terminal elements Ei that are the elementary parts
of a multimodal language. Each terminal element Ei can be characterised by meaningful
features. These meaningful features are modelled to represent the modality used for
representing the element, the representation of the element in the used modality, the
temporal features of the element, the syntax extracted by the Stanford Parser [101] (e.g.,
noun, verb, adjective, adverb, pronoun, preposition, etc.), the semantic meaning of the
element considering the conceptual structure of the context [93], and the cooperation
between modalities [7] when more than one modality is used to define the sentence (e.g.,
complementarity and redundancy) [7]. Note that the feature involving cooperation is
applied to the elements of the multimodal sentence that are in a close-by relationship [7];
otherwise, this feature has the value “noncooperation”.

As defined in [102], each terminal element Ei is identified by a set of meaningful
features, as follows: Ei

mod corresponds to the modality (e.g., speech, facial expression,
gesture) used to create the element Ei; Ei

repr indicates how the element Ei is represented by
the modality; Ei

time measures the time interval (based on the start and end time values) over
which the element Ei was created; Ei

role corresponds to the syntactic role that the element
Ei plays in the multimodal sentence, according to the Penn Treebank Tag set [103] (e.g.,
noun, verb, adjective, adverb, pronoun, preposition, etc.); and Ei

concept gives the semantic
meaning of the element considering the conceptual structure of the context [104]. Given
two elements Ei and Ej, where Ej has a close-by relationship with Ej [7], Ei

coop is set to the
same value as Ej and specifies the type of cooperation [7] between the elements Ei and Ej.
Finally, the field representation (Ei

repr) includes the features (e.g., characteristic points from
a face image, prosody from speech, opinion word from text) conveyed by the modality
(e.g., speech, text, facial expression, gesture) used to create the element Ei.

When detecting emotions, the authors need to consider features that allow for dis-
crimination between different emotions. These features are unique and differ depending
on the modality used to convey emotion. For example, features of speech that allow us to
discriminate between emotions include the pitch, rate, tone, and articulation, while the
main visual features include the facial features of the eyes, nose, and mouth. Murray and
Arnott [105] presented a review that summarizes the relationships between speech features
and emotional states and showed that sadness corresponded to a slightly lower average
pitch, lower intensity, and resonant voice quality.

Since there are features that allow us to identify each emotion depending on the
modality used, the authors need to enrich the formalism defined in [102] by introducing
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into the representation field Ei
repr, the particular features of the emotion with respect to

the modality.
For the sake of clarity, the authors consider the example of deception introduced in

Section 2, where a person speaks the words:

“I am sad about the theft of this.”

while showing a fearful facial expression and gesturing towards a picture of a jewel, as
illustrated in the timeline in Figure 1. The authors start from the hypothesis that all the
multimodal elements described above are extracted using tools for gesture classification,
facial expression, and handwriting classification. Our method is applied downstream of
these tools. All the elements defined through the interaction modalities (in this example,
the authors have speech, facial expressions, and gestures) are combined in the multimodal
sentence. The authors can use the definitions of complementarity and redundancy [7] to
show that the speech element “
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Figure 1. Example of an ambiguous multimodal sentence.

Information about the interaction modalities, the temporal intervals, and the element
representations is extracted during the process of interaction between the user and the
system, while the concepts are extracted using an ontology defined according to the context
of the interaction. An explanation of how this information is extracted is beyond the scope
of this paper.

The syntactic roles and dependencies between the elements of the multimodal sen-
tence are extracted using the Stanford Parser [101], which parses the natural language
sentence associated with the multimodal sentence by applying a linearization process [93].
Knowledge of the syntactic roles and dependencies allows us to build a syntax graph to
represent the syntactic structure of the sentence (Figure 2).

Note that the emotion conveyed by the multimodal sentence shown in Figure 1 is not
univocally defined, since although the speech element “
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” have a close relationship [7] and are combined into the same syntactic role
(see Figure 2), they express two different emotions (sadness and fear). To unambiguously
identify the emotion conveyed, the two modal elements need to refer to the same emotion.
In this case, there are two possible interpretations of the multimodal sentence (“I am sad
about the theft of this jewel” and “I am fearful about the theft of this jewel”).

The multimodal sentence in this example is modelled as a sequence of 10 elements, of
which 8involve speech, one relates to facial expression, and one to a gesture, as shown in
Figure 3. Each element Ei (for i = 1, . . . , 10) is characterized by the set of features: Ei

mod,
Ei

repr, Ei
time, Ei

role, Ei
concept, and Ei

coop. The sequences of features that characterize these
elements are composed in a feature’s vector ft at time t:

f t = [(Ei
k)]t with i = 1 . . . 10 and k ε K and K = {mod, repr, time, role, concept, coop} (1)
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To construct the joint features vector, the multimodal elements are arranged to support
the correct classification of emotions. The features are extracted from each modality and
modelled as the elements of the multimodal sentence and are then combined into a joint
feature vector by the Features vector building module, as illustrated in Figure 3.

The joint features vector contains the pairs of elements that make up the multi-
modal sentence. The pairs of elements contained in the features vector ft of the consecu-
tive elements making up the multimodal sentence(Ei

modEi+1
mod, Ei

reprEi+1
repr, Ei

reprEi+1
repr,

Ei
timeEi+1

time, Ei
roleEi+1

role, Ei
conceptEi+1

concept, Ei
coopEi+1

coop) are concatenated to form a single,
long feature vector vt, represented by the joint features vector:

vt = [( Ei
k, Ei+1

k)]t with i = 1, 10 and k ε K and K = {mod, repr, time, role, concept, coop} (2)

As shown in Figure 3, the joint features vector for the multimodal sentence illustrated
in Figure 1 is:

vt = [(speech, speech), (
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Figure 4 shows the pairs of features corresponding to the multimodal elements making
up the joint feature vector, which were extracted from the video of the theft interrogation
described above.
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When the modal features have been modelled as the joint features vector, emotion
classification essentially becomes a classification process. Based on the findings of the
previously analyzed studies and the works in [10,106–108], HMMs appear to be appropriate
to extract information from multimodal data, and hence for extracting emotions from
multimodal data formalized using a multimodal language. An HMM allows us to classify
the language sequence data since this approach can be applied in an analogous way to
classify text sequence data and proteins [109].

The concepts and notions described above are used in the following sections in a
discussion of our classification method for emotions based on HMMs.
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7.3. Proposed Model

According to the theory introduced in [1], which asserted that any emotion can be
considered as a composition of primary emotions (i.e., happiness, surprise, fear, anger,
neutral, disgust and sadness), there are only seven basic emotions.

In the proposed model, each of these basic emotions is modelled by a specific HMM,
based on a parametric model that is used to statistically describe a time series under the
Markov assumption. Each of the seven HMMs can be visualized as a spatio-temporal
model describing a multimodal sentence in the form of a chain of joint features vectors in
which high-level features are combined from multiple channels into a single vector. The
authors apply a strict left-to-right model in which each state is transferred to the next.
The authors use HMMs as they can represent the differences in the whole structure of
multimodal sentences, manage multimodal features, and incorporate temporal frequent
pattern analysis for baseball event classification, as set out in [108]. This method was also
selected due to its proven effectiveness in the extraction and classification process [107].

An HMM models the joint probability of a time series Xi as a chain of observations xt
i

and corresponding discrete (unobserved) hidden states zt
i .

Each HMM is made up of five components: the hidden states, the observation symbols
for each state, the probability distribution for state transitions, the probability distribu-
tion for the observation symbols in each state, and the probability distribution of initial
states [59].

Each hidden state in an HMM is essentially an abstraction of a joint feature vector
and describes a pair of high-level features that make up the elements of the multimodal
sentence (observations). The joint feature vectors are used as observation sequences for
the HMMs for different emotions. The observation sequence for a multimodal sentence
consisting of m elements Ei is:

xi
t ≡ vt = [(Ei

k, Ei+1
k)]t

for i = 1, . . . , m and k ε K and K = {mod, repr, time, role, concept, coop}
(4)

The probability value p(xt/λk) is computed between each emotion model λk and the
analyzed joint features vector (xt), to return the most probable emotion (associated with λi)
associated with the analyzed joint features vector.

Figure 5 illustrates the proposed model for emotion classification. The authors extract
the multimodal features from videos, which may contain images, audio signals, and text.
The data from each of these modalities were processed. The visual feature extraction
module extracts the facial expression features from the frames using CrowdEmotion [96],
while the audio feature extraction module extracts emotional speech features from the audio
stream using openSMILE [100], and the textual features extraction module extracts the
features from text using TheySayPreCeive REST API Demo [98], as described in Section 7.1.

The extracted modal information is then used by the Feature vector building module
to build the joint feature vector (see Figure 5). This step models the relevant information
conveyed by the different modalities and their correlations using a linearized language-
based representation that provides the syntax and semantics for the multimodal sentences,
as described in Section 7.2.

To classify the emotions, the authors train one HMM for each emotion class using
the joint features vector associated with the specific emotion, as illustrated in the Training
phase in Figure 5. At the test stage, the authors identify the most probable class, as shown
in the Testing phase in Figure 5. For this reason, the proposed emotion classification model
consists of two phases: the training phase and the testing phase.

Since our aim is to identify emotions from multimodal features, the authors consid-
ered the sets of joint feature vectors with their assigned categories (‘neutral’ or one of the
six emotions) as our training dataset for the observation sequences. The training phase
allows the key parameters to be captured (i.e., the concept or the syntactic role) and the
correct emotion to be associated with the multimodal sentence. The training data from
a multimodal sentence dataset D, with N samples, is represented as D = {MSi, EMi}N

i=1,
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where MSi is a multimodal sentence, EMi ∈ EM is its emotion label, and EM = {anger,
disgust, fear, happiness, neutral, sadness, and surprise}. The model was trained on
252 multimodal sentences and 7emotions (giving 42 multimodal sentences for each emotion).
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Each of the emotion models (the anger, disgust, fear, happiness, neutral, sadness,
and surprise HMMs) was trained on the joint feature vectors associated with the related
emotion. The sequence of joint feature vectors is the observation sequence of our model
that contain multimodal features. The association between any pair of joint feature vectors
and emotions is modelled in the hidden states.

The training set consisted of 60% of the full dataset and contained 420 multimodal
sentences representing emotions. Table 2 shows the number of samples used for the
emotion model.

Table 2. Numbers of emotion samples used in the training phase.

Anger Disgust Fear Happiness Neutral Sadness Surprise

36 36 36 36 36 36 36

In the testing phase, the joint feature vectors extracted from the test data were passed
as input to all the trained models to identify the emotion in the multimodal sentence. For
the testing set, the authors used 40% of the full dataset, consisting of 420 multimodal
sentences containing emotions, as shown in Table 3.

Table 3. Numbers of emotion samples used for the HMMs in the testing phase.

Anger Disgust Fear Happiness Neutral Sadness Surprise

24 24 24 24 24 24 24

As described in Figure 5, the Probability comparison module picks out the HMM
with the highest probability value. In this way, the videos, audio streams, and/or text are
classified using the appropriate model.
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For example, if the happiness model is the one that gives the highest probability value
for a particular multimodal sample, the Probabilities Comparison module determines that
the emotion predicted for this multimodal sample is happiness.

8. Evaluation

After training, the model was tested. An evaluation process was performed on a
testing dataset containing 168 multimodal sentences and 7emotions (with 24 multimodal
sentences for each emotion), as described in Section 7.1.

The confusion matrix for this case shows the number of multimodal sentences in the
testing dataset, classified based on the true emotion label and predicted by the model as
anger, disgust, fear, happiness, neutral, sadness, and surprise.

Table 4 shows the confusion matrix generated for the emotion classification model
based on multimodal sentences. The rows represent the number of predicted classifications
made by the model for anger (ang), disgust (dis), fear (fea), happiness (hap), neutral (neu),
sadness (sad), and surprise (sur). The columns represent the true classifications of the
test data.

Table 4. Numbers of emotion samples used in the training phase.

Predicted

True

Anger Disgust Fear Happiness Neutral Sadness Surprise

Anger 0.58 0.17 0.08 0.00 0.04 0.13 0.00
Disgust 0.08 0.46 0.17 0.00 0.13 0.08 0.08

Fear 0.08 0.21 0.54 0.00 0.04 0.08 0.04
Happiness 0.00 0.00 0.00 0.71 0.13 0.00 0.17

Neutral 0.17 0.04 0.04 0.13 0.46 0.13 0.04
Sadness 0.04 0.08 0.08 0.04 0.13 0.54 0.08
Surprise 0.04 0.04 0.08 0.13 0.08 0.04 0.58

In the testing phase, the authors used three performance evaluation measures for each
of the trained emotion models, as follows:

• Precision (Pi): This gives a score for each emotion class and is defined as the ratio of
the multimodal sentences that are correctly classified by the model as belonging to
the given emotion class to the total number of multimodal sentences classified by the
model as belonging to the given emotion class.

• Recall (Ri): This gives a score for a particular class and is defined as the ratio of the
number of multimodal sentences correctly classified by the model as belonging to the
given emotion class to the total number of multimodal sentences actually belonging to
the given emotion class.

• Specificity (Si): This measures the proportion of no true emotion classes that are
correctly identified as false.

Precision, recall, and specificity are all important measures of relevance for the clas-
sification model. High precision means that the model returns more relevant instances
than irrelevant ones, while high recall means that the model returns most of the relevant
instances. Specificity quantifies the avoidance of no true classes that are classified as true,
and hence high specificity means a low type I error rate [110].

For an HMMi trained to classify emotions i (where i = ang, dis, fea, hap, neu, sad, sur),
these measures are defined as follows [111]:

Pi =
∑sur

j=ang xjj

∑sur
j=ang xjj + ∑sur

j = an
j 6= i

xji
(5)
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Ri =
∑sur

j=ang xjj

∑sur
j=ang xjj + ∑sur

j = ang
j 6= i

xij
(6)

Si =

∑sur
i=ang ∑sur

j = ang
j 6= i

∑sur
k = ang

k 6= i

xjk

∑sur
i=ang ∑sur

j = ang
j 6= i

∑sur
k = ang

k 6= i

xjk + ∑su
j = an
j 6= i

xji
(7)

for j = ang, dis, fea, hap, neu, sad, sur and k = ang, dis, fea, hap, neu, sad, sur.
Table 4 presents a summary of the experiments and gives the normalized multi-class

confusion matrix for the emotion classification model when applied to the 168 multimodal
sentences associated with seven emotions (24 multimodal sentences for each emotion). The
main source of confusion was between fear and disgust, due to the similarity between the
multimodal features that characterized these emotions.

Figure 6 displays the results of the evaluation parameters for all the emotion models
and the values for the specificity, recall, and precision, thus enabling a comparative anal-
ysis of all the different models (the anger, disgust, fear, happiness, neutral, sadness, and
surprise HMMs).
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Figure 6 shows that the best emotion classification result was achieved for hap-
piness, as the happiness HMM yielded the highest values for the three performance
evaluation measures.

9. Conclusions and Future Work

In this paper, the authors have presented a method for classifying emotions from mul-
timodal data extracted from video in the form of sequences of different modal information
using a linguistic approach. Our method classifies emotions by analyzing multimodal
sentences consisting of features extracted from facial expressions, speech prosody, gestures,
and textual information.

The authors modelled each emotion as an HMM, and these were trained and tested
on samples of multimodal sentences containing seven basic emotions (anger, disgust, fear,
happiness, neutral, sadness, and surprise). The experimental results showed good emotion
classification rates, and the best results were achieved for happiness.

In terms of the influence of each modality on the process of emotion identification, the
results from our model support those of other studies in the literature. In particular, the
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correct identification of sadness and fear is influenced by the use of speech in multimodal
sentences, while the correct identification of anger and happiness is influenced by the use
of facial expressions and gestures. Therefore, the combination of different modalities allows
for improving the correct identification of emotions.

The authors have developed a process of emotion classification based on linguis-
tic features and other features that characterize the interaction modalities (e.g., speech,
facial expressions, and gestures). In future work, the authors will investigate how con-
textual, cultural-related, and gender-related features can improve the performance of the
proposed method. The need for this research was suggested in studies conducted by
Mesquita et al. [112], who demonstrated that culture shapes and constitutes individuals’
emotions and presented evidence that gender causes differences concerning emotions [113].

In future work, the authors will overcome the limitations of this work arising from the
relatively small sizes of the samples used and will include more participants and collect
further data in an attempt to improve the classification rate. In addition, the authors will
try to understand the impact of age and gender differences on emotional data.
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F.F.; Validation, M.C.C.; Writing—original draft, M.C.C., P.G. and F.F.; Writing—review & editing, P.G.
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