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Abstract: Creating digital twins of real objects is becoming more popular, with smartphones providing
3D scanning capabilities. Adding semantics to the reconstructed virtual objects is important to
possibly reproduce training scenarios that otherwise could demand significant resources or happen
in dangerous scenarios in some cases. The aim of this work is to evaluate the usability of authoring
object component behaviors in immersive and non-immersive approaches. Therefore, we present
an evaluation of the perceived ease of use to author moving parts of objects under three different
conditions: desktop, augmented reality (AR) and virtual reality (VR). This paper provides insights into
the perceived benefits and issues that domain experts might encounter when authoring geometrical
component behaviors across each interface. A within-subject study is the major contribution of
this work, from which is presented an analysis based on the usability, workload and user interface
preferences of participants in the study. To reduce confounding variables in the study, we ensured that
the virtual objects and the environment used for the evaluation were digital twins of the real objects
and the environment that the experiment took place in. Results show that the desktop interface was
perceived as more efficient and easier to use based on usability and workload measures. The desktop
was preferred for performing component selection but no difference was found in the preference for
defining a behavior and visualizing it. Based on these results, a set of recommendations and future
directions are provided to achieve a more usable, immersive authoring experience.

Keywords: virtual reality; scenario-based design; interaction paradigms; human–computer interaction
(HCI); augmented reality

1. Introduction

In the development of domain-specific training experiences, there is a requirement
for objects to behave as expected for that domain. This creates a need for an expert who
can aid with content generation and implementation for the training simulation. It is vital
for this content to serve as a digital twin of the real object as it can drastically reduce
costs, improve safety or provide a self-contained environment for a trainee. This type
of training is grounded in principles of Situated Learning [1] (SL), aiming to exploit the
surrounding visual cues as a means to provide a near-to-real-world experience. In this
context, augmented reality (AR) and virtual reality (VR) are suitable to take advantage
of the principles of SL. Digital information can be presented within the user’s view—in
the case of AR, by blending it within the real world. Conversely, VR provides a simulated
environment where the perception of the real world could be limited. Desktop represents
the traditional user interface in which a 3D environment can be represented using a 2D
projection on a plane.

In a given scenario, virtual objects possess attributes and behaviors that can infer
some kind of instruction in the scene, such as in [2,3] in the form of audio and visual
cues. Conversely, some objects demand more complex actions, such as rotating a knob or
pressing a button, as in [4]; opening doors or compartments, as in the examples in [5]; or
even deforming the geometries of objects, like the spring scenario from [6].
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However, these experts are often not familiar with content generation tools. As such, they
have difficulty in authoring a representative simulation with ease. This is further complicated
as the means of interaction used are diverse across conditions, such as desktop [2,7–9], virtual
reality (VR) [3,10–12], augmented reality (AR) [2,6,13–15] and even combined approaches, as
in [16], using desktop and VR together, or in [17], with simulated AR and VR.

In this paper, we analyze solutions to this problem by evaluating affordance frame-
works across multiple conditions: AR, VR and desktop (see Figure 1). To do this, we
begin with Kallmann et al. [18–21], which provides an organizational framework called
smart objects based on actor–object interactions. This conceptual model identifies different
"interaction features" based on the type of data that each contains. Our interest based on
this definition is specific to parts, actions and commands. Interactions between users and
objects have been captured using computer vision to identify objects’ and users’ demon-
strations to record actions, as in the work by Chidambaram et al. [22]. However, these
types of interactions do not capture the intrinsic properties of the objects or what a specific
object allows one to do, as in GesturAR [6]. We believe that providing a user with a tool
to author and record object properties and actions is more suited towards defining object
components’ behaviors. While AffordIt! in Masnadi et al. [5] offers a solution to assign
affordances and constraints to the intrinsic behaviors of an individual object, it has been
not explored how users perceive and perform in non-immersive approaches.

(a) (b) (c)

(d) (e) (f)

Figure 1. These figures show our authoring tool across three different conditions. (a,d) A drawer with
4 doors authoring top door behavior in the AR condition. (b,e) A cabinet with 2 doors, authoring
the rotating door in VR. (c,f) A mini-fridge with the top door component segmented and a rotation
behavior added in the desktop condition.

As capturing the geometry of everyday objects is becoming well supported, our main
motivation in this study is to explore the authoring of such objects’ moving articulated
parts. A 3D reconstructed object is created as a single continuous mesh, which then can be
segmented into meaningful parts using artificial intelligence, as shown in George et al. [23]
and Shamir et al.’s survey [24], or human in the loop approaches, as seen in [25,26]. These
authored behaviors could then be used in training systems within a broader scope. The
main question explored in this paper is whether AR and VR afford any real benefit to the
authoring of sliding and rotating behaviors of articulated 3D objects.

We seek to identify the advantages and challenges of object behavior authoring tools,
whether in situ using AR/VR or computer-aided using traditional interaction techniques.
AffordIt! [5] interactions were custom tailored for each interface condition, using a mouse
and keyboard for desktop and hand tracking and gestures for AR and VR. Fiducials are
used in AR and VR: in AR, for improved precision in the mapping of real objects with the
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respective digital twins; in VR, to always align the virtual environment to the same physical
position within the physical room. The results of this study present users’ preferences,
usability and performance while authoring sliding and rotating behaviors of articulated 3D
objects in each interface.

Previous research by Kallmann et al. [19–21,27] defined object component behaviors in
virtual environments. Different aspects were extensively evaluated across different research
articles introducing and evaluating virtual object behaviors and their interactions with
human agents/actors. Real objects’ behaviors are also explored in the domain of robotics
to provide computer agents with instructions to manipulate real-world objects [28–30].
AffordIt! [5] continues this research by presenting a technique to author object components
behaviors in VR. A current gap exists in whether immersive approaches in VR can be as
effective as their desktop counterparts; considering this, we propose an empirical evaluation
of these concepts across AR, VR and desktop interfaces. Our research question is as follows:
To author objects’ moving parts’ behaviors, can an immersive interface be as effective and
usable as a non-immersive approach, with the approach described in this paper?

Our contributions in this paper are as follows:

1. The first comparison of AR, VR and desktop for authoring the moving parts of objects;
2. The results from a user study to evaluate participants’ performance and preferences.

The main contribution of this paper lies in the user study; the results provide insights
into the usability issues and preferences of users when performing the specific tasks
proposed within a continuous mesh to author moving parts of virtual objects. Comparing
the same technique across different conditions allows practitioners to select the appropriate
interface where similar tasks could be implemented.

In the next section, we review the literature on authoring tools across different modal-
ities and the concept of objects’ behaviors. Section 3 covers the materials and methods
used for this research, followed by Section 4 presenting the results of the evaluation. Lastly,
Sections 5–7 discuss the results, limitations, future work and conclusions.

2. Related Work

In this section, we review previous research in VR, AR and desktop authoring tools,
as well as object behavior definitions.

2.1. Augmented Reality Authoring Tools

In some cases, AR authoring approaches rely on tracking fiducials to render a vir-
tual object in the viewer’s perspective. Tiles is an early effort by Kato et al. [31] to pro-
vide a collaborative scenario where the combination of virtual objects is used to interact
with the scene to invoke an outcome. Similarly, in [14], Lee et al. introduce the con-
cept of immersive authoring. Virtual objects in a scene are modified by different UI
components associated with tangible fiducial markers. Generally, it was found that the
immersive strategy was preferred over non-immersive approaches. In line with this work,
Rajaram et al. in [32] explore the use of a regular sheet of paper to enable instructors to
create AR educational experiences. The types of assets used were descriptive in nature,
either to augment information given on the paper or to visualize a concept. Interestingly,
participants found authoring on a handheld AR device more practical and visualizing it on
a head-worn display as the more natural experience.

In situ authoring tools are situated in the context of procedural instructions. In the
work by Gonzalez et al. [2], a visual authoring tool is presented to add behaviors and
interactions to virtual objects in a scene. The behaviors authored in this tool are descriptive
(text or audio). In the work by Ng et al. in [13], a set of guidelines is presented for procedu-
rally authored games in AR. The type of non-character behaviors used is non-deterministic
to the object’s nature but rather augmentative—for instance, changing visibility using a
bounding box as a trigger mechanism. A collaborative role-based approach is proposed in
XRDirector [33] by Nebeling et al. Their work focuses on aspects tailored to 3D designers,
such as cameras, lightning and animations. In the industrial context, AR is used to create
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procedural training experiences by demonstration, as in [22,34]. Both approaches were
constrained to recording video, audio and the movement of virtual assets. While well
received and preferred over the PC, they did not explore behaviors related to the geometric
properties of the objects. In the same context, the work by Izquierdo-Domenech et al. [4]
and Chidambaram et al. [22] used computer vision to classify objects from the environment.
Izquierdo-Domenech et al. [4] present a more automatic approach to adding semantic
information to objects in the scene. In this paper, we focus on the evaluation of a human-in-
the-loop approach where geometrical constraints are defined by the subject matter expert
using an authoring tool, as seen in AffordIt! [5].

Virtual objects are key components when authoring instructions in AR. Jasche et al.
in [35] compared two types of AR object visualizations, Concrete (CAR) and Abstract
(AAR). CAR involves the use of complete CAD-style meshes, while AAR relates to the use
of wire meshes and 3D arrows. The result shows that concrete visualizations induce fewer
errors from participants. Our work adopts the concrete visualization for the demonstration
of authored behaviors. Intrinsic object properties like stiffness and motion resistance are
captured in RealityBrush [15], a novel authoring system that creates virtual replicas of
real objects with measured kinetic properties. This work enables a virtual asset to afford
two types of actions, poke and push, depending on the force applied. In a similar context,
in GesturAR [6], everyday objects are scanned and behaviors are authored by mapping a
freehand interaction to an action. Similar to our work, a hinge-joint type of interaction is
proposed. However, object component segmentation is not explored.

2.2. Virtual Reality Authoring Tools

Virtual reality provides an ideal environment to simulate real-world conditions when
creating identical replicas of the environment. Ipsita et al. in [36] propose VRFromX, a VR
authoring tool that allows users to create interactive virtual experiences from a 3D point
cloud scan. A region of interest (ROI) is first extracted and then queried to a database
of virtual objects. Then, affordances can be enabled in the resulting object. They test the
usability of the system in a welding training scenario. In line with this work, Masnadi et al.
in AffordIt! [5] focus on behaviors authored in objects’ components. Similarly, an ROI is
defined by identifying a component of an object to then enable geometric affordances on it.
A preliminary evaluation showed the high usability on the techniques proposed.

ScalAR in [3] provides a holistic approach to scene authoring by tackling the problem
of authoring a scenario independently of a room layout configuration. Virtual replicas of the
identified objects are used in a VR environment to author semantic-level associations of AR
content in each scene. The behaviors authored in this approach are descriptive or augmentative,
rather than specific to the objects’ intrinsic properties. In the context of Internet of Things
(IoT), Ivy by Ens et al. [10] uses VR for the authoring of intelligent environments. A node-link
visual programming interface allows users to author IoT programs and visualize sensor data.
Similarly, Zhang et al. [37] propose a visual programming interface to author interactive scenes
in VR. Ivy and Flowmatic do not explore objects with geometrical components.

The design of an authoring tool for virtual environments using constructivist principles is
explored by Winterbottom and Blake in [11]. Constructivism is grounded on the theory that
knowledge is built by the interaction of a user with the environment. Our scope is based on
actor–object interaction rather than actor–avatar. Authoring at run time was first explored by
Steed et al. [38] using data flow diagrams while immersed to define a virtual object’s behavior.
Their authoring was constrained to interactions with input devices. Inspired by this work, our
approach allows for in situ tools to visualize the outcome of the authored behavior. Finally,
Hayatpur et al. in [12] present three authoring techniques invoking either a plane, ray or point
and using hand gestures to define movement constraints on virtual objects.

2.3. Desktop Authoring Tools

Early research in desktop-based authoring tools focused on localizing and mapping
fiducial tags to 3D graphic content [39]. We adhere to Kato et al.’s [40] design prin-
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ciple of object affordances matching the physical constraints of the object. DART by
MacIntyre et al. [7] and ComposAR [8] developed UI toolkits for the rapid prototyping of
AR experiences in a desktop environment. Both approaches provide visual programming
and scripting capabilities to associate virtual content with AR tags, from which actions
and behaviors can be authored. In the educational context, Zhang et al. in [41] propose
an authoring tool for experimental education, a traditional graphical user interface to
enable educators to author AR attributes of the virtual experimental equipment. Another
alternative toolkit is ARSpot [42], which is built on top of Scratch [43,44], a popular toolkit
for children to learn programming concepts and visualize their code within an integrated
development environment. Objects’ constraints may be authored by looking at an object’s
associations based on their geometries [45,46]. For example, objects may utilize collisions
to determine the constraints of movement within a plane, as shown in Oh et al. [47].

A high level of fidelity for AR training applications [48] can only be achieved using
lower-level tools such as game engines [49,50]. However, commercial efforts [51,52] provide
development environments specific to author aspects of the training. While these systems
ease the development pipeline, the learning curve is still high and assets used on these
applications need preparation.

2.4. Real and Virtual Objects’ Behaviors

Text, audio, videos, animations, color and visibility are examples of some charac-
teristics that can be authored and associated with virtual objects. A general model for
interactions between virtual human agents and objects is proposed by Kallmann et al.
in [18]. This work includes the definition of the virtual object space according to four
different classes of interaction features: intrinsic object properties, interaction information,
object behaviors and expected agent behaviors. A graphical user interface and examples
are described in [19]. Furthermore, in Kallmann et al. in [20], the object properties are
divided into descriptions, parts and actions. A taxonomy for interactive object behaviors
is proposed and demonstrated with a GUI to visually author behaviors as graphical state
machines. Yet again, an extension of this model in [21] defines more complex behaviors
such as multiple actors interacting with one object and the the actor manipulation of virtual
objects introducing the term “smart objects”. The extent of the work by Kallman et al. is
demonstrated in a non-immersive environment; our work evaluates immersive approaches
and adopts the intrinsic properties of parts and actions for our scope.

Geometric properties are discussed in the work by Thalmann [27], the problem being
how to model virtual objects’ interactions with others. Lee et al. in [53] introduce the
concept of programming by demonstration. An object behavior is composed of events,
context and action components, which they call ACE. This behavior is encoded as a Backus-
Naur Form (BNF) notation that is then attached to a virtual object to specify interactivity
in the virtual world. Authoring is performed in a desktop interface and visualized in VR,
whereas the interface that we use allows a user to author and visualize behaviors from
within the VR environment. An additional conceptual model called VR-WISE is presented
in Pellens et al. [54], which establishes simple behaviors that, when nested, could produce
more complex ones. This work has not been evaluated in a user study. Furthermore, we
look to robotics for ways to apply affordance theory to object manipulation [29,30,55].

3. Materials and Methods

The following sections describe the apparatus, experiment and design considerations
for this research.

3.1. System Design

Two different sets of hardware devices are used in this experiment. For the desktop
condition, we use a 55-inch flat-panel TV display connected to a PC with a dedicated
graphics card. For AR and VR, from Varjo Tech USA HQ in Arlington, Virginia, we use the
Varjo XR-3 HMD coupled with a pair of SteamVR Base Stations 2.0 for positional tracking,
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connected to the same PC. A Vive controller is used for configuration by the proctor when
aligning to anchored positions. For audio cues, JBL Tune 510BT Wireless Bluetooth On-Ear
Headphones are used in all conditions.

Three systems were developed implementing the techniques presented in [5]. The
applications were built using Unity3D [49] version 2020.3.30f1. While the interface and
interaction techniques are different across the conditions, the functionality remains the
same. Our authoring system has four different aspects: (1) select a region of interest (ROI)
as a component of a virtual object, (2) attach a perpendicular pull behavior to the ROI,
(3) attach a rotation pull behavior to the ROI, (4) visualize the result. Real objects in AR
and virtual objects in VR and desktop can interact through collision with a pointer, which
spawns a step-by-step menu. The pointer in the desktop condition is the mouse, and for
AR and VR, it is a green sphere placed in the index fingers of participants, as can be seen
in Figure 2. The pointer triggers events by collision with the UI or objects in the scene.
Similarly, an undo option is provided in the UI, which allows participants to easily recover
from mistakes. The goal of the study is to perform a fair comparison, as such users use the
same authoring techniques across different conditions and environments. Both desktop
and VR environments have been captured with LIDAR to simulate the real environment.

Figure 2. (Left) Hands visualized in AR. (Right) Virtual hands in VR. Green spheres are pointers to
interact with elements in the scene.

3.1.1. AR Application

The AR condition is a video see-through application deployed to a mixed reality head
mounted display (HMD). To provide a better sense of depth, an occlusion material was used
for the virtual objects and hands. Markers were added to the physical objects to aid mapping
between the virtual and real objects. For hand tracking, the Ultraleap [56] package was
integrated into the development pipeline. HMD tracking was possible with the integration of
SteamVR 2.0 Lighthouses placed on the extreme ends of the physical room.

3.1.2. VR Application

The VR condition is also deployed to a mixed reality HMD. The virtual objects’ ma-
terials in this case are textures generated from pictures taken from the real objects and
mapped to the 3D scanned geometries. A marker is used to align the objects’ digital twins
directly in front of their physical counterpart versions. This was purposely designed to
allow participants to safely walk the environment while immersed in the VR scenario.
Ultraleap [56] was integrated into this version too, to handle hand tracking. HMD tracking
was also provided by the SteamVR 2.0 Lighthouses.

3.1.3. Desktop Application

The desktop application was implemented using the traditional graphical user interface
(GUI) paradigm. The tool has similar characteristics to other popular 3D editor tools (see
Figure 3). The user interface adheres to the following design principles: graphic layouts, task-
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related grouping and direct manipulation [57,58]. The main menu follows the graphic design
by Fluent 1 from Microsoft [59]. The interaction is performed by a mouse and keyboard. The
behaviors authored are equivalent to the ones produced by the AR and VR counterparts.

Figure 3. Desktop interface. In the figure, the cabinet is selected with a left click. The draggable object
menu and undo button are visible.

3.2. UI Design Considerations

The system interaction is designed to provide a 3D UI centered on the object; each
virtual object, when selected, spawns a menu (see Figure 4) that allows the user to author
the different aspects of the 3D object. Options from the menu and undo action are then
contextual to the object being interacted with. Visual guidance is given from the menu
using a light blue ring blinking around the possible next button to press if the user wishes
to continue authoring.

Figure 4. Step by step menu used across all conditions.

3.2.1. AR/VR Depth Perception

When designing the interface, the perception of depth in AR and VR was analyzed. It
was noted in informal pilot studies that participants perceived depth differently in some
cases. Distance judgement is extensively explored in research by Masnadi et al. [60] and
Pfeil et al. [61], which implies the field of view as a possible factor. In our study, interactions
happened at short distances, with the HMD selected for the study having a horizontal
FoV of 115◦. The inter-pupillary distance (IPD) adjustment was configured using the Varjo
proprietary software. To mitigate this problem, additional audio and visual cues were
provided for participants to better perceive depth. A ray is visible from the index finger to
the virtual object, when the pointer is less than 10 cm away from the 3D object or the menu
(see Figure 5).
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Figure 5. A ray between the index finger and the menu can be seen in both images: (left) AR and
(right) VR.

3.2.2. AR/VR Drag and Submit Gestures

The menu is draggable in the three conditions. In desktop, this is done by left clicking
and holding the title bar while moving the mouse. For AR and VR, the menu is draggable
by using the pinch gesture to the frame surrounding the 3D canvas, which then enables the
menu to follow the hand transform until the release gesture is performed [62]. A custom
gesture is used as well to submit the component selection and to submit the authoring of a
behavior. The gesture is invoked by closing the thumb finger as a clenched fist, as can be
seen in Figure 6.

Figure 6. Custom gesture to submit a completed component selection from the drawer.

3.2.3. Component Selection Cuboid Manipulation

Once the component selection is completed, transform tools to scale or translate the
cuboid are enabled. In desktop, traditional transform gizmos were implemented in the
interface (e.g., see left image in Figure 7). For AR and VR, 3D widgets in the form of a cube
for scaling and cone for translating were added. These widgets can be invoked from the
main menu and, when dragged using a pinch gesture, they scale or translate the cuboid
geometry in the direction of the movement, as can be seen in the right image in Figure 7.
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Figure 7. (Left) Translate gizmo in desktop interface. (Right) Scale widget being manipulated.

3.3. User Study

A comparative study of the three different interface conditions based on concepts from
AffordIt! [5] was performed to identify preferences and differences in usability and perfor-
mance across conditions. We conducted a within-subjects design with one factor and three
levels; the conditions were authoring tools deployed in (1) augmented reality, (2) virtual real-
ity and (3) desktop. The order of each condition and the order of objects chosen in the experi-
mental task were randomized to account for order effects. After completing the tasks in each
condition, qualitative data were collected using post-condition surveys. A post-experience
questionnaire was filled in by participants at the end of the study to gather their interface
of preference for four aspects of the system. Post-condition surveys involved the use of
custom (see Table 1) and standard questionnaires like NASA-TLX [63] to measure workload
and System Usability Scale (SUS) [64] to measure usability. Quantitative data were saved
from participants’ interactions with menus and objects during each condition. Time error
rates and the frequency of participants undoing an action were recorded using scripts in
the applications. Headset and hand tracking information was recorded as well. The user
study did not involve simultaneous stands; each session only involved one participant
at a time.

Table 1. Post-condition questionnaire. Participants answered these questions on a 7-point Likert scale
(1 = not much, 7 = a lot). * Not present in desktop condition.

# Question

Q1 Rate the importance of the task using current technology.
Q2 Rate your prior experience using the technology in this study.
Q3 How realistic did you find the virtual objects in the scene?

* Q4 How much did the weight of the headset affected you?
* Q5 How accurate did the hand tracking feel?
Q6 How easy was it to press buttons in the UI?
Q7 How easy was it to define the region for object component selection?
Q8 How easy was it to add a rotation behavior to the selected part of the object? (a)

Mini-fridge, (b) cabinet.
Q9 How easy was it to add a perpendicular pull behavior to the selected part of the

object?
Q10 I enjoyed using the system overall.

3.3.1. Participants and Apparatus

Twenty-one people (10 male, 9 female, 1 non-binary, 1 preferred not to say) aged 18
to 43 (µ = 26.43, σ = 6.28) participated in our study. Participants were recruited from
a university population from a variety of majors, such as Computer Science, Electrical
Engineering, Industrial Engineering, Biomedical Science, etc. All participants were right-
handed. Davis’ Likert scale ratings [65] from 1 to 7, with 1 representing “little experience”
and 7 “very experienced”, was used to measure the following: overall expertise using
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computers (µ = 6.14, σ = 1.06), experience in VR (µ = 4.00, σ = 1.67) and experience
with AR (µ = 3.48, σ = 1.72). The experiment was conducted on a PC (Core i7-11700
CPU, Nvidia RTX 3080Ti graphics card, 32 GB RAM) via a 55-inch flat-panel TV display,
and on the Varjo XR-3 HMD. The specifications for the HMD are as follows: horizontal
field of view of 115◦, ultra-low latency, dual 12-megapixel video pass-through at 90 Hz,
headset weight 594 g and headband 386 g. From the Varjo base manager configuration
settings application, foveated rendering was disabled, the resolution quality was set to high
(default)—35PPD, and simple rendering was enabled. Foveated rendering was disabled
to achieve a similar frame rate for the AR and VR conditions, and also to avoid extra
eye tracking calibration. The inter-pupillary distance was adjusted automatically for
each participant.

3.3.2. Study Preparation

The room that the study took place in was 3D scanned using a FARO ultra-portable
focus laser scanner set to the highest resolution. The dimensions of the room were
(4 × 3)/2 m in a triangular shape free of obstacles. The area is defined by the yellow
shaded region in Figure 8. Four objects were scanned using an Artec Eva 3D portable scan-
ner. Three objects and the room background can be seen in Figure 9. The additional object
scanned was a microwave, which was used for training participants in the UI. Meshes
were generated from the point cloud captured. The virtual environment was an exact
replica of the real physical room. The virtual environment was used for the desktop and VR
conditions. For the AR condition, the virtual object meshes were used as occlusion material.
Moreover, fiducials were taped to the real objects for increased precision when locating
them with their digital twins. The rationale behind this decision was to better align the
physical and virtual objects and also to recover tracking in the case of drifting. For VR, an
additional fiducial was taped to a power plug on the wall, which was used to align the VR
environment and to maximize the walking space for the participants inside the same room.

Figure 8. A top-down view of the room with the shaded area that participants navigated within
the experiment.
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Figure 9. (Left) A picture of the room. (Right) A screenshot of the virtual room from a similar vantage
point as in the left image.

3.4. Participants’ Tasks in Study

The following tasks were required to be completed by participants for each of the
virtual and real objects in the scene. The tasks involved segmenting components of a virtual
object to then author behaviors on these new parts [5]. Participants performed these tasks
using the three interface conditions.

3.4.1. Object Component Selection

The objective of component selection is to surround the region of interest with a 3D
primitive, which will define the part of the virtual object to author behaviors from. For this
study, a cubic shape was the primitive chosen due to the geometry of the objects. A cubic
shape is defined by three way points, with the first two positioned on opposite corners of
the object component, forming a rectangle. A third point completes the cuboid shape in
the inside direction of the object, as can be seen in the left image from Figure 10. For AR
and VR, the points are placed in the position at which the index fingertip collides with the
virtual object. For the desktop, the first two points are positioned by left clicking on top of
the object with the mouse. After, the third point will be visible and can be dragged using a
translation gizmo. The submit gesture completes the step in AR and VR. In desktop, left
clicking the button “Complete Step” from the menu ends the step. The next step is to click
“Cut Volume” from the main menu, which creates a new object component instance.

Figure 10. The left image shows the last point added to define the bounds of the drawer component
in AR. The middle image shows the first point added to the cabinet in VR. The right image shows the
door component selected for the mini-fridge object in desktop.

3.4.2. Perpendicular Pulling Behavior

This behavior is generated from placing 5 points on the object component. The first
three points define a plane and participants were asked to place the points in a non-linear
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way. The fourth and fifth point decide the perpendicular movement constraint (see left
image in Figure 11). In AR and VR, the result is immediately visualized in 3D (see Figure 1a)
and the final fifth point is decided with a submit gesture, explained in Figure 6. In desktop,
the fifth point can be dragged with a translation gizmo to then “Complete Step” from the
main menu.

Figure 11. The left image shows the last point added to define a perpendicular behavior in AR. The
right image shows in yellow the points to enable the rotation of the cabinet door in VR.

3.4.3. Rotational Behavior

A rotation is defined by four points. The first two points establish the rotation axis; the
third point is placed at the position from which they would grab the component to open
it. The result is shown immediately with the component opening or closing based on the
hand movement. In AR and VR, the step is completed by performing a submit gesture at
the angle at which the component is opened; this positions the fourth point too. In desktop,
a rotation gizmo is spawned around the pivoting axes to rotate the component as desired.
The final position is recorded upon left clicking “Complete Step” in the main menu.

3.4.4. Visualize Result

Once a behavior is authored, participants can select from the main menu the option to
“Animate” the behavior. The user can then visualize how the component is constrained to
move based on the points added to it. The animation can be stopped as well, so as to not
cause an additional distraction while authoring the behaviors of a different object.

3.5. Study Procedure

The study was designed to take around 90 min. Each participant was guided to the
study room, and, while seated in front of a computer, a consent form was handed to them,
explaining the experimental procedure. Upon agreeing to participate, the participant was
asked to fill in a demographics and prior experience questionnaire. The problem was
then explained for about five minutes to then proceed to the randomly selected condition
to start the study. A video tutorial of approximately three minutes before starting each
condition was provided to familiarize the participant with the concepts and user interface.
Equipment used for the study (head-mounted display and headphones for AR/VR; only
headphones for desktop) was then handed to the participant.

For the VR condition, the participant was asked to hold the HMD in front of a tag
placed on the wall of the room. The proctor then pressed the primary button on the
controller twice. This served to align the virtual scene always to the same position for all
participants. The HMD and headphones could then be worn.

For the AR condition, participants wore the HMD and headphones first and then,
before interacting with each object, the participant was asked to look for several seconds at
a marker on the physical object. In Figure 12, the left image shows a green square that is
invoked by the proctor pressing the primary button to start alignment, and a blue square
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is shown when the object alignment is completed by the proctor with a second primary
button press. This is to align the digital twin object to the physical one.

Figure 12. Left image shows feedback for alignment start; middle and right images show feedback
for alignment completion.

Each intervention was expected to last 10–15 min to minimize the simulator sickness
risk. The study started with a training session involving a task similar to the ones performed
in the experiment. For AR and VR, during training, the user was asked to perform the
thumb gesture 5 times, and each one spawned a green cube for feedback, to familiarize
the participant with this interaction. For desktop, instead, participants were asked to
familiarize themselves with the camera manager interface. This interface was chosen as it
is standard across 3D editing tools, e.g., the Unity3D editor. The study started with users
randomly assigning behaviors to each object. The screen session was video-recorded. A
post-condition questionnaire was then filled in by the participant to evaluate the interface
assigned at the end of the session. Once all conditions were completed, a post-experience
questionnaire was provided, to gather preference information and thoughts from the
conditions experienced. A complete flow chart of the study procedure can be seen in
Figure 13.

Explain Experiment 
Procedure

Fill in Demographics and 
Prior Experience 
Questionnaires

Explain Problem

Start Random 
Condition

Watch  
video tutorial

Equipment handed 
over to participant

For AR and VR 
alignment procedures

Start training with 
the interface

Experiment 
intervention

Post-condition 
questionnaire handed 

over

When 3 conditions completed, Post-experience 
questionnaire is provided

repeat

Figure 13. Flow chart of the experimental procedure.
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4. Results

Quantitative and qualitative data were gathered and analyzed in the study. For
quantitative data, time and error rates were collected with scripts during task completion.
For qualitative data, standard and custom questionnaires (see Table 1) were filled in by
participants based on the user experience in each condition. All participants successfully
completed all tasks assigned by the proctor. The goal of the following statistical analysis
is to determine differences in usability and performance between participants solving the
tasks assigned across the different conditions.

4.1. Time and Error Rates

The time spent by participants while performing the tasks assigned was calculated per
condition from the moment that participants pressed the button on the menu to start the
object component selection until the moment that they visualized the result by pressing the
“Animate” button. This was done for each of the three objects interacted with. The total time
distribution is shown in Figure 14 for each condition in the experiment. A Shapiro–Wilk
test on each condition time showed that desktop and VR were not normally distributed.
Therefore, Friedman’s test was used and revealed no significant differences in the times
spent by participants to complete the tasks in AR, VR and desktop χ2(2) = 5.81, p = 0.055.
However, a post-hoc analysis using the Wilcoxon signed-rank test for pairs revealed that
participants spent significantly more time in AR than desktop (Z = −2.53, p < 0.05) to
complete their tasks. No difference was found between the other two pairs.

Figure 14. Box plot shows the total time distribution in seconds per condition.

Error rates were calculated for the object component selection sub-task. The object
component behavior definition was performed correctly by all participants. For the cubic
shape, the error was calculated using three points from the cube selector. The error was cal-
culated by summing up the Euclidean distances between points positioned by participants
with the correct calculated point position. This procedure was repeated on each object.
The total error rate distribution can be seen in Figure 15. A Shapiro–Wilk test showed that
the data were normally distributed in each condition and non-extreme outlier data points
were found. Therefore, a repeated measures ANOVA test was used and revealed that the
error measurements were statistically significantly different at the different conditions,
F(2, 40) = 61.79, p < 0.0001. Post-hoc analyses with Bonferroni adjustment revealed that
all the pairwise differences between error measurements were statistically significantly
different (p < 0.0001); refer to the exact values in Figure 15.
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Figure 15. Box plot shows the total error measurement distribution in meters.

4.2. Usability and Perception

A Friedman’s test followed by a post-hoc analysis using Wilcoxon signed rank tests for
pairs was used to analyze the differences between the SUS scores per participant across the
three conditions. The SUS score was statistically significantly different across conditions
χ2(2) = 19.81, p < 0.00005 using the Friedman test. The pairwise Wilcoxon signed rank
test between interface conditions revealed statistically significant differences in SUS scores
between desktop and AR (Z = −3.74, p < 0.001), desktop and VR (Z = −2.59, p < 0.01)
and VR and AR (Z = −2.88, p < 0.005). The overall usability scores from SUS were for
AR (µ = 59.88, σ = 18.25), VR (µ = 72.5, σ = 14.4) and desktop (µ = 82.38, σ = 11.69).

Table 2 shows the results for the Likert scale ratings from Table 1. In bold statistical
significance. For question 4, a Mann–Whitney U test revealed no significant difference in
the perceived weight of the headset between participants in the AR and VR conditions.
Question 5, on the other hand, with the same test showed that hand tracking was perceived
significantly better in VR (Md = 6, n = 21) than AR (Md = 3, n = 21), (U = 112.5, p < 0.01).
The rest of the questions are summarized as follows and the results are visualized in
Figure 16:

• Participants rated the importance of the task on the desktop significantly higher than
if performed in AR.

• Participants reported having significantly more prior experience in desktop than in
AR and VR.

• There was no significant difference found in how realistic the participants perceived
the objects to be in the scene in each condition.

• Pressing buttons in the UI canvas was more difficult in AR than in desktop and VR.
• Desktop was perceived as significantly easier to use to complete the tasks assigned

than AR and VR.
• AR was a significantly less enjoyable experience than VR and desktop.
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Table 2. Results of Friedman’s test and post-hoc analysis for post-condition Likert scale data
from Table 1.

# Friedman’s Test AR vs. VR AR vs. Desktop VR vs. Desktop

Q1 χ2(2) = 10.449, p < 0.01 Z = −1.79, p = 0.074 Z = −2.93, p < 0.005 Z = −1.55, p = 0.122
Q2 χ2(2) = 12.926, p < 0.005 Z = −1.54, p = 0.123 Z = −2.89, p < 0.005 Z = −2.41, p < 0.05
Q3 χ2(2) = 3.304, p = 0.192 Z = −1.10, p = 0.273 Z = −1.44, p = 0.149 Z = −0.89, p = 0.374

Q6 χ2(2) = 21.913,
p < 0.00005

Z = −3.50, p < 0.0005 Z = −2.77, p < 0.01 Z = −1.42, p = 0.156

Q7 χ2(2) = 23.912,
p < 0.00005

Z = −3.07, p < 0.005 Z = −3.51, p < 0.0005 Z = −2.77, p < 0.01

Q8a χ2(2) = 16.095, p < 0.0005 Z = −2.64, p < 0.01 Z = −3.34, p < 0.001 Z = −2.47, p < 0.05

Q8b χ2(2) = 19.902,
p < 0.00005

Z = −3.08, p < 0.005 Z = −3.36, p < 0.001 Z = −2.54, p < 0.05

Q9 χ2(2) = 16.889, p < 0.0005 Z = −2.98, p < 0.005 Z = −3.25, p < 0.005 Z = −2.33, p < 0.05
Q10 χ2(2) = 7.878, p < 0.05 Z = −2.66, p < 0.01 Z = −2.19, p < 0.05 Z = −0.05, p = 0.959
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Figure 16. Plot shows the mean values and standard deviations for post-condition Likert ratings
from Table 1.

4.3. Workload

To analyze the workload ratings, we used Friedman’s test followed by a post-hoc
analysis using Wilcoxon signed rank tests for pairs (Table 3). Average ratings for workload
are summarized in Figure 17 with each subscale represented as follows: Mental Demand
(MD), Physical Demand (PD), Temporal Demand (TD), Own Performance (OP), Effort (EF),
Frustration Level (FL). From the results that we obtained, we concluded the following:

• Participants perceived the workload similarly between AR and VR in 5 of 6 factors
measured.

• Frustration levels were significantly higher between AR and VR.
• AR and VR, when compared to desktop, showed significantly higher workload ratings

in 4 of 6 factors measured.
• Performance was perceived significantly better when using the desktop condition than AR.
• No significant difference in temporal demand was found across conditions.
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Table 3. Results of Friedman’s test and post-hoc analysis for NASA-TLX workload ratings reported.

# Friedman’s Test AR vs. VR AR vs. Desktop VR vs. Desktop

MD χ2(2) = 22.235, p < 0.0005 Z = −1.63, p = 0.102 Z = −3.09, p < 0.005 Z = −2.82, p < 0.005
PD χ2(2) = 33.787, p < 0.0005 Z = −0.60, p = 0.546 Z = −3.62, p < 0.001 Z = −3.33, p < 0.001
TD χ2(2) = 6.259, p < 0.05 Z = −0.85, p = 0.393 Z = −1.89, p = 0.058 Z = −1.05, p = 0.292
OP χ2(2) = 8.600, p < 0.02 Z = −0.38, p = 0.700 Z = −2.54, p < 0.05 Z = −1.87, p = 0.062
EF χ2(2) = 9.848, p < 0.01 Z = −1.02, p = 0.306 Z = −2.63, p < 0.01 Z = −2.30, p < 0.05
FL χ2(2) = 21.344, p < 0.0005 Z = −2.25, p < 0.05 Z = −3.27, p < 0.005 Z = −2.21, p < 0.05
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Figure 17. Plot shows the mean values and standard deviations for NASA-TLX workload ratings.

4.4. Preference

In our preference survey, participants were asked to choose a condition in which they
would perform the following actions: (1) add a component selection, (2) add a perpendicu-
lar pulling behavior, (3) add a rotation behavior and (4) visualize the outcome. A chi-square
goodness-of-fit test was performed to determine whether the proportion of the observed
number of subjects choosing a condition was equal to a group with proportions equally
distributed. The proportion of subjects’ preference did differ by task 1, χ2(2, 21) = 8,
p < 0.019. The proportion of subjects choosing a condition did not differ by tasks 2, 3 and
4. Figure 18 shows the preference for each aspect and condition.
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Figure 18. Preference for each of the four aspects.
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5. Discussion

In line with the results from AffordIt! [5], the concepts used to define object com-
ponents’ behaviors were well received. Overall, participants were able to complete the
tasks assigned in the three conditions. A similar interaction workflow was followed and
implemented across the three interfaces. The interaction techniques and visualization
changed in each condition evaluated.

5.1. Authoring Time

Hand tracking contributed to authoring in AR demanding significantly more time
than on desktop. Interestingly, hand tracking in AR was perceived as less accurate than in
VR, even though the same component was used. The possible reason behind perceiving
hand tracking as an issue in AR is the lack of feedback used for the hand while being
tracked in AR. For instance, VR hand tracking loss would involve not seeing the virtual
hands at all at any given time. However, in AR, the pointer in the index finger was the
only visual cue for hand tracking perceived. When losing tracking in AR, the real hand
would still be visible, as opposed to VR, where the hand disappears. Tracking is lost due to
participants placing their hands away from the headset view or by the hand being occluded
by the real object. In VR, participants intuitively kept their hands in a better position and no
occlusion from real objects occurred. Some participants commented on this after the study:

User 19: “AR seemed to be more inconsistent with its tracking compared to VR."

User 2: “AR was really hard to realign my hands and do selections."

5.2. Tasks Requiring Precise Interaction

The object component selection with the cubic shape required participants to look for
corners within the object to place points and accurately surround the component with a
selector. Desktop provided a clear advantage for such a task. For tasks requiring higher
precision, we recommend using a more precise input tool or a completely new interaction
technique possibly involving the use of both hands. These results are in line with the work
by Rantamaa et al. [66] in the medical context. Participants in AR and VR commented the
following.

User 13 while in VR: “It was easy to perform the initial interaction with the object.
The challenge was lining up the virtual maker points with the objects edges and not
performing the gesture."

User 17 in AR: “The easiest was to measure volume. a challenge was trying to get
the points exactly where I wanted them to be."

Despite the lack of precision, some participants in desktop reported issues while
estimating the depth of the cube for the component selection. While this was an issue in
desktop, they did not report it in AR or VR. Determining the depth for an object component
selection involved, in most cases, navigating the scene with the camera or changing the
camera perspective, which was reported by five participants to be challenging in desktop.

Desktop participant 16: “I found it easy to select the size of the door at first. It
was a bit difficult to calculate how far back the cabinet door went."

The abovementioned issues justify the significant difference between conditions in
error measurements (see Figure 15). The desktop distribution’s calculated errors are more
compact than for VR and AR.
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5.3. Usability

The workload results showed significantly higher ratings for AR and VR. This was
expected due to the exertion and greater physical demand when navigating the scene.
However, AR presents a higher frustration level than VR and desktop. Similarly, the
raw SUS scores are significantly lower for the AR condition, with a mean value below
the average. The issues with hand tracking and gesture detection discussed above could
have contributed to these scores. The low familiarity of participants with the immersive
systems compared to desktop is another factor to consider for these results. Despite this,
participants’ comments were positive towards using AR and VR for authoring object
component behaviors:

User 4: “authoring through AR and VR seems more immersive and natural rather
than desktop, also it resembles a real life experience when it comes to authoring that
behavior."

User 2: “Desktop interface is very good! I would use it the most I think. But it
is more fun to open a door in 3D. It really feels like I am opening and closing it more
there."

User 19: “Authoring in 3D has great advantages from doing the experience. It is a
lot easier to navigate to the objects, and with AR, you can physically touch the objects
and model them more accurately. I think as tracking improves, it is definitely the next
step for modeling objects and is much more intuitive."

5.4. Recommendations for Authoring of Object Components’ Behaviors

For tasks involving precise interactions, this work recommends using a desktop
interface. Further research needs to consider higher-precision input tools in 3D that simulate
the mouse effect in a desktop environment. The object component selection was by far
the most difficult part in AR and VR, and most participants preferred a desktop interface
to author such tasks, as seen in Figure 18. Authoring a behavior did not require high
precision in the positioning of points. According to the preference scores, participants
did not significantly choose one condition or the other for these types of tasks. However,
participants found it significantly easier to perform these tasks on the desktop. As for
visualizing the authored behavior, no interface was preferred significantly more than
the other. This work recommends to author behaviors in desktop and visualize results
in 3D immersive environments as it was found to be a more compelling experience, as
participants reported post-experience.

User 17: “Augmented reality made it feel more real since real objects were being
used, so it was easy visualize it a bit more."

User 14: “AR and VR were pretty similar to me, I feel AR safer since you are interacting
with the actual environment but I understand cases were VR would be necessary."

With the increasing detail, realism and graphics capabilities, coupled with hardware
that provides a high pixel density and higher resolutions for head-mounted displays, it is
interesting to understand how much realism affects the experience, as participant number
18 mentioned in the following comment:

“I think, in AR, it was slightly more difficult to draw the line between reality and
what is augmented. In the sense of, I am in this virtual world, but these are real objects
made virtual. As a result, the lines were more blurred. In VR, I know it is virtual, even
if the world around me is real but I know that I do not have to physically interact with
the items. I think that creates a slight mental shift, in terms of accuracy and expected
behaviors. For the desktop, I think it is easy to get a feel for the behavior to expect due to
the fact that there is no sense of virtual attached to it. It is an item on a desktop and you
know what outcome to expect in your behaviors."
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Blending highly realistic graphics with reality can change what one expects to do or
how an experience is perceived. This work recommends further research into how passive
haptics, interaction and graphics fidelity affect user experience, similar to the work by [67]
in the golf sport context.

6. Limitations

We acknowledge that there is a limitation in the study given that the systems were tested
with one task. In the future, a complete evaluation would involve different types of tasks and
objects with different geometries and components within the context of a given scenario.

An additional area for exploration is the seamless use of a 2D canvas for higher-precision
tasks within an immersive environment, which could allow us to visualize the authoring
outcome as it happens. Blending 2D and 3D interactions could alleviate some of the challenges
found in this work. As explained above, limitations in hand tracking could have hindered the
results for AR and, to a lesser extent, VR. With a more precise interaction tool, e.g., a stylus, the
results would be improved to be comparable to or better than those of desktops. Finally, an
additional area for further exploration is how two or more participants would collaborate to
author component behaviors beyond sliding and rotating parts on more complex digital twins.

7. Conclusions

This paper evaluated three custom-built applications adopting the AffordIt! con-
cepts [5]. Differences were found across the three interfaces in error measurements, but not
in the time spent performing tasks. Significance was only found between AR and desktop
for time completion. The desktop interface was favored by participants due to its ease of
use and precision. However, participants’ perception of AR and VR was reported as very
positive and encouraging from the preference results and interview questions. Visualizing
the result of the outcome across conditions did not yield a significant preference, but was
well received in comments post-experience. The results show that in order to take full
advantage of situated authoring, the excessive workload and low usability need to be
improved so as to not be a factor that could hinder the potential benefits of immersive
experiences within AR and VR.

For researchers, there is an opportunity to continue exploring authoring in immersive
environments on the rest of the taxonomy defined by Kallmann et al. [19–21,27] for virtual
object behaviors. Improved automatic segmentation [23,24] on open-ended meshes to
isolate parts of objects would alleviate some of the authoring process. Finally, surveying
the creation of templates that can be applied to semantically similar parts is also an area
that needs further work, e.g., the black drawer from the study had four doors; when one
behavior is authored, it should be easily replicated to the rest of the doors. For practitioners,
we recommend staying with desktop tools for the editing or authoring of these types of
behaviors on moving parts and visualizing the result of the authoring within an immersive
approach such as VR or AR.

At the current time, desktop is the best-suited interface to author the types of behaviors
for the moving parts presented in this paper. However, this preference was only significant
in the object component selection and not in the definition of the behavior. Users showed
high engagement with and a positive response to the AR/VR experiences, as can be seen
in the user comments. Improving usability within 3D user interfaces and reducing the
workload are key aspects to push the use of immersive environments for the authoring of
objects’ moving parts.
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