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Abstract: With the rise of head-mounted displays (HMDs), immersive virtual reality (IVR) for
second-language learning is gaining attention. However, current methods fail to fully exploit IVR’s
potential owing to the use of abstract avatars and limited human perspectives in learning experiences.
This study investigated IVR’s novel potential by using non-human avatars to understand complex
concepts. We developed a system for learning English vocabulary through the actions of non-human
avatars, offering a unique learning perspective. This paper presents an IVR vocabulary learning
environment with a dragon avatar and compares word retention rates (immediate and one-week
memory tests), subjective workload, and emotional changes with traditional methods. We also
examined the vocabulary ranges that are teachable using this system by varying the number of
avatars. The results showed that the proposed method significantly reduced forgotten English words
after one week compared to traditional methods, indicating its effectiveness in the long term.

Keywords: virtual reality; enactment effect; non-human avatar; second language vocabulary learning;
bilingual dual coding theory

1. Introduction

Vocabulary is fundamental to language learning, and a limited vocabulary impedes
language-related activities, such as conversing and multimedia content comprehension [1,2].
Learning-by-doing [3] and the enactment effect [4], also known as the subject-performed
task (SPT) effect [5], are traditional methods that have been widely utilized for learning
vocabulary through physical experience. The enactment effect (or SPT effect) has been
extensively studied, particularly in the fields of psychology [6] and second-language
acquisition [7,8], which is believed to be effective in extending vocabulary retention by
performing movements related to learning targets.

Recently, with the proliferation of head-mounted displays (HMDs), research incor-
porating immersive virtual reality (IVR) into language learning using these technologies
has been increasing. According to The American Heritage Dictionary, the term “Virtual”
is defined as “Existing or resulting in essence or effect though not in actual fact, form,
or name”, meaning that VR can be defined as a technology that reproduces the essence
of reality. However, IVR is described as “technology that allows the user to experience
physical and/or behavioral simulations” [9] and is primarily realized through devices
such as HMDs or Cave Automatic Virtual Environments. In IVR, it is possible to learn
vocabulary that is rarely experienced in the real world by freely changing objects and
spaces. Studies that utilize IVR for vocabulary learning have presented words related to
the virtual environment [10,11] and virtual objects [12,13]. Moreover, because IVR can
easily create immersive environments, learning through enactment is advantageous for
vocabulary retention. However, these prior studies have focused on changing objects or
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environments, and there has been little examination of variables such as the first-person
perspective of the learner or the avatar used. The avatars used were either human or
reproduce parts, such as the hands. Therefore, the possible virtual experiences are limited
to “learning experiences from a human perspective”, and the vocabulary assumed in these
studies is fundamentally related to humans.

We propose NariTan, which provides a “learning experience from the perspective
of a non-human avatar, for memorizing English vocabulary through actions suitable for
that avatar (Figure 1)”. By changing the avatar, it is possible to teach English vocabulary
that cannot be included in learning experiences based on human perspectives. The name
combines “Nari-kiri” (becoming) and “Tan-go” (word). Non-human avatars refer to avatars
that are not human, such as dogs or cats. By learning from a non-human perspective, it
is possible to incorporate English words that cannot be included in a human perspective-
based learning experience (see experience video in the Supplementary Materials). We
hypothesized that the episodic memory of experiencing unusual body movements and
perspectives that humans do not typically perform would be beneficial for the retention of
English vocabulary.

Figure 1. (Left) Experiencing the verb “ravage” through a dragon avatar. (Right) Learning verbs
using the whole body while becoming a dragon avatar.

Plausibility in an IVR environment is considered a key factor for maintaining presence
in IVR experiences [14]. Presenting vocabulary that matches the appearance of a customized
avatar and performing actions corresponding to the avatar’s characteristics may contribute
to the enhancement of presence in IVR. Smith et al. have reviewed and organized the
knowledge regarding the formation of episodic memory in IVR environments, highlighting
the importance of maintaining presence [14]. Furthermore, it is considered that embodying
a non-human avatar and performing unfamiliar body movements are crucial for structuring
memories and retaining them as long-term memories.

In this study, we developed the NariTan learning system and conducted experiments
comparing the results of memory tests, emotional changes, and subjective load during
English vocabulary learning with those of general learning methods, such as flashcards, to
evaluate the effectiveness of the proposed system. Additionally, we examined how well
the learning system covered the target English vocabulary. The contributions of this study
are as follows:

• We proposed and implemented a system where users dress-up non-human avatars in
an IVR environment to learn English vocabulary. We developed new interactions to
utilize IVR spaces as learning environments and created unique vocabulary-selection
methods tailored to each avatar.
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• We validated the effectiveness of this body dress-up system through quantitative
assessments, including vocabulary tests and episodic memory tests. Additionally, we
quantified the workload and usability of this learning method.

• We also explored the range of vocabulary that can be acquired with this learning
method using a large language model (LLM).

2. Related Work

Bilingual dual-coding theory [15] is a model for second-language vocabulary acquisi-
tion. This theory posits the existence of two systems in the cognitive processing of words:
verbal symbolic systems and nonverbal objects and events. Linguistic information is en-
coded by the former system, whereas nonverbal information, such as illustrations and
experiences associated with words, is encoded by the latter system. It has been suggested
that images that are doubly encoded by imagery and language result in a better memory
performance than words alone [16]. Several studies supporting the bilingual dual-coding
theory have recognized the additive effect [17,18], which refers to the phenomenon in which
learning utilizing both linguistic and imagery systems (e.g., learning vocabulary with pic-
tures) results in approximately twice the number of word reproductions when compared
with learning that uses only the linguistic system (e.g., copying second-language words).

Multimedia learning, which focuses on the connection between linguistic and imagery
systems, has also been studied. Classical multimedia learning typically uses images. Stud-
ies of image-based learning have shown that adding explanations to illustrations improves
comprehension and problem-solving abilities [19], whereas explanations unrelated to illus-
trations negatively affect learning [20]. Additionally, videos that provide more information
than images are used for learning. Extensive research has been conducted on the effects of
incorporating short animations in learning [21]. Moreover, recent studies on vocabulary
learning systems using videos have made notable progress. Zhu et al. developed Vivo [22],
a system that uses videos related to word meanings instead of paper dictionaries. Further-
more, several studies have discussed the most appropriate subtitle presentation methods
within videos for viewers [23–25].

It is important to enhance the traces of episodic memory through experience to increase
the amount of information in an imagery system. Episodic memory is a type of declarative
memory that involves personal experiences and is characterized by information retention
accompanied by various contextual information (temporal, spatial context, bodily, and
psychological states) associated with the time of the event [26]. One method to enhance
memory trace during an experience is learning through bodily movements, known as the
enactment effect (SPT effect) [4,5]. The enactment effect refers to the phenomenon in which
learning through self-generated actions (enactment) to express a concept results in better
recall test performance than learning through word presentation or verbal instruction [5].
The effectiveness of using enactment in second-language learning for memory retention
and understanding of learned words has been confirmed in studies using both artificial
languages [27–29] and natural languages [30,31]. By applying this to second-language
learning systems, Nishida et al. developed a learning-by-doing system that uses ultrasonic
sensors to remember the positions of objects and people and presented educational content
based on those positions [3].

IVR has also been used to enrich visual cues during the learning experience. In
Ogma, Swedish words are embedded in IVR environment objects; learners then move
close to the objects using an armband-style controller, whereupon the Swedish text and
pronunciation are displayed for learning. An experiment with 19 participants learning
10 Swedish words showed that, while the immediate test performance was lower for
Ogma, the word retention rate was higher than that of text-only learning in a one-week
test [32]. Vazquez et al. developed Words In Motion, incorporating the enactment effect
into IVR-based learning. In Words In Motion, learners perform appropriate actions for
words in IVR space while learning them. For example, when learning “paint”, a brush
object follows the controller and moving the controller along the indicated path displays
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the word. Although the immediate test scores for Words In Motion were lower than those
of the other two conditions, the word retention rate was higher in the one-week test [12].

Previous research has shown that actions and gestures can be cognitively distinguished
in the real world [33]. Actions, defined as movements on or using objects, have a different
cognitive framework and present evidence of different cognitive outcomes than those of
gestures, defined as movements about objects. Additionally, actions are known to promote
stronger memory than gestures [34]. IVR studies have suggested that interactions in the
form of actions and gestures lead to different cognitive outcomes and that actions provide
stronger memory effects. Furthermore, embodied controller actions in IVR have been
suggested as being more similar to real-world actions in terms of the benefits of verb
memory [13].

In this study, we implemented an IVR system for learning verbs that are difficult
to learn through real-world experiences by performing various actions in the IVR space.
We clarified the memory retention effects of this system. Additionally, we defined verbs
specific to avatars and investigated the vocabulary coverage achieved by changing the
types of avatars, which constitutes the academic contribution of this study (Figure 2).
Recently, there has been a growing body of research focusing on plausibility and presence
in IVR, with many studies utilizing non-human avatars such as dogs [35], cats [36], and
robots [37]. While these studies do not specifically focus on vocabulary learning systems,
the IVR systems they employ are similar to a medium, suggesting that this paper could
offer relevant insights.

Figure 2. Academic significance of this research: (1) A method for memorizing words in the real
world without using immersive virtual reality (IVR). (2) A method for selecting and learning words
that match the IVR environment. (3) A method for learning words by enacting them by matching the
movements of IVR objects. (4) A method for selecting and learning words typically attributed to the
IVR avatars.

3. Proposed Method

NariTan is a learning system aimed at realizing an “IVR learning experience from
the perspective of a non-human avatar by memorizing English words through actions
suitable for that avatar”. The name combines “Nari-kiri” (becoming) and “Tan-go” (word).
Non-human avatars refer to avatars that are not human, such as dogs or cats. By learning
from a non-human perspective, it becomes possible to incorporate English words that
cannot be included in a human perspective-based learning experience. We hypothesized
that experiencing actions and perspectives that humans cannot typically perform would
facilitate the memorization of words.
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3.1. Software for Implementation

This system was developed using Unity 2021.3.24f1 https://unity.com/ja (accessed
on 11 September 2024). XR Interaction Toolkit 2.0 https://docs.unity3d.com/Packages/
com.unity.xr.interaction.toolkit@2.5/manual/index.html (accessed on 11 September 2024)
for implementing the core interaction system, Final IK 1.9 https://assetstore.unity.com/
packages/tools/animation/final-ik-14290 (accessed on 11 September 2024) for implement-
ing the avatar’s IK, and Dynamic Bone 1.3.4 https://assetstore.unity.com/packages/tools/
animation/dynamic-bone-16743 (accessed on 11 September 2024) for expressing bone sway
were used. The HMD used was PICO4 Enterprise https://business.picoxr.com (accessed
on 11 September 2024), which was connected to the PC via a wired connection. Although
PICO4 can be connected wirelessly to the PC using WiFi, a wired connection was used to
ensure stable image quality and reduce screen shaking.

3.2. Implementation of the Avatar

To realize “becoming a nonhuman avatar”, it is necessary to have a 3D model of
the non-human avatar that follows the movements of the HMD and controllers. In this
study, a dragon avatar was used as an example of a non-human avatar. This avatar was
chosen because its significantly taller stature than that of humans provides a different self-
perspective and allows for the inclusion of many actions that are not typically experienced
by humans, such as flying and breathing fire. The 3D model of the dragon is shown in
Figure 3. It was a quadrupedal 3D model and difficult to implement as an avatar in its
original form. Therefore, a humanoid rig was created using Blender. The edited 3D model
was exported as an FBX file and imported into Unity, where it was implemented as a dragon
avatar using 3-point tracking with VRIK, a feature of Final IK. The wings were designed to
move in conjunction with the arms, and the tail was designed to sway with body rotation.

Figure 3. 3D model of the dragon used as an avatar in this study. The left and right panels show the
model before and after processing in Blender and fitting into a humanoid rig, respectively.

3.3. Implementation of Interaction

To realize “memorizing English words through actions suitable for a non-human
avatar”, interactions that allowed the enactment of the English words were used. To
associate the IVR environment experienced as an episodic memory with the related English
words, an independent IVR environment was implemented for each word (Figure 4). The
IVR environment for each English word included a sufficiently large area for learners
to move around freely and a skybox as the background. Additionally, several objects
necessary for the enactment were placed. The following operations were possible within
the IVR environment:

• Movements using the left and right sticks on the controller;
• Grabbing/releasing objects by pressing/releasing the side buttons on the controller;
• Performing actions by pulling the trigger on the controller (for specific English

words only).

To determine whether each English word was enacted, the following criteria were
used, allowing the expected process to be executed immediately upon enactment:

https://unity.com/ja
https://docs.unity3d.com/Packages/com.unity.xr.interaction.toolkit@2.5/manual/index.html
https://docs.unity3d.com/Packages/com.unity.xr.interaction.toolkit@2.5/manual/index.html
https://assetstore.unity.com/packages/tools/animation/final-ik-14290
https://assetstore.unity.com/packages/tools/animation/final-ik-14290
https://assetstore.unity.com/packages/tools/animation/dynamic-bone-16743
https://assetstore.unity.com/packages/tools/animation/dynamic-bone-16743
https://business.picoxr.com
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• Collision detection (e.g., the dragon’s hand colliding with a rock);
• Detection of entry into an area (e.g., dropping a stone into the sea);
• Detection of extent of movement (e.g., swinging the arm down significantly).

As feedback indicating that the enactment was performed, the English word and
its Japanese translation were displayed in a text window for three seconds, and the pro-
nunciation of the English word was presented. To prevent words from being displayed
in every frame, the system was designed such that the words would not be displayed
redundantly during the entire word-display period. Additionally, visual and auditory
effects were implemented as feedback. For example, when a building was destroyed with a
beam, explosion effects and sounds were incorporated. The reason for implementing such
feedback was to associate it with English words as episodic memory.

Figure 4. Some examples of the IVR environments and objects (where English words and their
Japanese translations are displayed).

A rectangular, semi-transparent text window showing instructions for the actions
and time limit was always displayed in the learner’s view. The text window followed
the movement of the HMD and was always displayed in front of the learner. However,
to prevent hindering the IVR experience, the user interface (UI) was designed to be semi-
transparent, such that objects could still be seen through the UI. When the user performed
the actual action, the English word and its Japanese translation were displayed within the
text window (see Figure 5).

Figure 5. Text window. Instructions for actions are generally displayed in Japanese. When the
user performs an action, a pair of English and Japanese text appears in the text window, and the
corresponding audio is played simultaneously.
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3.4. Implementation of Tutorial

A tutorial environment was implemented to help the learners become sufficiently
accustomed to the avatar’s body (Figure 6). The learners were first moved to this environ-
ment before entering the IVR space. The tutorial environment included cubic objects that
could be grabbed and moved, and a green area indicated the place to which the objects
should be moved. Additionally, a mirror was set up to allow learners to see the entire body
of the dragon avatar moving in conjunction with their own movements, thus making them
constantly aware that they were a dragon.

Figure 6. IVR environment for the tutorial. Users can see themselves in a mirror while practicing the
task of moving a box to the green area.

3.5. Word Selection

This method involves memorizing certain transitive verbs specific to a particular
non-human avatar by becoming that avatar. It is necessary to select avatar-specific English
words and reduce them to words that match the proficiency levels of the participants. This
procedure is illustrated in Figure 7.

We used ChatGPT [38] as the LLM and a combination of the BNC/Corpus of Contem-
porary American (COCA) word family lists [39] (BNC/COCA) and CEFR [40] as the word
dataset. The BNC/COCA word family lists [39] are frequency-ordered English word lists
created by the nation based on the British National Corpus (BNC) [41] and the COCA [42].
The lists contain 25,000 words (+derivatives/additional words) which are categorized
into levels from 1 to 25 in units of 1000 words, with higher levels indicating less frequent
words in the corpus. In this study, 25,000 words were used, excluding derivatives and
additional words.

Although transitive verbs suitable for each avatar can be selected manually, the sheer
number of words makes this impractical. Therefore, ChatGPT was used. The steps for
selecting English words using ChatGPT are as follows: To select avatar-specific English
words, the prompt “List 200 unique words that are verbs of movements possible for
AVATAR”. was input, and this task was repeated until fewer than ten new words appeared
in the BNC/COCA list. The term “AVATAR” in the prompt was replaced with the name of
the avatar being used. For example, “the creature dragon” was substituted for the dragon
avatar used in this study.

In the experiment, it was necessary to use words that matched the participants’ vocab-
ulary levels. BNC/COCA is strictly divided by frequency and is not categorized by the
language proficiency level of the user. Therefore, the Common European Framework of
Reference for Languages (CEFR) [40] was introduced as a criterion for level categorization
based on user proficiency.
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Figure 7. Process of generating avatar-specific verbs using a large language model (LLM).

4. Experiment 1: Memory Retention with Proposed Method

To clarify the effectiveness of the proposed method for vocabulary retention, the par-
ticipants memorized English words, and the forgetting rate was calculated by conducting
word tests immediately after learning and one week later. The results were compared with
those obtained using flashcards as the baseline method (R1). The reason for using flash-
cards as the baseline is that they are a commonly used application for English vocabulary
learning and the results would provide valuable insights for general English learners. Fur-
thermore, flashcards have been used as a baseline for the evaluation of vocabulary learning
systems that utilize IVR environments [12,32], 3D audio [43,44], and those that focus on the
enactment effect [3], allowing for comparisons with these systems. The proposed method
aims to enable the memorization of the meanings of English words using episodic memory
as nonverbal imagery through physical actions. Therefore, the correlation between episodic
memory and vocabulary learning scores was investigated (R2). Additionally, the effect of
learning through enactment from the perspective of a non-human avatar on the subjective
load and emotions was compared with that of the baseline method (R3).

4.1. Participants

The participants were 28 university students (25 men and 3 women) with a median
age of 22 years (first quartile: 20, third quartile: 23). However, the data of one participant
were excluded owing to VR sickness during the experiment. Three participants did not take
any English proficiency tests. The Test of English for International Communication (TOEIC)
scores of the remaining participants ranged from 410 to 790 points. Ten participants had no
experience of using VR HMDs, whereas 18 had previous experience of using the device.
The 28 participants were divided into two groups of 14 each for learning using flashcards
and NariTan.
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4.2. Vocabulary and Materials

The experiment used ten words (Table 1) selected according to the word-selection
method described in Section 3.5. We focused on verbs that could be learned using the
dragon avatar, which were then reduced to verbs of CEFR level C2 or higher (406 words).
This level of adjustment was made to minimize the influence of prior knowledge of English
words, considering that the participants were university students. Subsequently, 406 words
were further reduced to 10, considering the balance of interactions that could be expressed
with those verbs (Table 1).

Table 1. Target English vocabulary used in the experiment, the scene images with English words and
their Japanese translations, the instructional sentences for learning them, and how the user moves
their body.

Scene Target Verbs Instruction Interaction

dissipate Scattering soldiers with a hand. Swinging arms left and right

swipe Striking a rock hard Swinging a hand down

engorge Devouring food greedily Grabbing food with a hand and putting it
in the mouth

ravage Destroying buildings with a beam Pointing the stomach at the buildings

flit Flying lightly by waving both hands Vigorously swinging hands down

incinerate Burning a tree to ashes Aiming flames from the mouth at the tree

plop Dropping something into the sea with
a plop

Grabbing a stone with a hand and
throwing it into the sea

bluster Yelling loudly Inputting a loud voice into a microphone

wag Wagging the tail Twisting the body

elude Skillfully dodging enemy projectiles Moving the body left and right
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4.3. Procedure
4.3.1. Day 1: Experiment on the First Day

In the pre-experiment questionnaire, the participants took a pre-test to determine
whether they already knew the ten words to be learned in this experiment by answering the
Japanese translations of the words (Figure 8). They also answered questions regarding their
current subjective emotion. Next, the participants practiced using the learning applications.
In the flashcard method, participants learned a practice set of two words. In the proposed
method, the participants entered the tutorial environment, recognized themselves as the
dragon avatar in the mirror, and learned the operations of the HMD and controllers.

Figure 8. Experimental procedure. Experimental flows on days 1 and 2 are shown.

After the practice, the participants proceeded to the main experiment and learned ten
words. In both conditions, there was no limit on the number of times the words could be
presented; instead, the learning time for each word was limited to one minute, resulting in
a total of 10 min of learning. As this was a between-subjects experiment, the participants
learned using either the flashcard or the proposed method.

In the flashcard method, English words and their Japanese translations were presented,
and the participants could check their pronunciation by pressing the playback button below.
The proposed method involved learning through interactions, as explained in the previous
section. The time limit was one minute per word, and the participants could always check
the remaining time by means of a gauge UI that shrank over time in both methods.

After learning, the effectiveness of each test condition was reviewed using a tablet.
The review was conducted by presenting multiple-choice questions, which is a feature
of Flashcard Deluxe. In the questions, Japanese translations were presented with four
options alongside the English word. The correct choices were highlighted in green, whereas
incorrect choices were highlighted in red. Subsequently, the English word and its Japanese
translation were presented again, and the participants could check their pronunciation by
pressing the playback button. In the NariTan-based experiment, a screenshot of the IVR
environment in which the word was learned was also presented when the English word
and its Japanese translation were shown. This presentation was intended to associate the
learned IVR environment with related English words as episodic memory.

A test was conducted immediately after the review. First, a mental arithmetic task
of answering ten two-digit addition problems was performed, followed by answering
the Japanese translations of the ten learned words. After the test, a post-experiment
questionnaire was administered to assess the current subjective emotional evaluation,
subjective workload, and usefulness of the system. Finally, oral questions were asked, and
the participants provided feedback on the system through interviews.

4.3.2. Day 2: Experiment on the Second Day Conducted One Week Later

The second day of the experiment was conducted approximately a week later at the
same location as on the first day. Among the participants, 23 took the test on the seventh
day, one on the sixth day, and three on the eighth day. We intended all participants to
complete the experiment at the same time exactly one week later; however, scheduling
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at the same time one week later proved to be difficult. Therefore, we determined that, as
long as it was the same day, in cases where it was not possible to conduct the experiment
exactly seven days later, we allowed the participants to complete it the day before or the
day after, and we adjusted the time of day to minimize any time differences as much as
possible. Additionally, participants were instructed in the consent form not to share the
details of the experiment with others

First, a one-week post-test was conducted to answer the Japanese translations of
the ten words learned a week earlier. A questionnaire was then administered to check
how much of the IVR experience episode in the proposed method was remembered. The
participants were shown the English word alone and were asked which elements of the
IVR experience they remembered. The participants answered yes/no to the following
seven items:

• Background: Remembering the background.
• Objects: Remembering the objects seen/used.
• Events: Remembering what was performed/what happened.
• Body parts: Remembering the body parts used in the learning movements.
• Sound effects: Remembering the sound effects heard during the learning.
• Pronunciation: Remembering the pronunciation of the word.
• Instructions: Remembering the instructions given.

To eliminate the learning effect due to the order of word presentation, the order of
words in the pre-test, learning, review, immediate test, and one-week post-test were all
randomly arranged. All answers were collected using Google Forms. To avoid predicting
the correct answers through predictive conversion, the keyboard’s predictive conversion
option was turned off and the browser’s private mode was used.

4.4. Scoring of Word Tests

The participants wrote Japanese translations corresponding to English words using
free text in the word tests. Therefore, it was necessary to clearly set the scoring criteria for
the Japanese translations. Based on a study [45] that considered allowing differences in
parts of speech as correct answers, we allowed for mistakes in parts of speech, kana/kanji
mistakes, and differences in particles/auxiliary verbs. Additionally, this study considered
synonyms to be correct answers. This was because the aim of the proposed method was to
establish memory traces of episodic memory rather than to ensure strict semantic memory
retention. Two external evaluators agreed on what could be considered synonymous.

The evaluation method for the word tests followed that adopted in previous stud-
ies [12,43], and the scores of the immediate word test and one-week post-test were used for
the evaluation. Because all participants scored zero in the pre-test, the correct answer rates
of the word tests conducted immediately after learning and one week after learning were
used as word test scores. The forgetting count was obtained by subtracting the immediate
test score from the one-week test score.

4.5. Other Evaluations

The following four items were measured:

• Subjective workload: Measured after the first day’s experiment;
• System Usability: Measured after the first day’s experiment;
• Emotional Changes: Measured before and after the first day’s experiment.

The workload questionnaire used the NASA-TLX [46] index. The NASA-TLX con-
sists of six scales: mental demand (MD), physical demand (PD), temporal demand (TD),
performance (OP), frustration (FR), and effort (EF). The overall workload was assessed
by combining these scales. This study used the adaptive weighted workload (AWWL)
method to evaluate the overall workload. AWWL assigns weights of 6, 5, 4, 3, 2, and 1 in
the order of the score magnitude (averaging for ties), and the comprehensive workload
was evaluated by dividing the total weighted scores by 21 (sum of the coefficients).
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The system evaluation was conducted using the system usability scale (SUS) [47],
which is a commonly used standard measure for system evaluation. It consists of ten
questions, with odd-numbered questions being positive and even-numbered questions
being negative. The system usability scale (SUS) scores were calculated by subtracting
1 from the odd-numbered question scores and subtracting the even-numbered question
scores from 5, summing these scores, and multiplying by 2.5 to obtain a score out of 100. A
score of 70 or above indicated that the system was acceptable.

Subjective emotional evaluation was conducted using the Affect Grid [48], which
evaluates the nature of emotions on a two-dimensional coordinate system, typically on a
9 × 9 grid. The vertical axis evaluates alertness (alertness-sleepiness), and the horizontal
axis evaluates emotional value (pleasure-displeasure). In this experiment, the participants
answered the Affect Grid before and after the experiment on the first day to evaluate the
changes in subjective emotions.

4.6. Result
4.6.1. Pre-Test Score and TOEIC Score

None of the 27 participants answered any of the questions correctly during the pre-
test. In this experiment, participants were randomly assigned to either the baseline or
proposed method conditions. Of the 27 participants, 4 did not have English test scores. To
validate data normality, we used the Shapiro–Wilk normality test, which indicated that the
TOEIC scores (with TOEFL and IELTS data converted using a conversion table) for both the
baseline (p = 0.88) and proposed method (p = 0.18) were normally distributed. A two-tailed
t-test was used for statistical analyses. There was no significant difference between the
participants’ TOEIC scores for the proposed method (M = 714.82, SD = 145.47) and those
for the baseline method (M = 675.83, SD = 129.79) (t[20] = 0.6456, ns, d = 0.28).

4.6.2. Vocabulary Test Score and Forgetting Rate

Figure 9 (left) shows that under the baseline approach, the average number of correct
answers decreased from 8.15 words to 3.69 words in 1 week, that is, the average forgetting
rate was 4.46 words. However, in the proposed method, the average number of correct
answers decreased from 6.93 words to 5.00 words in one week, that is, the average forgetting
rate was 1.93 words.

Figure 9. (Left) Average scores of the vocabulary test immediately and one week later. (Right) Com-
parison of the forgetting rate calculated by subtracting the immediate scores from the scores of the
assessment conducted a week later. The error bar means standard error (SE).
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To compare the forgetting rate between the baseline and proposed methods, their
respective scores were subtracted from one another for each subject (Figure 9). To validate
data normality, we used the Shapiro–Wilk normality test, which indicated that the forget-
ting rate data for both the baseline (p = 0.50) and the proposal (p = 0.10) were normally
distributed, and we used a two-tailed t-test for the statistical analyses. The participants’
forgetting rate score for the proposed method (M = 1.93, SD = 1.79) was significantly lower
than that of the baseline method (M = 4.46, SD = 1.45): t[24] = 3.90, p < 0.01, d = 1.69). This
suggests that the participants were able to memorize and retain more English language
words using the proposed method than with the baseline method (RQ1).

4.6.3. Correlation Between Episodic Scores and Vocabulary Scores

After the delayed test (one week later), participants who experienced IVR were given
a questionnaire to check which fragments of episodic memory they could recall. Figure 10
shows the recall rate of word episodes when only English words were presented. The
episode score in Figure 10 refers to the total score based on seven categories (background,
objects, events, body parts, sound effects, pronunciation, and instructions), with each
category counting as one point. As each participant memorized 10 words, the maximum
total episode score was 70 points.

The left side of Figure 10 is a scatter plot showing the relationship between the episode
score that each participant who experienced IVR remembered and their word test score
one week later. The correlation coefficient is 0.672, which is significant (F(1, 12) = 9.89,
p < 0.01). The right side of Figure 10 shows a scatter plot of the relationship between the
episode score for each word and the correct answer rate in the word test one week later.
The correlation coefficient is 0.700, which is significant (F(1, 8) = 7.69, p < 0.05) (RQ2).

Figure 10. (Left) Total episode scores for ten words and test scores of the assessment conducted after
a week for each participant. (Right) Correlation between the average episode score for each word
and the accuracy rate of the test conducted after a week.

4.6.4. NASA-TLX Score and SUS Score

To validate the normality of the data, we used a Shapiro–Wilk test, which indicated
that some of the baseline data were not normally distributed: MD (p = 0.11), PD (p < 0.01),
TD (p < 0.01), performance (p < 0.01), stress (p < 0.01), effort (p = 0.37), and subjective
workload (AWWL) (p = 0.31). Similarly, for the baseline data, MD (p = 0.20), PD (p < 0.01),
TD (p < 0.01), performance (p < 0.05), stress (p = 0.47), effort (p < 0.05), and subjective
workload (AWWL) (p = 0.14) were not normally distributed. Therefore, we used the
non-parametric Mann–Whitney U test. No significant differences were found in any of the
categories (Figure 11 left).
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Figure 11. (Left) Median scores for each item of the NASA-TLX, where higher scores indicate a
greater subjective workload for the user. (Right) Average system usability scale (SUS) scores, where a
score of 68 or above generally indicates good usability.

To validate data normality, we also performed a Shapiro–Wilk normality test, which
indicated that the SUS scores for both the baseline (p = 0.37) and the proposed condition
(p = 0.18) were normally distributed. Therefore, a two-tailed t-test was used for statistical
analysis. There was no significant difference between the SUS scores of the flashcard
condition (M = 82.12, SD = 12.97) and NariTan condition (M = 74.11, SD = 11.04)
(t(23) = 1.6561, ns(0.10 < p)). Although no significant difference was found between the
conditions, both had an average score of >68 points. Because a score of 68 or above is
considered an indicator of good usability, it can be said that the proposed method had good
usability that was comparable to that of the commercially available Flashcard Deluxe app
(Figure 11 right).

4.6.5. Emotional Changes

To test the normality of the emotional change data before and after learning, a Shapiro–
Wilk test was conducted. Normality was confirmed for arousal (p = 0.46) and valence
(p = 0.07) in the proposed method and for arousal (p = 0.06) in the baseline. However,
normality was not confirmed for valence at the baseline (p < 0.05). Therefore, a Mann–
Whitney U test was performed, and no significant differences were found between the
proposed method and baseline for either arousal or valence (RQ3) (Figure 12).

Figure 12. (Left) An illustration explaining the meaning of the values in the Affect Grid used to
quantify emotions. (Right) A comparison of the median values for emotional changes on the Affect
Grid before and after the experiment.
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5. Experiment 2: Verbs Covered by the Proposed Method

We investigated verb retention using the proposed method. Specifically, we examined
how many avatars NariTan needed to use to sufficiently learn English verbs and how
many English verbs NariTan could include when considering actual use cases. In this
experiment, we used 543 words extracted from the “animals” category of WordNet [49]
to select non-human avatars for use in NariTan learning. For the selected English words,
verbs that could be learned with the corresponding avatar were chosen by following the
same procedure used for word selection in Section 3.

5.1. Procedure

Two datasets were used in this experiment. First, we verified the extent to which a
given number of avatars could be used to learn English words until saturation. By using the
25,000 English words included in the BNC/COCA word family [39], we investigated the
coverage rate of BNC/COCA based on the number of avatars used in NariTan, categorized
by the frequency level (Figure 13).

Next, we examined how many of the 25,000 words in BNC/COCA could be covered
by learning with NariTan while changing the avatars daily for one or four weeks, assuming
a real-use case.

As the second dataset, we used a combination of five corpora from the New General
Service List Project https://www.newgeneralservicelist.com (accessed on 11 September 2024)
to conduct a similar verification as with BNC/COCA and investigated the nature of the
words covered by NariTan. The five corpora included 2809 words from the New General
Service List 1.2 (NGSL) https://www.newgeneralservicelist.com/new-general-service-list
(accessed on 11 September 2024), 721 words from NGSL Spoken 1.2 (NGSL-S) https://www.
newgeneralservicelist.com/ngsl-spoken (accessed on 11 September 2024), 957 words from the
New Academic Word List 1.2 (NAWL) https://www.newgeneralservicelist.com/new-general-
service-list-1 (accessed on 11 September 2024), 1250 words from the TOEIC Service List 1.2 (TSL)
https://www.newgeneralservicelist.com/toeic-service-list (accessed on 11 September 2024),
and 1700 words from the Business Service List 1.2 (BSL) https://www.newgeneralservicelist.
com/business-service-list (accessed on 11 September 2024), totaling 7437 words. However,
because BNC/COCA is the basis for word selection, words not included in the 25,000 words of
BNC/COCA were excluded from the dataset.

Figure 13. Illustrated steps for graphing the word coverage rate. Assuming that a different avatar is
used each day, and the unique verbs of that avatar are learned, the goal is to visualize how much
vocabulary can be learned in the end.

5.2. Result

Figure 14 shows the coverage rate of BNC/COCA when learning with NariTan for
one or four weeks. It was shown that more than 30% of the words with frequency level 5 or

https://www.newgeneralservicelist.com
https://www.newgeneralservicelist.com/new-general-service-list
https://www.newgeneralservicelist.com/ngsl-spoken
https://www.newgeneralservicelist.com/ngsl-spoken
https://www.newgeneralservicelist.com/new-general-service-list-1
https://www.newgeneralservicelist.com/new-general-service-list-1
https://www.newgeneralservicelist.com/toeic-service-list
https://www.newgeneralservicelist.com/business-service-list
https://www.newgeneralservicelist.com/business-service-list
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below (equivalent to CEFR C1) could be covered after one week of learning and that more
than 40% could be covered after four weeks of learning.

Figure 14. Coverage rate results for the British National Corpus (BNC)/Corpus of Contemporary
American (COCA) datasets. The left side shows the vocabulary that can be learned when using seven
types of animal avatars (assuming a different avatar each day for a week) and the right side shows
what can be learned when using 28 types of animal avatars (assuming a different avatar each day for
a month). Dark blue and gray represent learnable vocabularies, whereas the light gray indicates the
remaining vocabulary that cannot be covered.

Figure 15 shows the coverage rate of each NGSL dataset when learning with NariTan
for one week or four weeks. It was shown that approximately 40% of NGSL could be
covered after one week of learning, whereas approximately 20–30% of the other datasets
could be covered. After four weeks of learning, approximately 50% of NGSL and NGSL
Spoken were covered, whereas approximately 30–40% of the other datasets were covered.

Figure 15. Coverage rate results for the New General Service List 1.2 (NGSL) dataset. Dark blue
represents the learnable vocabulary, and light gray indicates the remaining vocabulary that cannot
be covered.

In this experiment, we considered the upper limit to be 543 avatars, corresponding to
the number of words in the animal category of WordNet. Figure 16 shows the coverage rate
results when the number of avatars is increased up to this upper limit. This figure shows
the coverage rate for each of the 25 levels, where each level is a group of 1000 words ordered
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by frequency from the 25,000 words in the BNC/COCA dataset. It can be observed that
words at higher frequency levels were mostly covered, whereas those at lower frequency
levels were more difficult to cover. Therefore, this method is not suitable for covering low-
frequency words, and a different learning method is required to cover these vocabulary
levels. Similarly, Figure 17 shows the theoretical coverage rate of NGSL. It can be seen that
approximately 80% of the vocabulary in NGSL and NGSLSpoken can be covered; however,
for other datasets, the coverage rate plateaued at approximately 50%.

Figure 16. The results showing which level of words from the 25,000 words in the BNC/COCA
dataset can theoretically be covered by this method. This indicates the coverage rate when learning
words by assuming the role of all avatars in WordNet’s animal category. There are 25 series, each
containing 1000 words.

Figure 17. Results showing the genres of words from the NGSL dataset can be theoretically covered
by this method. Since the number of words varies for each series, the number of words in each series
is indicated with a dotted line.
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6. Discussion and Limitation
6.1. Word Tests and Episodic Memory Trace

The proposed method demonstrated a significantly lower forgetting rate than the base-
line. Similarly, prior studies [3,12,32,43,44,50] on experiential English vocabulary learning
systems have shown a tendency toward reduced forgetting rates compared to flashcards.
However, because the range of words covered by each system varies, it is necessary to
combine the various methods when expanding vocabulary using experiential learning
systems. In this system, instructions and word presentations were always displayed within
the learner’s field of view, but some participants absorbed in the IVR experience either did
not read or ignored the displayed content. Focusing too much on actions or feedback effects
might lead to using the IVR space solely for enjoyment without contributing to learning.
Although making the experiment enjoyable is a good approach, the strong appeal of such
stimuli could also become an issue.

A positive correlation was observed between the episodic memory and vocabulary
test scores one week later. This suggests that the cognitive model of bilingual dual-coding
theory may have been constructed as learning progressed. For words with lower episodic
memory scores, multiple factors may be involved, such as fewer bodily movements and
lower consistency between words and actions. Because learning in IVR involves evaluating
a system with multiple sensory stimuli, identifying specific factors would require more
controlled experiments in a strictly regulated environment. The experiment conducted in
this study was an evaluation of the proposed system and did not compare the effectiveness
of human avatars with that of non-human avatars. To verify the effectiveness of non-human
avatars, it is necessary to compare the learning effects of using both human and non-human
avatars in the same IVR environment.

Related studies have reported vocabulary learning and memory evaluation exper-
iments using IVR [12,32,51]. However, these results do not always show an effect that
promotes memory retention. For example, Mizuho et al. examined the context dependency
on memory using IVR. However, they reported that the results sometimes contradicted
those observed in the real-world context-dependency of memory. Mizuho et al. mentioned
the lack of immersion as a factor, suggesting that, when sufficient content immersion is
not achieved, the experience of wearing an HMD in the lab tends to be more memorable
than the IVR content itself, making the presence or absence of immersion an important
factor [51]. Recent studies on immersion in IVR have defined three immersion components:
place, copresence, and placeability illusions [14]. In the proposed method, the place illusion
is fulfilled by allowing users to freely walk around in the IVR space and the plausibility
illusion is achieved through avatar-specific actions. It is possible that sufficient immersion
provided by these elements contributed to memory retention.

6.2. Evaluations Beyond Word Tests

There were no significant differences in alertness-related emotional changes. After
the flashcard-based experiment, the participants’ feedback on emotional changes included
comments such as “no emotional movement at all”, “felt sleepy at first because the ex-
periment was in the morning but felt alert after the experiment”, “felt positive because I
could remember the words surprisingly well”, and “felt positive because I could answer
the test unexpectedly well”. However, in the proposed method, many participants reported
“discomfort due to IVR sickness” and “fatigue from moving their body”. The results of the
Affect Grid might have included noise from the emotional changes due to the tests. Mea-
suring emotions while learning remains a challenge for future research. Additionally, many
participants who reported a shift to unpleasant emotions attributed this to IVR sickness.
One participant stopped the experiment because of IVR sickness. Because IVR sickness can
hinder learning, it is essential to address it in IVR second-language learning systems.
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6.3. Coverage of English Words

In the experiment, based on actual use cases, it was shown that it is possible to teach
approximately 30% of CEFR C1 level words in one week and approximately 40% in four
weeks. By iterating until the vocabulary coverage rate saturates, with the number of
avatars on the horizontal axis, it is suggested that more than 70% of the 25,000 words in
the BNC/COCA dataset with a CEFR level of C1 or below can be covered. Furthermore,
the coverage rate for each NGSL dataset did not vary significantly across the datasets.
Furthermore, the coverage rate for each NGSL dataset did not significantly vary across the
datasets. Therefore, NariTan could potentially achieve a certain level of coverage with any
dataset. However, learning business English (BSL) with non-human avatars can result in
unusual scenarios.

6.4. Use of the Avatar

We used a dragon avatar as an example of a non-human avatar. There is room for
discussion regarding the learning effects of other avatars. In the post-experiment interviews,
participants were asked about other avatars they would like to use. Responses included
aliens, robots (which have similar structures but are completely different from humans),
worms, octopuses, and birds (which have structures that are completely different from those
of humans). In addition, optimal control methods for avatars in IVR must be investigated.
In this study, avatar control was implemented with 3-point tracking using an HMD and
two-hand controllers. If the aim is to faithfully embody a quadrupedal (i.e., moving on all
fours) or bipedal creature, full-body tracking can be considered for avatar control. Recently,
some studies implemented independent control of quadrupedal avatars and avatars with
completely different structures from those of humans [52]. However, these implementation
methods that enhance the freedom of user control beyond that possible in 3-point tracking
increase the implementation cost and reduce portability. Hence, it is necessary to select the
implementation method after considering actual use cases.

7. Conclusions

We propose a system in which users embody non-human avatars in IVR spaces to learn
vocabulary. We developed new interactions for this learning system and created unique
vocabulary-selection methods tailored to each avatar. We validated the effectiveness of
this system through quantitative assessments, including English vocabulary and episodic
memory tests. The results showed a significant reduction in the forgetting rate of the
English vocabulary after one week. We also found a positive correlation between the
amount of information retained in episodic memory and scores on the English vocabulary
test one week later. Moreover, we explored the vocabulary range that can be acquired with
this learning method using LLMs. We found that, for vocabulary below CEFR level C1, 30%
could be covered by changing the avatar daily for seven days and 40% could be covered by
changing the avatar daily for 28 d.

In Experiment 1, the evaluation was limited to long-term memory scores one week
later. However, when considering actual vocabulary learning, it is also important to
conduct experiments that investigate memory fragmentation after one month or longer
and clarify the differences between IVR and traditional flashcard methods. Additionally, to
further strengthen vocabulary retention, it is necessary to explore new learning methods
and applications, including reviews. In particular, when using IVR, episodic memory can
be heavily utilized, making it crucial to design applications that differ from traditional
flashcard methods that focus primarily on semantic memory.
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