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Abstract: Managing complex behaviors in disability support settings requires competent de-escalation
skills. However, the current training methods often lack sufficient opportunities for realistic practice.
This study details a three-stage development and evaluation of a virtual reality (VR) application
for disability support staff to safely build de-escalation skills through simulated interactions. The
first phase involved creating VR prototype scenarios depicting escalations with adolescent clients.
Next, 12 disability support experts conducted content validation by refining the scenarios to confirm
appropriateness and realism. Finally, a pilot study tested the tool’s usability and examined the
initial construct validity in 20 participants. The prototype achieved high usability ratings (average
81.0 (SD 10.7) on the System Usability Scale). Additionally, a positive correlation between VR
performance and empathy levels, as measured using the Toronto Empathy Questionnaire, was found
(Pearson’s r = 0.487, p = 0.035). The promising results highlight the VR application’s potential as a
transformative training tool. Future research should expand scenario diversity and compare VR with
traditional methods to establish its efficacy in diverse settings and offer a path to enhance staff and
student capabilities in challenging environments.
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1. Introduction

Disability support settings can present challenging situations, requiring staff to effec-
tively manage the complex emotions and behaviors of their neurodivergent clients. In these
situations, effective management goes beyond merely maintaining order; it involves up-
holding individuals’ dignity and autonomy within a positive behavior support framework
while also ensuring their safety and well-being [1]. To successfully navigate these complex
dynamics, staff need a combination of theoretical knowledge and practical, real-world
skills. Without adequate training in recognizing triggers, early signs of agitation, and
employing de-escalation techniques, staff reactions may worsen frustration and aggression,
thereby endangering their own safety and that of the clients [1,2]. De-escalation involves
psychosocial techniques that span verbal and non-verbal communication that are aimed at
calming tensions and reducing aggression [3,4]. These techniques are integral to handling
situations involving individuals who exhibit disturbed or aggressive behavior [4].

The motivation for the current research stems from the critical need for effective
de-escalation training to ensure the safety and well-being of both staff and clients while
upholding individuals’ dignity and autonomy. This need is particularly acute in disability
support settings, where complex interactions between staff and neurodivergent clients can
lead to challenging situations.

Frustration, both in clients and staff, often acts as a precursor to more overt forms of
aggression. In an emotionally charged atmosphere, instances of frustration can rapidly
escalate to physical or verbal aggression [5], posing challenges for both staff and client safety.

Multimodal Technol. Interact. 2024, 8, 100. https://doi.org/10.3390/mti8110100 https://www.mdpi.com/journal/mti

https://doi.org/10.3390/mti8110100
https://doi.org/10.3390/mti8110100
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/mti
https://www.mdpi.com
https://doi.org/10.3390/mti8110100
https://www.mdpi.com/journal/mti
https://www.mdpi.com/article/10.3390/mti8110100?type=check_update&version=1


Multimodal Technol. Interact. 2024, 8, 100 2 of 16

This issue is not unique to disability care but is prevalent in many human services and
healthcare contexts, where managing complex emotions and behaviors from the individuals
being supported is a daily reality [6,7].

When inadequately managed, these situations can lead to the use of restrictive prac-
tices, which can cause a loss of dignity, physical, and psychological harm to clients; induce
trauma; and erode trust in support workers and/or caregivers [1,8,9]. Conversely, such
aggressive encounters can profoundly affect the mental well-being of support workers,
leading to emotional exhaustion and heightened stress levels [6,10,11].

The complex interplay between supporting essential needs, mitigating frustrations,
and the risks of harm highlights the critical need for effective training in anticipating
triggers, recognizing early signs of frustration, and employing de-escalation techniques [12].
Such training should empower staff to effectively address and mitigate the underlying
frustrations, thereby preventing an escalation [13].

The current training methods for de-escalation in disability support and healthcare
settings rely heavily on lectures or didactic methods, such as videos, multimedia formats,
or online coursework [14]. These approaches, while informative, frequently lack the
incorporation of practical, real-world assessments and simulations, which are crucial for
preparing staff for the complexities of actual encounters [15,16].

Traditional training can be enhanced with role-play with actors, peers, or individuals
with lived experiences [15,17,18], but such methods can be logistically challenging and
costly [19]. This logistical burden can limit the frequency and depth of training.

Virtual reality (VR) training has emerged as a promising alternative to bridge theory
and practice in a wide range of fields [20–23]. VR’s ability to simulate real-life scenarios
offers a unique opportunity for staff to engage in realistic, practical training without the
associated risks of real-life confrontations. With its immersive nature, VR allows for realistic
simulations of complex scenarios, typically using engaging VR experiences while providing
a safe and controlled environment for failsafe practice and learning [24,25].

VR’s immersive qualities align with key learning theories that underpin experiential
education, such as Kolb’s experiential learning theory and situated cognition. Kolb posits
that learning is most effective when individuals are actively engaged in a process that
involves experiencing, reflecting, conceptualizing, and applying knowledge in real-world
scenarios [26]. Situated cognition theory further supports the use of VR, as it argues that
knowledge is most effectively acquired when learners are embedded in authentic contexts
where skills are directly applied [27]. In the context of disability support, VR can provide
staff with a controlled environment to develop and refine de-escalation techniques that
mirror real-world challenges.

1.1. Related Works

Aligning with the theoretical foundations of experiential education, growing empirical
evidence supports the efficacy of VR training. For example, a recent meta-analysis with
184 included studies and 9007 participants demonstrated the superiority of VR training
over traditional training methods [20]. This efficacy is particularly evident in healthcare,
where VR has emerged as a powerful tool for improving medical education and clinical
care [28–31].

VR enables the simulation of a broad range of medical procedures, allowing practition-
ers to develop technical skills without compromising patient safety. For instance, studies
have shown that VR-based surgical training significantly improves implant placement
accuracy while reducing procedural completion time [30]. Beyond procedural and technical
proficiency, VR has demonstrated significant potential in fostering essential non-technical
skills in healthcare professionals. This includes the development of empathy [32], com-
munication [33], and clinical decision making [34], all critical for delivering high-quality
patient care. For example, VR simulations of conditions like schizophrenia have been
shown to enhance empathy and improve attitudes towards people with schizophrenia
among higher-education health students [35].
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The safety of virtual environments also provides an ideal platform for handling more
challenging scenarios, such as interpersonal conflicts and situations requiring de-escalation.
Recent studies have demonstrated the effectiveness of VR in training various professionals
in de-escalation techniques across different sectors.

In healthcare, VR-based curricula have shown significant improvements in conflict
communication skills and self-efficacy among clinicians [36]. An exploratory study demon-
strated the feasibility of using VR for de-escalation training, finding that verbal interaction
with a virtual agent in a VR-based de-escalation trainer was well received and feasible
for training staff from various clinical backgrounds [37]. Extending to specialized care,
VR training shows promise for enhancing caregivers’ ability to de-escalate responsive
behaviors in persons with dementia [38].

The law enforcement sector has also seen promising results. VR training for police
mental health crisis response has been found to be equally effective as live-action scenario
training in improving de-escalation skills, with the added benefit of showing a greater
reduction in bias towards mental illness [39]. Combining full-body VR training with
physiological monitoring for police officers was positively perceived by participants, with
the physiological measures providing valuable insights into stress responses and decision-
making processes during high-pressure situations [40].

VR’s versatility extends to other professional contexts as well. It has been explored for
training public transport employees in verbal de-escalation [41]. In the educational sector,
preliminary results suggest that library and information science graduate students benefit
from VR training, showing increased knowledge, empathy, confidence, and de-escalation
skills when interacting with patrons in crisis [42].

While healthcare professionals already use VR to improve medical education and
clinical care [28,29,43], its application in the neurodiversity support training sector is still
gaining momentum. For instance, a study investigated a custom-built VR program to
foster empathy in disability workers by immersing them in the first-person perspective of
having an intellectual disability [44]. Another study examining staff perspectives on VR
adoption for neurodivergent individuals revealed optimism about its potential benefits
but also highlighted barriers such as financial constraints and knowledge gaps [45]. While
there is a significant number of studies related to use with clients of disability support
organizations [46–50], research focusing on staff training in this area remains limited.

Collectively, these studies highlight VR’s capacity to provide realistic, immersive
scenarios for practicing de-escalation skills across various fields. However, there remains
a significant gap in research specifically addressing VR-based de-escalation training for
staff working with neurodiverse individuals in disability support settings. This gap is
particularly noteworthy given the unique challenges and communication needs often
present in these environments.

1.2. Current Study

Building on the potential of VR in educational contexts, the primary aim of this
study is to develop and evaluate a bespoke VR application specifically tailored for de-
escalation training in disability support settings, with a particular focus on clients with
neurodevelopmental disorders. By doing so, we aim to enhance practical skills, foster
empathy, and ultimately improve the safety and well-being of both staff and clients in these
critical environments.

This study was systematically divided into three stages to ensure a comprehensive
development process:

• Stage 1: Creating content and developing the VR prototype

The first stage was dedicated to curating content that mirrors real-world de-escalation
scenarios, alongside the development of the VR prototype. This involved designing virtual
clients, the virtual environment, and a scoring mechanism.

• Stage 2: Expert content validation
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During the second stage, the initially developed content was validated by a panel of 12
experts specializing in de-escalation and related areas. Their comprehensive feedback
and ratings were essential in refining the VR application and ensuring its alignment with
real-world scenarios in disability support settings.

• Stage 3: Piloting VR application

The final stage involved pilot testing the VR application to assess usability and establish
preliminary evidence for its construct validity in a sample of 20 participants.

The subsequent sections will detail the methodologies and outcomes for each stage,
followed by a general discussion of the overall findings.

2. Stage 1: Creating Content and Developing the VR Prototype

Stage 1 (June 2022 to May 2023) focused on developing realistic scenarios for de-
escalation training. The development was informed by an iterative process with input from
disability support providers and crisis intervention experts. The concept for the VR tool
originated from discussions with a National Disability Insurance Service (NDIS) provider
in South Australia, which highlighted a pressing need for enhanced training in managing
escalating behaviors, with a specific emphasis on realistic practice opportunities.

The primary goal of this stage was to develop a VR prototype that could be used for
de-escalation training. We aimed to draft three diverse training scenarios that would form
the core of the VR de-escalation training program. These scenarios were designed to safely
build skills in simulated challenging interactions and allow users to apply de-escalation
techniques in a controlled, virtual environment.

2.1. Methodology

The methodology for Stage 1 encompassed several key components in developing
the VR prototype for de-escalation training. This process involved creating realistic sce-
narios, designing virtual environments and clients, developing a structured flow for user
interactions, establishing a scoring system, and implementing the technical aspects of VR
development. The methodology was grounded in an iterative approach and included
discussions with disability support providers, literature search, and the research team’s
experience. This section details the critical scenario elements, interactive stages, and scoring
that underpin the virtual training experience.

2.1.1. Scenario Elements

Each scenario is composed of several key elements that, when combined, create a
comprehensive and immersive experience. The key elements in each scenario are as follows:

• Model of assisted living house: A virtual environment was generated to impart a
real-world context to the scene, representing a 1:1-scale replica of an assisted living
house. This choice was made to simulate the environment encountered by care support
providers in their professional settings (see Panel A, Figure 1). To ensure accuracy, the
environment was modeled with reference to building schematics/floor plans. The
virtual client also engages with aspects of the environment throughout the experience.

• Scenario background: This sets the stage with environmental and interpersonal in-
formation that lays the groundwork for potential escalation triggers. For example,
“Your 17-year-old client, Joseph, has a curfew and is not allowed out of the house past
9:00 p.m. You overhear him speaking on the phone about meeting his friends outside
at 10:00 p.m.”.

• Client background: This provides information on each virtual client, such as personal-
ity traits, preferences, or behaviors. This equips users with the necessary insights for
informed de-escalation strategies. For example, “When Joseph gets frustrated, he has
a tendency to display physical aggression”.

• Virtual clients: A virtual representation of a client was created for each scenario. The
virtual clients were designed to represent a diverse range of individuals who differ
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in race, age, and gender. These virtual clients were also programmed to display
varied behaviors and responses (see Panel B, Figure 1). For example, the virtual
client “Joseph” is a young adult male with good language skills. Depending on
the participant’s choices, “Joseph” will either end the scenario by sitting down and
watching television or he will throw an object at the television. Each avatar has five
distinct reactions.

• Prompts: This details the virtual client’s immediate actions or statements, prompting
user responses. For example, “Joseph is putting on his shoes and jacket, getting ready
to leave the house. How do you respond”?

• Responses: These allow users to choose from five options in reaction to the prompts,
incorporating possible actions and statements. For example, “I understand you want
to see your friends tonight. However, your safety is my main priority. Let’s discuss
this further”.

Multimodal Technol. Interact. 2024, 8, x FOR PEER REVIEW 5 of 16 
 

 

• Client background: This provides information on each virtual client, such as person-
ality traits, preferences, or behaviors. This equips users with the necessary insights 
for informed de-escalation strategies. For example, “When Joseph gets frustrated, he 
has a tendency to display physical aggression”. 

• Virtual clients: A virtual representation of a client was created for each scenario. The 
virtual clients were designed to represent a diverse range of individuals who differ 
in race, age, and gender. These virtual clients were also programmed to display var-
ied behaviors and responses (see Panel B, Figure 1). For example, the virtual client 
“Joseph” is a young adult male with good language skills. Depending on the partic-
ipant’s choices, “Joseph” will either end the scenario by sitting down and watching 
television or he will throw an object at the television. Each avatar has five distinct 
reactions. 

• Prompts: This details the virtual client’s immediate actions or statements, prompting 
user responses. For example, “Joseph is putting on his shoes and jacket, getting ready 
to leave the house. How do you respond”? 

• Responses: These allow users to choose from five options in reaction to the prompts, 
incorporating possible actions and statements. For example, “I understand you want 
to see your friends tonight. However, your safety is my main priority. Let’s discuss 
this further”. 
The creation of responses was informed by the English-modified De-escalating Ag-

gressive Behavior Scale (EM-DABS) [51], which delineates seven key attributes of effective 
de-escalation. 

 
Figure 1. Elements of the VR scenario. (A) Top Panel: Screenshot of the modeled housing environ-
ment where the scenarios occurred. (B) Middle Panel: Example of varying stages of interaction with
virtual client ‘Kevin’ who exhibits self-harm behaviors. From left to right, the sequence of standstills
illustrates Kevin’s behavior spectrum: ‘Sitting down’ (most positive), ‘Nodding’, ‘Fidgeting’, ‘Cov-
ering ears’, and ‘Hitting self’ (most distressed). (C)—Bottom Middle Panel: Behavior spectrum of
virtual client Nicole (non-verbal, aggression to environment): ‘Covering ears’ (most left), ‘Pointing
at activity board’, ‘Angry stance, stomping, hands on hips’, ‘Breaking light’, and ‘Throwing objects’
(most right).
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The creation of responses was informed by the English-modified De-escalating Ag-
gressive Behavior Scale (EM-DABS) [51], which delineates seven key attributes of effective
de-escalation.

2.1.2. Scenario Structure and Flow

Each scenario begins at an initial neutral stage that serves as a starting point where
users are presented with a situation and must select their first response. Based on their
choice, users will then progress to either the positive (de-escalating) or negative (escalating)
pathways. Each path contains two additional response stages (see Figure 2).
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Figure 2. Scenario structure and flow. Start point for each scenario is Response Stage 1. Green
arrows indicate the selection of a de-escalating response, while red arrows indicate the selection of an
escalating response. For example, if a user selects an escalating response in Response Stage 2 on the
negative pathway, they move to Response Stage 3. If they select a de-escalating response, they move
backward to Response Stage 1 of the negative pathway.

Users progress along a path depending on the responses selected. For example, if
a user reaches Stage 3 on the positive path but chooses an escalating response, they will
return to Stage 2. It is also possible to transition between paths. For example, if a user
reaches Stage 2 on the negative path but chooses a de-escalating response, they will return
to the initial stage. From there, they can switch to the positive pathway if they pick a
de-escalating response.

2.1.3. Scoring Logic and Scenario Completion

Participants start with a score of 15 points. All response stages feature five options,
including two de-escalating (−1 point) and three escalating (−2 points). Scores are accrued
across all selections. Scenarios end if one of the following applies:

• Selection of a de-escalating response at Stage 3 of the positive pathway;
• Selection of an escalating response at Stage 3 of the negative pathway;
• Participant score reaches 0 or below (automatic end).

As such, the possible score range for a single scenario is between 0 (worst) and 12 (best
possible score).
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2.1.4. VR Software and Development

The VR training tool was built using Unity (v.2021.3.5f1, San Francisco, CA, USA), a
cross-platform game engine. The 3D environmental elements were modelled using Blender
(v.3.1). Blender was also used to create custom animations displayed by the client avatars.
Character models (avatars) and animations were obtained from Mixamo (San Francisco, CA,
USA), an open-source 3D modelling and animation content provider. This development
environment enabled the creation of immersive, interactive VR training content from
graphical assets through coding-based game logic.

2.2. Results and Discussion

The first stage of this research focused on creating prototype VR training scenarios and
interactive components to enable immersive de-escalation practice that emulates real-world
situations. Attention was placed on ensuring the ecological validity of situations, inclusive
representation across client profiles, and basing responses on best practices by applying
EM-DABS attributes for de-escalation [51], the literature, and the research team’s expertise.
The iterative development led to content in three key domains:

• Virtual clients: Three clients were modeled, depicting teens and young adults, back-
grounds, and disabilities. They were designed with triggers and escalation responses
observed in the real world to provide exposure to representative individuals within
the support system.

• Scenario development: Three scenarios were scripted and set in a housing environment.
In Scenario 1, a teenager, Joseph, contemplates breaking household curfew rules for
the first time. The scenario requires a preventative resolution. Scenario 2 features main-
tenance work being undertaken in a client’s room. The loud noises trigger agitation
and introduce an environmental factor contributing to escalation. Scenario 3 shows a
client named Nicole who is distressed following a dentist appointment. The scenario
represents escalation originating from a previous difficult experience. The selected
trigger situations align with categories shown to elicit behavioral escalations [52].

• Response options and scripting: Ten potential textual responses were drafted per
scenario prompt, double the number ultimately required in the final program. Drafting
this expanded initial set allowed for the selection of the most effective and appropriate
responses based on expert input in Stage 2.

The above assets were integrated within an initial VR application prototype depicting
the virtual clients in modelled housing environments. Users could interact by viewing
prompts, selecting response options, and seeing the virtual client’s corresponding reaction
to the chosen option.

3. Stage 2: Expert Content Validation

Expert validation is an essential standard in assessment design [53]. It involves
reviewing content for its relevance and representativeness. In this stage, professionals
in disability support appraised scenario triggers, client profiles, escalation patterns, and
responses developed in Stage 1. The aim was to refine and finalize the scenarios for pilot
testing in the project’s final stage.

3.1. Methodology
3.1.1. Participants

Twelve participants (three women) with expertise in support and de-escalation were
recruited for this study, including support workers, managers, behavioral practitioners,
and CEOs/directors of NDIS providers. Recruitment was conducted through social media
posts and by sending study flyers to the researcher network. Eligibility required being
over 18, having at least two years of experience in care support and certification in de-
escalation/crisis prevention, as well as a current role in disability support. Ethics approval
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was obtained from the University of South Australia, and all participants provided written
informed consent prior to participation.

3.1.2. Materials

A survey (Qualtrics, Provo, UT, USA) was developed to collect expert feedback on the
VR scenarios in June and July 2023. The initial section of the survey collected participants’
descriptive information, including gender and occupation. The quantitative feedback was
gathered in three sections.

1. Scenario context and client background: Participants assessed the plausibility and
respectfulness of scenario contexts and client backgrounds on a 7-point Likert scale,
rating each from ‘highly implausible’ to ‘highly plausible’.

2. Response stages: Participants reviewed and rated response-stage content for plausibil-
ity and de-escalation effectiveness. Ratings for each of the ten response options per
stage used a 1 to 100 slider scale, from ‘highly escalating’ to ‘highly de-escalating’.

3. Overall suitability: Participants provided an overall scenario rating, considering
aspects, like flow, realism, and training suitability, on a 7-point Likert scale, from ‘not
suitable’ to ‘highly suitable’.

Additionally, qualitative feedback was sought throughout the survey through open-
ended questions. Queries such as ‘How could this scenario be made more realistic?’ and
‘Do these responses cover a wide range of de-escalating effects?’ provided insights into the
content’s suitability and areas for enhancement.

3.1.3. Procedure

Participants partook in approximately 30 min sessions to evaluate and critique a
randomly assigned VR scenario. Following consent, confidentiality assurances, and entry
of basic personal information, participants accessed the survey, prompting both quantitative
ratings and qualitative feedback on the content. Concurrent think-aloud verbal feedback
was recorded for supplementary qualitative analysis.

3.1.4. Analysis and Decision Making

The quantitative analysis involved calculating means and standard deviations for
all assessed content facets, such as plausibility, respectfulness, responses, and suitability
for training. For each response stage, the ten draft options were ranked from most de-
escalating to most escalating based on expert numerical ratings. The top two and bottom
three responses were selected for inclusion to provide a clear distinction between favorable
de-escalating and unfavorable escalating approaches.

Transcripts of the verbal feedback were analyzed to identify concerns and suggestions
for improvements.

Decision making regarding modifications to scenario content was based on a con-
sensus approach. A group of 3–4 researchers evaluated the findings by considering both
the quantitative metrics (means and standard deviations) from expert ratings and the
qualitative feedback. This ensured that decisions were data-driven while also accounting
for nuanced expert insights. All decisions were made with at least 75% agreement among
the researchers.

3.2. Results and Discussion

This section outlines the outcomes and subsequent modifications of the three VR
scenarios developed in Stage 1, as determined by expert evaluation. The focus was on
enhancing the scenarios’ realism, appropriateness, and educational value for disability
support training. Scores for each scenario and response are available as Supplementary
Material. Based on the evaluations, two scenarios were identified as meeting the required
standards and were approved by the experts for progression to the pilot testing phase.
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3.2.1. Scenario 1

Scenario 1 achieved consistently strong ratings across key quantitative measures, in-
cluding plausibility (M = 6.14; SD = 0.63), respectfulness (M = 5.5; SD = 1.12), and suitability
for training (M = 6.0; SD = 1.22), on 7-point Likert scales. The limited variability and above-
average scores indicate general expert consensus on clear realism and appropriateness.

Qualitatively, an expert raised concerns about the phrasing ‘When Joseph gets an-
noyed, he has a tendency to display physical aggression,’ noting its potential to reinforce
stereotypes by linking aggression directly to disability without considering other influ-
ences. After careful consideration, the research team chose to retain this language. This
decision was based on the scenario’s specific focus on providing contextual background
for de-escalation responses rather than a comprehensive exploration of the factors influ-
encing individual behaviors. However, this decision was made while acknowledging
the complexity of such representations and the importance of avoiding generalizations in
broader contexts.

The strong ratings and commentary otherwise affirmed the existing content without
necessary further changes.

3.2.2. Scenario 2

Scenario 2 achieved mixed quantitative ratings, with metrics including a low context
plausibility score (M = 4.0; SD = 2.24), moderately high background respectfulness (M = 6.0;
SD = 0.71), and moderate perceived suitability for training (M = 4.75; SD = 1.30) on 7-point
scales. Concerns were raised due to the low means and high standard deviations for
plausibility.

Qualitatively, a strongly contradictory spectrum of feedback emerged, with one expert
commenting on plausibility: “Yeah, seven (out of seven). Highly plausible”. However, oth-
ers raised implausibility: “It just wouldn’t happen (referring to scheduling issues) . . .We’d
organize for it [to] happen at a time they weren’t at home”.

Overall, the lack of consensus combined with multiple lower marks led to the decision
to exclude this scenario for further development.

3.2.3. Scenario 3

Scenario 3 garnered positive quantitative ratings, with averages reaching 6.11 (SD = 0.84)
for plausibility, 5.0 (SD = 0.71) for respectfulness, and 6.25 (SD = 0.83) for suitability on
7-point scales. The higher marks and limited dispersion indicate solid expert confidence.

Qualitatively, commentators applauded the realistic potential and value for disability
training and its “good potential to show new staff what the reality (of working in disability
support) is”.

The only concern surrounded the prompt “Nicole covers her ears and says the word
lamp”, with experts noting that a non-verbal client would be unlikely to communicate mul-
tiple needs simultaneously across different modes like gestures plus speech. Accordingly,
researchers modified the prompt to “Nicole covers her ears”, removing the simultaneous
speaking element. With this adjustment, Scenario 3 was approved for inclusion in the
VR application.

4. Stage 3: Piloting VR Application

With the scenarios refined, Stage 3 aimed to pilot test the developed VR de-escalation
training application. The focus was on testing its usability. Evaluating usability was
imperative, as unsatisfactory user-friendliness severely hinders adoption due to factors like
frustration navigating poorly designed interfaces [54]. To this end, the System Usability
Scale [55] was employed to assess the overall quality of the user experience.
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Additionally, this stage sought to gather initial evidence of the tool’s construct validity,
particularly in relation to empathy. Empathy is identified as a crucial component in de-
escalation, with research suggesting a link between empathy levels and effective conflict
management [56–59]. Given this link, we examined the relationship between participants’
performance in the VR scenarios and their scores on the Toronto Empathy Scale [60]. The
convergence of VR performance scores with established empathy measures would offer an
indication of the tool’s construct validity.

4.1. Methodology
4.1.1. Participants

Twenty participants (ten female) aged 19–38 years (M = 22.8, SD = 4.48) were recruited
for this pilot study conducted in August and September 2023. Recruitment was conducted
through multiple channels, including flyers posted on the university campus, social media
posts, and an online participant database. The sample primarily comprised undergraduate
students from diverse academic backgrounds: Psychology and Social Sciences (n = 11),
Medical and Health Sciences (n = 3), Business and Management (n = 3), Engineering and
Technology (n = 2), and Arts and Design (n = 1). Seven participants reported prior experi-
ence working with individuals with neurodevelopmental disorders. For most participants,
this study represented their first experience with immersive virtual reality technology.

Exclusion criteria included any self-reported personal history of post-traumatic dis-
tress tied to violence/aggression or previous problems with cybersickness to minimize the
potential risks of interacting with confrontational VR content.

All participants provided informed written consent, with ethics approvals granted by
the Human Research Committee of the University of South Australia.

4.1.2. Questionnaires

The System Usability Scale (SUS) is a widely used tool for assessing the usability
of a variety of systems and products [55]. It consists of a 10-item questionnaire, and
its composite scores range from 0 to 100, with higher scores indicating better usability.
An accompanying adjective rating scale categorizes SUS results into descriptive tiers,
with scores above 85 being classified as ‘Excellent’ and scores above 71 being considered
‘Good’ [61].

The Toronto Empathy Questionnaire (TEQ) is a commonly used tool for assessing
empathy [60]. Comprising 16 items, each item is rated on a 5-point scale (0 to 4), with the
total score ranging from 0 to 64 and higher scores indicating higher levels of empathy.

4.1.3. Materials

VR scenarios 1 and 3 developed in Stage 1 and refined in Stage 2 were employed.
For detailed information on these scenarios’ flow, structure, and scoring, please refer to
Section 2.1.

The scenarios were delivered using the Meta Quest Pro headset (Reality Labs), and par-
ticipants interacted with the virtual environment using the Meta Quest Touch Pro Controllers.

4.1.4. Procedure

Upon arrival at the dedicated study room, participants received a comprehensive
briefing on consent procedures, confidentiality, and the study’s objectives. After providing
written informed consent, participants completed the Toronto Empathy Scale. Subsequently,
they underwent a detailed orientation on the Meta Quest Pro headset usage and associated
safety protocols. This was followed by a one-minute acclimatization period in the virtual
environment to ensure comfort with the VR setup.

Participants were then instructed on how to navigate the VR program and select
responses. Each participant engaged in two scenarios, with the sequence counterbalanced.
Client background information was provided verbally, while scenario context, prompts, and
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response options were displayed within the application. Participants used the controllers
to select their responses.

Upon completion of both scenarios, participants filled in the System Usability Scale.
As compensation for their participation, each participant received AUD 15.

4.1.5. Results and Discussion

The mean SUS total score was 81.0 (SD 10.7), see Figure 3. A one-sample t-test
comparing this score against a benchmark of 71, the threshold for ‘good’ usability [61],
indicated a significant difference, t(19) = 4.19, p < 0.01, Cohen’s d = 0.93. This result suggests
that the VR application’s usability not only meets but significantly exceeds the established
standard for ‘good’ usability, highlighting its high level of user-friendliness.
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For the Toronto Empathy Questionnaire (TEQ), the average score was 47.5 (SD 6.44),
while the combined scores from the VR application scenarios averaged 21.3 (SD 4.23). A
key finding was the significant positive correlation between TEQ scores and VR application
performance, Pearson’s r = 0.487, p = 0.035. This outcome indicates that participants
with higher empathy levels, as measured via the TEQ, tended to perform better in the
VR scenarios, suggesting some initial evidence for the construct validity of the newly
developed VR application.

A notable observation was the lack of a significant correlation in performance across
the two scenarios (Pearson’s r = 0.167, p = 0.493). This may indicate that each scenario taps
into different aspects of de-escalation skills. Such a finding underscores the importance
of developing a diverse range of scenarios within de-escalation training programs to
comprehensively cover the entire construct of de-escalation and its requisite skills. This
variety is critical to ensure that trainees are exposed to and can develop a broader de-
escalation skill set.

While the findings from this pilot study are highly promising, it is important to
recognize that they represent only the first step in evaluating the effectiveness of our
newly developed VR application. The relatively small sample size necessitates caution
in generalizing these results. Additionally, the overall high performance in the VR tasks
suggests a potential ceiling effect, indicating that the scenarios may not be sufficiently
challenging for all users.

Future iterations of the program might benefit from adjusting certain response options
to increase the difficulty level, thereby avoiding potential ceiling effects, and ensuring
that the training remains robust and challenging for a wider range of users. Alternatively,
enhancing the training program could involve categorizing scenarios by difficulty level
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and treating them as modular components. Participants could start with simpler scenarios
and progressively work their way up to more challenging ones. This modular, escalating
approach would cater to varying skill levels and facilitate continuous skill development,
potentially enhancing the tool’s effectiveness in developing complex de-escalation skills
and contributing to more comprehensive training experiences.

5. General Discussion

This study initiated the development and validation of a VR application for de-
escalation training, specifically targeting interactions involving teenagers and young adults
in disability and community-supported living environments. The process was methodically
divided into three stages: scenario development, preliminary content validation by experts
to ensure realism and appropriateness, and a pilot testing phase. The pilot test underscored
the application’s good usability and suggested a positive correlation between empathy
levels and VR performance.

This research aligns with and builds upon the existing VR training literature [20,21,28,29]
by building specialized VR training focused on disability support staff. In line with previous
studies exploring verbal de-escalation in clinical environments [37] and responsive behavior
management in dementia care [38], this research highlights the potential of VR in specialized
de-escalation and positive behavior support training for disability support professionals.

The usability findings from the pilot test of our VR application, as assessed via the
System Usability Scale, showed promise, particularly among our relatively young partici-
pant group. However, the extent to which these results can be generalized across different
ages and levels of technological literacy remains an open question for further exploration.
Despite the positive usability ratings in this study, the reliance on controllers for select-
ing text-based responses does not reflect natural human interactions. To improve this
aspect, future iterations could consider integrating AI-based conversational agents [62] for
more intuitive verbal engagement, thereby better mirroring natural conversations. Early
adopters of conversational agents for de-escalation purposes have noted challenges with
voice recognition, such as accent detection [37]; however, the rapid advancement in AI-
based conversational agent technology is promising [62]. These developments suggest that
more natural and effective interactions in VR training environments are attainable in the
near future and could significantly enhance the overall training experience.

The initial gathering of construct validity evidence in this study was a crucial step-
ping stone for the continued development and validation of our VR training tool. This
foundational work sets the stage for two critical paths forward: enhancing the tool’s
comprehensiveness and defining its role in training curricula.

For the tool’s ongoing development, the primary focus must be on creating a broad
spectrum of scenarios and cases. This diversity ensures the tool addresses the multifaceted
nature of de-escalation, providing participants with realistic and varied situations to nav-
igate. Determining if the tool will primarily function as an assessment instrument or a
comprehensive training module is also essential. If it is the latter, developing complemen-
tary educational materials is imperative. These could include lectures or resources that
provide the theoretical basis of de-escalation, upon which the VR tool can then allow users
to apply this knowledge in simulated practice scenarios.

A critical step for the tool’s ongoing validation will be to integrate it into training
curricula and compare its effectiveness and impact on learning outcomes to current training
methods. Comparative studies with traditional training methods will provide valuable
insights into the VR tool’s effectiveness, user engagement, and overall impact on the quality
of de-escalation training.

These two steps will be pivotal in evolving the VR tool from a promising prototype
to a validated, effective training resource that can significantly enhance the skill set of
professionals in disability support and other related fields.
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6. Conclusions

This study represents an important step in the development of a VR application tai-
lored for de-escalation and positive behavior support training in disability support contexts.
Key findings include the successful development of a VR prototype with expert-validated
scenarios for de-escalation training, the establishment of preliminary construct validity,
as evidenced by the positive correlation between empathy levels and VR performance,
and promising usability results from our pilot study with the VR application, achieving
a “good” usability rating. The initial phase of our research highlighted the potential of
VR as a training environment that complements existing pedagogical approaches. The
systematic approach used in this study for scenario development can serve as a template
for further enhancing and expanding the suite of scenarios, making the training tool
more comprehensive.

While still in its formative stages, this research contributes to the evolving landscape
of training in disability support. Incorporating immersive technology, VR offers a unique
approach to understanding and practicing de-escalation techniques. Future research should
include expanding the suite of scenarios to cover a broader range of situations and skills,
comprehensive evaluations against conventional training methods to understand the tool’s
impact on learning outcomes and skill retention, and the exploration of advanced features
such as AI-based conversational agents to enhance the realism and effectiveness of the
training. These evaluations and developments will be important to confirm VR’s promise
of elevating the standard of disability support training, potentially leading to more effective
and empathetic care in challenging situations. As we continue to refine and validate this
tool, we anticipate its growing role in preparing disability support professionals to handle
complex, real-world scenarios with confidence and skill.

Supplementary Materials: The following supporting information can be downloaded at: https://
www.mdpi.com/article/10.3390/mti8110100/s1, Results of Stage 2.

Author Contributions: Conceptualization, all authors; methodology, R.H., C.M. and T.L.; software,
C.M.; data collection, R.H.; data curation, R.H.; writing—original draft preparation, R.H.; writing—
review and editing, R.H., C.M., T.L., C.E. and M.H. All authors have read and agreed to the published
version of the manuscript.

Funding: Connor McCabe was supported by an Australian Government Research Training Program
Scholarship. This research received no other external funding.

Institutional Review Board Statement: This study was conducted in accordance with the Declaration
of Helsinki and approved by the Research Ethics Committee of the University of South Australia
(Project Number 20542, originally approved on 16 May 2023).

Informed Consent Statement: Informed consent was obtained from all subjects involved in
the study.

Data Availability Statement: The data presented in this study are available on request from the
corresponding author.

Conflicts of Interest: The authors declare no conflicts of interest.

References
1. Sturmey, P. Reducing Restraint and Restrictive Behavior Management Practices; Springer International Publishing: Cham,

Switzerland, 2015.
2. Power, T.; Baker, A.; Jackson, D. ‘Only ever as a last resort’: Mental health nurses’ experiences of restrictive practices. Int. J. Ment.

Health Nurs. 2020, 29, 674–684. [CrossRef]
3. Price, O.; Baker, J. Key components of de-escalation techniques: A thematic synthesis. Int. J. Ment. Health Nurs. 2012, 21, 310–319.

[CrossRef] [PubMed]
4. National Collaborating Centre for Mental Health. National Institute for Health and Care Excellence: Guidelines. In Violence and

Aggression: Short-Term Management in Mental Health, Health and Community Settings: Updated Edition; British Psychological Society
(UK) & The Royal College of Psychiatrists: London, UK, 2015.

https://www.mdpi.com/article/10.3390/mti8110100/s1
https://www.mdpi.com/article/10.3390/mti8110100/s1
https://doi.org/10.1111/inm.12701
https://doi.org/10.1111/j.1447-0349.2011.00793.x
https://www.ncbi.nlm.nih.gov/pubmed/22340073


Multimodal Technol. Interact. 2024, 8, 100 14 of 16

5. Kruglanski, A.W.; Ellenberg, M.; Szumowska, E.; Molinario, E.; Speckhard, A.; Leander, N.P.; Pierro, A.; Di Cicco, G.; Bushman,
B.J. Frustration—Aggression hypothesis reconsidered: The role of significance quest. Aggress. Behav. 2023, 49, 445–468. [CrossRef]
[PubMed]

6. Edward, K.L.; Ousey, K.; Warelow, P.; Lui, S. Nursing and aggression in the workplace: A systematic review. Br. J. Nurs. 2014, 23,
653–659. [CrossRef] [PubMed]

7. Liu, J.; Gan, Y.; Jiang, H.; Li, L.; Dwyer, R.; Lu, K.; Yan, S.; Sampson, O.; Xu, H.; Wang, C.; et al. Prevalence of workplace violence
against healthcare workers: A systematic review and meta-analysis. Occup. Environ. Med. 2019, 76, 927–937. [CrossRef]

8. Cusack, P.; Cusack, F.P.; McAndrew, S.; McKeown, M.; Duxbury, J. An integrative review exploring the physical and psychological
harm inherent in using restraint in mental health inpatient settings. Int. J. Ment. Health Nurs. 2018, 27, 1162–1176. [CrossRef]

9. McDonald, K.E.; Conroy, N.E.; Olick, R.S.; Panel, T.P. What’s the Harm? Harms in Research with Adults with Intellectual
Disability. Am. J. Intellect. Dev. Disabil. 2017, 122, 78–92. [CrossRef]

10. Ryan, C.; Bergin, M.; Wells, J.S. Work-related stress and well-being of direct care workers in intellectual disability services: A
scoping review of the literature. Int. J. Dev. Disabil. 2021, 67, 1–22. [CrossRef]

11. Hensel, J.M.; Lunsky, Y.; Dewa, C.S. Exposure to client aggression and burnout among community staff who support adults with
intellectual disabilities in Ontario, Canada. J. Intell. Disab. Res. 2012, 56, 910–915. [CrossRef]

12. Lamont, S.; Brunero, S. The effect of a workplace violence training program for generalist nurses in the acute hospital setting: A
quasi-experimental study. Nurse Educ. Today 2018, 68, 45–52. [CrossRef]

13. Thompson, S.L.; Zurmehly, J.; Bauldoff, G.; Rosselet, R. De-escalation Training as Part of a Workplace Violence Prevention
Program. JONA J. Nurs. Adm. 2022, 52, 222–227. [CrossRef] [PubMed]

14. Rotenberg, S.; Gatta, D.R.; Wahedi, A.; Loo, R.; McFadden, E.; Ryan, S. Disability training for health workers: A global evidence
synthesis. Disabil. Health J. 2022, 15, 101260. [CrossRef] [PubMed]

15. Selick, A.; Durbin, J.; Casson, I.; Green, L.; Abells, D.; Bruni, A.; Mazurek, M.T.; Jiwa, M.I.; Lunsky, Y. Improving capacity to care
for patients with intellectual and developmental disabilities: The value of an experiential learning model for family medicine
residents. Disabil. Health J. 2022, 15, 101282. [CrossRef] [PubMed]

16. Maudsley, G.; Strivens, J. Promoting professional knowledge, experiential learning and critical thinking for medical students.
Med. Educ. 2000, 34, 535–544. [CrossRef] [PubMed]

17. Billon, G.; Attoe, C.; Marshall-Tate, K.; Riches, S.; Wheildon, J.; Cross, S. Simulation training to support healthcare professionals
to meet the health needs of people with intellectual disabilities. Adv. Ment. Health Intellect. Disabil. 2016, 10, 284–292. [CrossRef]

18. Attoe, C.; Billon, G.; Riches, S.; Marshall-Tate, K.; Wheildon, J.; Cross, S. Actors with intellectual disabilities in mental health
simulation training. J. Ment. Health Train. Educ. Pract. 2017, 12, 272–278. [CrossRef]

19. Ferguson, J.; Astbury, J.; Willis, S.; Silverthorne, J.; Schafheutle, E. Implementing, embedding and sustaining simulation-based
education: What helps, what hinders. Med. Educ. 2020, 54, 915–924. [CrossRef]

20. Howard, M.C.; Gutworth, M.B.; Jacobs, R.R. A meta-analysis of virtual reality training programs. Comput. Hum. Behav. 2021,
121, 106808. [CrossRef]

21. Abich, J.; Parker, J.; Murphy, J.S.; Eudy, M. A review of the evidence for training effectiveness with virtual reality technology.
Virtual Real. 2021, 25, 919–933. [CrossRef]

22. Jongbloed, J.; Chaker, R.; Lavoué, E. Immersive procedural training in virtual reality: A systematic literature review. Comput.
Educ. 2024, 221, 105124. [CrossRef]

23. Barteit, S.; Lanfermann, L.; Bärnighausen, T.; Neuhann, F.; Beiersmann, C. Augmented, Mixed, and Virtual Reality-Based
Head-Mounted Devices for Medical Education: Systematic Review. JMIR Serious Games 2021, 9, e29080. [CrossRef] [PubMed]

24. Loetscher, T.; Barrett, A.M.; Billinghurst, M.; Lange, B. Immersive medical virtual reality: Still a novelty or already a necessity?
J. Neurol. Neurosurg. Psychiatry 2023, 94, 499–501. [CrossRef] [PubMed]

25. Burdea, G.C.; Coiffet, P. Virtual Reality Technology; John Wiley & Sons: Hoboken, NJ, USA, 2003.
26. Kolb, D.A. Experiential Learning: Experience as the Source of Learning and Development, 2nd ed.; Pearson FT Press: Upper Saddle River,

NJ, USA, 1984.
27. Brown, J.S.; Collins, A.; Duguid, P. Situated cognition and the culture of learning. Educ. Res. 1989, 18, 32–42. [CrossRef]
28. Dhar, E.; Upadhyay, U.; Huang, Y.; Uddin, M.; Manias, G.; Kyriazis, D.; Wajid, U.; AlShawaf, H.; Abdul, S.S. A scoping review to

assess the effects of virtual reality in medical education and clinical care. Digital Health 2023, 9, 20552076231158022. [CrossRef]
[PubMed]

29. Liu, K.; Zhang, W.; Li, W.; Wang, T.; Zheng, Y. Effectiveness of virtual reality in nursing education: A systematic review and
meta-analysis. BMC Med. Educ. 2023, 23, 710. [CrossRef]

30. Mao, R.Q.; Lan, L.; Kay, J.; Lohre, R.; Ayeni, O.R.; Goel, D.P.; de Sa, D. Immersive Virtual Reality for Surgical Training:
A Systematic Review. J. Surg. Res. 2021, 268, 40–58. [CrossRef]

31. Zhao, J.; Xu, X.; Jiang, H.; Ding, Y. The effectiveness of virtual reality-based technology on anatomy teaching: A meta-analysis of
randomized controlled studies. BMC Med. Educ. 2020, 20, 127. [CrossRef]

32. Alieldin, R.; Peyre, S.; Nofziger, A.; Borasi, R. Effectiveness of immersive virtual reality in teaching empathy to medical students:
A mixed methods study. Virtual Real. 2024, 28, 129. [CrossRef]

https://doi.org/10.1002/ab.22092
https://www.ncbi.nlm.nih.gov/pubmed/37282763
https://doi.org/10.12968/bjon.2014.23.12.653
https://www.ncbi.nlm.nih.gov/pubmed/25039630
https://doi.org/10.1136/oemed-2019-105849
https://doi.org/10.1111/inm.12432
https://doi.org/10.1352/1944-7558-122.1.78
https://doi.org/10.1080/20473869.2019.1582907
https://doi.org/10.1111/j.1365-2788.2011.01493.x
https://doi.org/10.1016/j.nedt.2018.05.008
https://doi.org/10.1097/NNA.0000000000001135
https://www.ncbi.nlm.nih.gov/pubmed/35348487
https://doi.org/10.1016/j.dhjo.2021.101260
https://www.ncbi.nlm.nih.gov/pubmed/35090840
https://doi.org/10.1016/j.dhjo.2022.101282
https://www.ncbi.nlm.nih.gov/pubmed/35264294
https://doi.org/10.1046/j.1365-2923.2000.00632.x
https://www.ncbi.nlm.nih.gov/pubmed/10886636
https://doi.org/10.1108/AMHID-08-2016-0018
https://doi.org/10.1108/JMHTEP-04-2017-0024
https://doi.org/10.1111/medu.14182
https://doi.org/10.1016/j.chb.2021.106808
https://doi.org/10.1007/s10055-020-00498-8
https://doi.org/10.1016/j.compedu.2024.105124
https://doi.org/10.2196/29080
https://www.ncbi.nlm.nih.gov/pubmed/34255668
https://doi.org/10.1136/jnnp-2022-330207
https://www.ncbi.nlm.nih.gov/pubmed/37055062
https://doi.org/10.3102/0013189X018001032
https://doi.org/10.1177/20552076231158022
https://www.ncbi.nlm.nih.gov/pubmed/36865772
https://doi.org/10.1186/s12909-023-04662-x
https://doi.org/10.1016/j.jss.2021.06.045
https://doi.org/10.1186/s12909-020-1994-z
https://doi.org/10.1007/s10055-024-01019-7


Multimodal Technol. Interact. 2024, 8, 100 15 of 16

33. Aliwi, I.; Schot, V.; Carrabba, M.; Duong, P.; Shievano, S.; Caputo, M.; Wray, J.; de Vecchi, A.; Biglino, G. The Role of Immersive
Virtual Reality and Augmented Reality in Medical Communication: A Scoping Review. J. Patient Exp. 2023, 10, 23743735231171562.
[CrossRef]

34. Jans, C.; Bogossian, F.; Andersen, P.; Levett-Jones, T. Examining the impact of virtual reality on clinical decision making—An
integrative review. Nurse Educ. Today 2023, 125, 105767. [CrossRef]

35. Marques, A.J.; Veloso, P.G.; Araújo, M.; de Almeida, R.S.; Correia, A.; Pereira, J.; Queiros, C.; Pimenta, R.; Pereira, A.S.; Silva, C.F.
Impact of a Virtual Reality-Based Simulation on Empathy and Attitudes Toward Schizophrenia. Front. Psychol. 2022, 13, 814984.
[CrossRef] [PubMed]

36. Herrmann, L.E.; Elliott, L.E.; Sucharew, H.; Jerardi, K.; Zackoff, M.W.; Klein, M.; Real, F.J. Impact of a Remote Virtual Reality
Curriculum Pilot on Clinician Conflict Communication Skills. Hosp. Pediatr. 2023, 13, 527–540. [CrossRef] [PubMed]

37. Moore, N.; Ahmadpour, N.; Brown, M.; Poronnik, P.; Davids, J. Designing Virtual Reality–Based Conversational Agents to Train
Clinicians in Verbal De-escalation Skills: Exploratory Usability Study. JMIR Serious Games 2022, 10, e38669. [CrossRef] [PubMed]

38. Holmes, J.; Sokoloff, L.; McNaughton, N.; Gardner, S.; Truong, L.; Nemethy, K.; Joseph, K. VR-based simulation training for
de-escalation of responsive behaviours in persons with dementia: Efficacy and feasibility. Int. J. Healthc. Simul. 2023, 1–8.
[CrossRef]

39. Lavoie, J.; Álvarez, N.; Baker, V.; Kohl, J. Training police to de-escalate mental health crisis situations: Comparing virtual reality
and live-action scenario-based approaches. Polic. A J. Policy Pract. 2023, 17, paad069. [CrossRef]

40. Muñoz, J.E.; Lavoie, J.A.; Pope, A.T. Psychophysiological insights and user perspectives: Enhancing police de-escalation skills
through full-body VR training. Front. Psychol. 2024, 15, 1390677. [CrossRef]

41. Bosse, T.; Gerritsen, C.; de Man, J. Evaluation of a Virtual Training Environment for Aggression De-Escalation. In Proceedings of
the 16th Annual European GAMEON Conference on Simulation and AI in Computer Games, Amsterdam, The Netherlands,
2–4 December 2015; pp. 48–58.

42. Williams, R.D.; Dumas, C.; Ogden, L.; Flanagan, J.; Porwol, L. Virtual reality training for crisis communication: Fostering empathy,
confidence, and de-escalation skills in library and information science graduate students. Libr. Inf. Sci. Res. 2024, 46, 101311.
[CrossRef]

43. Jacobs, C.; Foote, G.; Joiner, R.; Williams, M. A Narrative Review of Immersive Technology Enhanced Learning in Healthcare
Education. Int. Med. Educ. 2022, 1, 43–72. [CrossRef]

44. Wilding, C.; Young, K.; Cummins, C.; Bowler, C.; Dean, T.; Lakhani, A.; Blackberry, I. Virtual reality to foster empathy in disability
workers: A feasibility study during COVID-19. J. Appl. Res. Intell. Disab. 2023, 36, 132–142. [CrossRef]

45. Cricelli, G.; Newbutt, N.; Alexander, J.; Ellison, C.; Loetscher, T. Implementation of Virtual Reality for Neurodivergent Individuals:
Perspectives of Disability Care Staff. PsyArXiv 2024. [CrossRef]

46. Rodríguez, M.L.; García, Á.G.; Loureiro, J.P.; García, T.P. Personalized Virtual Reality Environments for Intervention with People
with Disability. Electronics 2022, 11, 1586. [CrossRef]

47. Michalski, S.C.; Gallomarino, N.C.; Szpak, A.; May, K.W.; Lee, G.; Ellison, C.; Loetscher, T. Improving real-world skills in people
with intellectual disabilities: An immersive virtual reality intervention. Virtual Real. 2023, 27, 3521–3532. [CrossRef] [PubMed]

48. Dixon, D.R.; Miyake, C.J.; Nohelty, K.; Novack, M.N.; Granpeesheh, D. Evaluation of an Immersive Virtual Reality Safety Training
Used to Teach Pedestrian Skills to Children with Autism Spectrum Disorder. Behav. Anal. Pract. 2020, 13, 631–640. [CrossRef]
[PubMed]

49. Tan, B.-L.; Shi, J.; Yang, S.; Loh, H.; Ng, D.; Choo, C.; Medalia, A. The use of virtual reality and augmented reality in psychosocial
rehabilitation for adults with neurodevelopmental disorders: A systematic review. Front. Psychiatry 2022, 13, 1055204. [CrossRef]

50. Carnett, A.; Neely, L.; Gardiner, S.; Kirkpatrick, M.; Quarles, J.; Christopher, K. Systematic Review of Virtual Reality in Behavioral
Interventions for Individuals with Autism. Adv. Neurodev. Disord. 2023, 7, 426–442. [CrossRef]

51. Mavandadi, V.; Bieling, P.; Madsen, V. Effective ingredients of verbal de-escalation: Validating an English modified version of the
‘De-Escalating Aggressive Behaviour Scale’. J. Psychiatr. Ment. Health Nurs. 2016, 23, 357–368. [CrossRef]

52. Cohen, I.L.; Tsiouris, J.A. Triggers of Aggressive Behaviors in Intellectually Disabled Adults and Their Association with Autism,
Medical Conditions, Psychiatric Disorders, Age and Sex: A Large-Scale Study. J. Autism Dev. Disord. 2020, 50, 3748–3762.
[CrossRef]

53. American Educational Research Association; American Psychological Association; National Council on Measurement in Ed-
ucation. Standards for Educational and Psychological Testing; American Educational Research Association: Washington, DC,
USA, 2014.

54. Davis, F.D. Perceived usefulness, perceived ease of use, and user acceptance of information technology. MIS Q. 1989, 3, 319–340.
[CrossRef]

55. Brooke, J. SUS: A quick and dirty usability scale. Usability Eval. Ind. 1995, 189, 4–7.
56. Van Lissa, C.J.; Hawk, S.T.; Branje, S.J.; Koot, H.M.; Van Lier, P.A.; Meeus, W.H. Divergence between adolescent and parental

perceptions of conflict in relationship to adolescent empathy development. J. Youth Adolesc. 2015, 44, 48–61. [CrossRef]
57. Mishara, B.L.; Chagnon, F.; Daigle, M.; Balan, B.; Raymond, S.; Marcoux, I.; Bardon, C.; Campbell, J.K.; Berman, A. Which helper

behaviors and intervention styles are related to better short-term outcomes in telephone crisis intervention? Results from a silent
monitoring study of calls to the US 1-800-SUICIDE network. Suicide Life Threat. Behav. 2007, 37, 308–321. [CrossRef] [PubMed]

https://doi.org/10.1177/23743735231171562
https://doi.org/10.1016/j.nedt.2023.105767
https://doi.org/10.3389/fpsyg.2022.814984
https://www.ncbi.nlm.nih.gov/pubmed/35602736
https://doi.org/10.1542/hpeds.2022-006990
https://www.ncbi.nlm.nih.gov/pubmed/37161716
https://doi.org/10.2196/38669
https://www.ncbi.nlm.nih.gov/pubmed/35793129
https://doi.org/10.54531/bfqc7623
https://doi.org/10.1093/police/paad069
https://doi.org/10.3389/fpsyg.2024.1390677
https://doi.org/10.1016/j.lisr.2024.101311
https://doi.org/10.3390/ime1020008
https://doi.org/10.1111/jar.13042
https://doi.org/10.31234/osf.io/phqrt
https://doi.org/10.3390/electronics11101586
https://doi.org/10.1007/s10055-023-00759-2
https://www.ncbi.nlm.nih.gov/pubmed/37360807
https://doi.org/10.1007/s40617-019-00401-1
https://www.ncbi.nlm.nih.gov/pubmed/32953391
https://doi.org/10.3389/fpsyt.2022.1055204
https://doi.org/10.1007/s41252-022-00287-1
https://doi.org/10.1111/jpm.12310
https://doi.org/10.1007/s10803-020-04424-4
https://doi.org/10.2307/249008
https://doi.org/10.1007/s10964-014-0152-5
https://doi.org/10.1521/suli.2007.37.3.308
https://www.ncbi.nlm.nih.gov/pubmed/17579543


Multimodal Technol. Interact. 2024, 8, 100 16 of 16

58. Valentini, M.; Pinucci, I.; Pasquini, M. Empathy Regulation in Crisis Scenario. In Empathy, Normalization and De-Escalation:
Management of the Agitated Patient in Emergency and Critical Situations; Biondi, M., Pasquini, M., Tarsitani, L., Eds.; Springer
International Publishing: Cham, Switzerland, 2021; pp. 31–55. [CrossRef]

59. Klimecki, O.M. The Role of Empathy and Compassion in Conflict Resolution. Emot. Rev. 2019, 11, 310–325. [CrossRef]
60. Spreng, R.N.; McKinnon, M.C.; Mar, R.A.; Levine, B. The Toronto Empathy Questionnaire: Scale development and initial

validation of a factor-analytic solution to multiple empathy measures. J. Person. Assess. 2009, 91, 62–71. [CrossRef] [PubMed]
61. Bangor, A.; Kortum, P.; Miller, J. Determining what individual SUS scores mean: Adding an adjective rating scale. J. Usability

Stud. 2009, 4, 114–123.
62. Kusal, S.; Patil, S.; Choudrie, J.; Kotecha, K.; Mishra, S.; Abraham, A. AI-Based Conversational Agents: A Scoping Review From

Technologies to Future Directions. IEEE Access 2022, 10, 92337–92356. [CrossRef]

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.

https://doi.org/10.1007/978-3-030-65106-0_3
https://doi.org/10.1177/1754073919838609
https://doi.org/10.1080/00223890802484381
https://www.ncbi.nlm.nih.gov/pubmed/19085285
https://doi.org/10.1109/ACCESS.2022.3201144

	Introduction 
	Related Works 
	Current Study 

	Stage 1: Creating Content and Developing the VR Prototype 
	Methodology 
	Scenario Elements 
	Scenario Structure and Flow 
	Scoring Logic and Scenario Completion 
	VR Software and Development 

	Results and Discussion 

	Stage 2: Expert Content Validation 
	Methodology 
	Participants 
	Materials 
	Procedure 
	Analysis and Decision Making 

	Results and Discussion 
	Scenario 1 
	Scenario 2 
	Scenario 3 


	Stage 3: Piloting VR Application 
	Methodology 
	Participants 
	Questionnaires 
	Materials 
	Procedure 
	Results and Discussion 


	General Discussion 
	Conclusions 
	References

