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Abstract: Understanding document layouts is vital for enhancing document exploration and informa-
tion retrieval for sighted individuals. However, for blind and visually impaired people, it becomes
challenging to have access to layout information using typical assistive technologies such as screen
readers. In this paper, we examine the potential benefits of presenting documents on two-dimensional
(2D) refreshable tactile displays. These displays enable the tactile perception of 2D data, offering the
advantage of dynamic and interactive functionality. Despite their potential, the development of user
interfaces (UIs) for such displays has not advanced significantly. Thus, we propose a design of an
intelligent tactile user interface (TUI), incorporating touch and audio feedback to represent docu-
ments in a tactile format. Our exploratory study for evaluating this approach revealed satisfaction
from participants with the experience of directly viewing documents in their true form, rather than
relying on screen-reading interpretations. Additionally, participants offered recommendations for
incorporating additional features and refining the approach in future iterations. To facilitate further
research and development, we have made our dataset and models publicly available.

Keywords: tactile user interface; document layout; 2D refreshable tactile display; accessible layout

1. Introduction

The graphical layout of a document encompasses visual semantics, including the size,
shape, and location of the content matter [1–3]. It is not merely about organizing visual and
textual elements. It also significantly contributes to faster comprehension, easy reading,
and better understanding. Effective layout design enhances information retrieval and aids
in maintaining the reader’s attention [4]. For instance, when reading a scientific paper,
one can easily navigate between the sections to find specific table or equation references.
Reading order is also inherited from the layout presentation of the document. However,
for blind and visually impaired people, the lack of accessibility in document layout poses
a barrier to achieving similar reading advantages as their sighted peers [5]. A study of
11,000 scientific PDFs showed that the majority lack basic accessibility features, with only
2.4% satisfying all accessibility requirements [6]. Further investigations demonstrated that
layout knowledge could enable blind and visually impaired people to collaborate and
co-author effectively with sighted individuals [2].

Significant research efforts have been made in the field of Document Layout Analysis
(DLA) [7–10], focusing on extracting key features from documents by segmenting and
identifying different regions within them. Despite substantial advancements in DLA, there
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remains a gap in research on effectively extracting and presenting layout information in
formats accessible to blind individuals. Recent studies in computer vision [11,12] have
concentrated on editing and extracting visual layouts, yet they have not addressed how
to adapt these layouts for users with diverse sensory needs. Moreover, many of these ap-
proaches fall short of the accessibility standards required for blind individuals, particularly
those who depend on tactile feedback.

The common tools used by blind and visually impaired individuals to access dig-
ital documents generally fall into two categories: those that interpret data linearly and
those that preserve the original document’s format, thereby maintaining its spatial layout.
Assistive technologies like screen readers and one-line Braille displays present informa-
tion in a linear sequence, either through audio or Braille feedback, without conveying
spatial structure or layout organization [13]. In contrast, printed-embossed documents
and 2D tactile displays retain spatial information by rendering the original layout, while
printed-embossed solutions are often more affordable but time-consuming and prone to
wear and tear. On the other hand, 2D refreshable tactile displays offer interactive features
and support multimodal exploration, making them an increasingly popular option despite
their higher cost [14].

There has been limited progress in the accessibility community regarding how blind
users can interact with document content through tactile means, possibly due to the absence
of standardized design principles [15]. Therefore, in this work, we aim to analyze how
UIs for tactile displays can be designed using more standardized approaches and assess
their impact on enhancing document comprehension for blind and visually impaired users
compared to traditional methods.

In this paper, we propose a method for automatically extracting layout information
from various types of documents and presenting it in an accessible format for blind indi-
viduals using 2D refreshable tactile displays. To achieve this, we employ a deep learning
approach to automatically retrieve document structures, using a benchmark dataset specif-
ically developed for this task. Additionally, we present a design of an intelligent TUI to
convey document structure to blind users through 2D tactile displays. Our system fur-
ther supports multimodal interactions, allowing users to explore documents interactively
through both tactile feedback and audio. The key contributions of this work are as follows:

• We design a method to automatically extract document layouts and a new dataset
comprising common complex layouts, including slides and newspapers.

• We construct an interactive TUI for displaying documents on 2D refreshable tactile
displays to enable blind users to navigate and explore complex document layouts
through haptic and button-based interactions and auditory feedback.

2. Related Work

In this section, we discuss research efforts focused on DLA and converting documents
into accessible formats. Moreover, we discuss the existing literature on tools and methods
developed to assist blind individuals in reading documents.

2.1. Document Layout Analysis Methods

Traditionally, the field of DLA focused on enterprise applications, where businesses
require efficient processing of large volumes of documents to perform tasks such as in-
formation retrieval and key-value extraction [10]. Recent advancements in deep learning
have redefined DLA as a visual object detection or segmentation problem, utilizing con-
volutional neural networks (CNNs), such as the YOLO family models [16]. In contrast to
CNN-based methods, models like DiT [17] and RoDLa [18] leverage image transformers
designed explicitly for DLA, yielding promising results. Moving beyond single-modal
approaches, LayoutLMv3 [19] integrates text, vision, and layout information into a unified
architecture, pushing the boundaries of multi-modal document understanding.

Not only have the methods and architectures in the DLA field advanced but benchmark
datasets have also seen significant progress. PubLayNet [20] was one of the first large-scale
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DLA benchmark datasets, followed by DocLayNet [21], which offers 80,000 documents
from various categories. Both datasets incorporate only two modalities—visual and layout.
Other more specialized datasets, such as FUNSD [22] and ReadingBank [23], expand on
these by including textual, visual, layout, and reading order modalities.

However, in daily life, especially for blind and visually impaired individuals, docu-
ments beyond traditional structures are frequently encountered. These can include mag-
azines, fliers, or other designs where layouts deviate from common structures, often
incorporating creative design elements. Existing datasets in the field, such as DocLayNet
and PubLayNet, focus solely on structured documents, which limits model reliability and
robustness in real-world scenarios where blind users might capture or scan documents to
access information.

On the other hand, current accessibility approaches focus primarily on element-wise
accessibility. For instance, they focus on the utilization of large vision–language models
to summarize and understand documents [24]. Omar et al. [25] proposed a method to
create tactile materials from document visuals like charts using an intelligent interface.
In [26], Sechayk et al. proposed screen-reading applications to make slide decks more
accessible. Wang and Cachola et al. [27] applied specialized models to convert PDF
metadata into HTML, demonstrating strong performance in extracting and presenting
document structures. However, the approach is computationally intensive due to the
reliance on multiple models and is limited to PDFs with a text layer, restricting its broader
applicability. While these models are valuable for reading documents and improving
accessibility, they do not fully support blind and visually impaired users in interacting with
and exploring different document sections independently.

Despite these advancements, challenges remain in achieving robustness across diverse
document types and ensuring accessibility of the various layout structures commonly used
in documents. In our approach, we aim to develop a more abstract module that enables
interactions with the document as a whole, allowing users to explore various sections and
gain a holistic understanding of the layout and content.

2.2. Document Access by Screen Readers

When it comes to accessing documents, screen readers are the most commonly used
assistive technology by blind and visually impaired individuals. Screen readers can offer a
sequential or a linear representation of digital documents. Therefore, the documents must
be provided in an accessible format, with all relevant metadata included. This sequential
representation, while informative, sacrifices alignment with the original spatial layout of
the document [28].

Several studies explored how documents can be converted into an alternative one-
dimensional representation. This representation aims to convey the same content with
reduced complexity for better access through screen readers. A popular approach involves
converting the document into an HTML format [29,30]. Wang et al. [31] proposed an
approach for scientific documents. They first identified the reading order of different
elements and then mapped it into a one-dimensional hierarchical HTML structure. Similarly,
Peng et al. [32] presented a method to enhance slide document accessibility by generating
a hierarchical structure from a slide deck. This transformation allows readers to navigate
the slide deck from higher to lower-level descriptions. However, this transition from a 2D
to a 1D mapping of document layouts comes at the expense of losing spatial information.

Previous works have also addressed how screen readers can be improved by exploring
ways to enhance the interactive aspects of screen readers. For instance, Khurana et al. intro-
duced SPRITEs, a system that utilizes various keyboard surface interactions to represent
visual-spatial elements such as page menus, lists, and maps [33]. Similarly, Gadde et al.
presented DASX, a system that allows users to quickly navigate to the most relevant section
within a page using a single shortcut [34]. Another innovative approach, proposed by
Vtyurina et al. [35], integrates smartwatch/smartphone applications with screen readers.
This approach incorporates hand gestures and voice commands to navigate the document,
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enhancing the reading experience for blind individuals [35]. Ahmed et al. [36] introduced
another method to allow blind users to skim through documents without relying on visual
cues. In their approach, users are presented with keywords collected from the page text,
organized based on topic similarity. Subsequently, a summary is generated from these
keywords. Their research findings suggest that this technique can be valuable for providing
screen reader users with a high-level overview of a page.

Despite the efforts to use screen readers to represent document layouts, these tools
have typically been tested with accessible documents, simple graphical elements, and
predefined document categories such as webpages. This assumption may be challenging to
uphold in today’s documents, which often feature variable or non-standard layouts and
incorporate more visuals like charts and equations.

2.3. Haptic Representation of Documents

Alternatively, some approaches in the literature focused on conveying document layouts
while preserving their 2D structure, often by incorporating haptic feedback. Safi et al. [37]
introduced a method using vibration sensors to represent document layouts. In this
research, they developed a finger-sized embedded system with a micro-vibrator. The
intensity and the frequency of the vibration are adjusted based on the structure of the
touched document on the tablet. Similarly, Maurel et al. [38] proposed a strategy for
allowing blind users to access vibrotactile documents using hand-mounted actuators that
deliver localized vibrations with varying intensities and frequencies. By correlating light
intensity with vibration frequency, users could distinguish between different elements and
borders within the layout. Moreover, while their research focused on webpage layouts, the
evaluation did not include blind users.

Other similar methods utilized embossed papers [2,39,40] for representing documents.
In this approach, variant heights and textures are assigned to document elements. Another
study followed a similar approach but used wooden stacked laser-cut pieces to convey the
document [41]. A significant advantage of these printed tactile materials is that they are
affordable; however, they only convey static layouts. Once printed, they cannot be altered
and provide no interactions. In comparison, 2D refreshable tactile displays can surpass
these conventional layout representation methods by providing blind and visually impaired
individuals with a dynamic and more user-friendly experience. This is achieved through
the utilization of interactive features, including page toggling, panning, and zooming [42].

In the following section, we present our approach for automatically extracting lay-
out information from complex documents and a new TUI for depicting the extracted
information on 2D refreshable tactile displays.

3. Materials and Methods

In this section, we introduce our proposed system for making document layout acces-
sible using 2D tactile refreshable displays. The system consists of two primary modules,
as depicted in Figure 1: Figure 1a, layout extraction module; Figure 1b, TUI module. The
layout extraction module runs on a server and consists of a trained detection model to
extract metadata from documents automatically. The metadata contain the spatial layout
information and the textual data. The metadata are then passed to the tactile representation
module, which converts the extracted metadata into a tactile format that can be displayed
on 2D refreshable tactile displays. Additionally, this module handles user interactions in
the form of touch and button clicks, and provides users with audio feedback.

The interface was tested on the Metec Hyperbraille 2D refreshable tactile display [43].
The device features 60 by 104 actuators (pins) and a resolution of 10 dpi. It incorporates
touch capabilities on its tactile surface. The device’s hardware features a total of 19 buttons.
These include two sets of navigation buttons on both sides of the tactile surface and a scroll
button at the bottom. The device operates through an application programming interface
(API) that enables the user to control the actuators and program the functionality of the
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buttons. In the following section, we present a detailed examination of the two modules in
our proposed system.

PDF Document
(Magazine, Slide,

etc.)
YOLO Model

Frontend
Touch & Buttons

Interactions
Audio Feedback

JSON
{ }

PDF

Backend

Tactile Layout

t

x

x

x

Computer

UI
Extracted Data

Extracted Layout OCR Text Reading
Order

(a)

(b)

OCR

ChatGPT

1
2

3

Layout Extrac�on Module

Tac�le User Interface Module

Figure 1. The pipeline of our tactile document system consisting of (a) the layout extraction module,
which utilizes the YOLOv10 detection model and an OCR model, as well as ChatGPT to extract
metadata from each predicted bounding box, and (b) the tactile representation module, which
responsible for representing the document’s metadata in a tactile format. This module handles touch
and button interactions, and provides audio feedback for the auditory representation of text elements.

3.1. Layout Extraction Module

Dataset: To enable effective document layout extraction, a model requires training on
a diverse and representative document layout dataset. Among the primary datasets in this
field is DocLayNet [21], a comprehensive collection covering categories such as financial
reports, scientific articles, laws and regulations, government tenders, manuals, and patents.
These categories share a standardized layout structure across sources; for instance, scientific
articles from various publishers tend to exhibit similar sectioning and design. However,
in real-world scenarios, layouts are often much more varied. We refer to these as artistic
layouts—a category that includes visually complex documents like magazines—which are
typically crafted by designers using multiple layers and artistic elements.

To address this gap, we propose the Artistic Document Layout (ArtDocLay) dataset
in this paper [44]. The dataset was initially curated by crawling 1017 documents from
Commoncrawl using a keyword-based filtering approach to capture eight unique artistic
categories (refer to Table 1). We then manually selected 37 documents from each category,
ensuring that each document showcased unique and varied layouts, even within individual
pages. Following DocLayNet’s annotation guidelines, we labeled a total of 324 images and
3526 bounding boxes. Table 1 provides statistical insights into our dataset. We also provide
training, validation, and test splits with a 70:10:20 percent ratio, respectively.

Model: To extract the layout of documents, we utilize object detection models. A
crucial requirement for our model selection is the ability to operate in real-time and perform
efficiently on low-power devices. For this purpose, we determined the YOLO family to be
suitable, given its balance of speed and resource efficiency.

We employed the latest version, YOLOv10, as provided by Ultralytics. YOLOv10 is a
single-shot detector, which makes it distinct from prior versions by incorporating NMS-free
dual-label assignments and a holistic efficiency- and accuracy-driven model design. This
design choice reduces computational redundancy, enhancing both speed and accuracy [16].
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Table 1. Artistic documents included in our dataset and their corresponding book and image counts.

Category Books Image

brochure 7 44

newspaper 5 48

books 3 84

magazine 4 52

slide 4 79

poster 2 2

flier 6 11

infographic 4 4

Total (8 categories) 35 324

For comprehensive experiments, we trained all YOLOv10 variants, from YOLOv10-x
(X-Large, with 29.5 Mparameters) to YOLOv10-n (Nano, with 2.3 M parameters). In the
first stage, all models were trained on the DocLayNet dataset for 100 epochs, starting from
COCO-pretrained weights made available by Ultralytics. In the second stage, we fine-tuned
ArtDocLay’s training split for 10 epochs, using zero warmup for a smoother transition and
a higher learning rate of 0.01 to accelerate learning on the new dataset. Table 2 summarizes
the evaluation of the trained models on artistic document layouts.

Table 2. Performance of different YOLOv10 models trained on DocLayNet and fine-tuned on
ArtDocLay in terms of mAP50 and mAP50:95, with improvement margins shown in blue.

Model Train Dataset mAP50 mAP50:95

YOLOv10x

DocLayNet

31.9 19.5

YOLOv10b 29.5 17.3

YOLOv10l 36.7 19.3

YOLOv10m 33.0 17.7

YOLOv10n 30.4 18.6

YOLOv10s 31.8 18.4

YOLOv10x

Fine-tuned on ArtDocLay

56.6 (+24.7) 31.5 (+12.0)

YOLOv10b 55.7 (+26.2) 34.4 (+17.1)

YOLOv10l 60.5 (+23.8) 33.7 (+14.4)

YOLOv10m 53.7 (+20.7) 30.6 (+12.9)

YOLOv10n 64.8 (+34.4) 29.0 (+10.4)

YOLOv10s 52.8 (+21.0) 29.6 (+11.2)

For a fair evaluation, we ensured consistent image resolution across all models. Table 2
presents the test performance on the artistic dataset, highlighting the limited performance
of models trained solely on the DocLayNet dataset, which is primarily suited to structured
documents. This limitation is particularly relevant for blind users, as higher error rates can
lead to frustration—such as when an element labeled as an image caption turns out to be a
table or when captions go undetected entirely.

Our dataset, ArtDocLay, demonstrates a meaningful improvement, with YOLOv10-X
showing a gain of +24.7 mAP50 and +12.0 mAP50:95 over DocLayNet alone. Qualitatively
and quantitatively, this improvement means that bounding boxes are more accurately
aligned with objects in the page, both in location and class. This alignment facilitates a
better reading order and element identification, reducing hallucinations and enhancing
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accessibility for blind users. For inference speed, the YOLOv10-X variant achieved a
runtime of approximately 6 ms on an NVIDIA A40 GPU.

In our framework, we utilize the X variant with a confidence threshold of 0.5. These
predictions are then processed in subsequent steps to establish reading order and generate
tactile layout representations, as detailed in later sections.

Reading Order: For blind readers, a logical reading order is essential for understanding
document content as intended. To establish this, we first annotate the page image with
bounding boxes, each labeled with an ID in the top-left corner, as shown in Figure 2a. Then,
use OCR to extract text from each bounding box. Non-textual elements, such as figures
and charts, are paired with their captions to retain context. We then prompt GPT-4 with
the annotated layout and OCR data, asking it to arrange elements into a coherent reading
sequence based on spatial and textual cues. To accomplish this, we provided the model
with a prompt that summarized the task as follows:
"Your task is to reorder the bounding box IDs to reflect the natural reading flow of the
document page based on the content and the spatial location of the text. You will be
provided with an image of the document where bounding boxes are drawn, along with
metadata describing each bounding box, including coordinates, class name (e.g., ’Title’,
’Text’, ’Section-header’), and OCR-extracted text. Please return the bounding box IDs in the
correct reading order as a JSON array."

The final reading order, along with spatial and textual content, is structured in a JSON
file, as shown in Figure 2b.

...

...

...

...

...

...

...

...

...

...
i

t

t

t
x

x

x

i
i

i

1

Magazine Example File In 2D Tactile

ID:4

ID:2

ID:5

ID:0

ID:7

ID:1

ID:9

ID:3

ID:6

ID:8

(a) (b) (c)

Figure 2. An example of a document at the various stages of the system pipeline: (a) Following
document segmentation, bounding boxes are generated for each element, with ids assigned to each
bounding box. (b) A JSON file is created containing the bounding box coordinates, reading order,
and OCR-generated text. (c) The tactile representation of the document using our interface. In the
first view mode, the interface displays bounding boxes, while the second view mode shows only
Braille letters and element identifiers to represent the document elements.

3.2. TUI Module

To design our TUI for 2D tactile displays, we followed a participatory approach by
collaborating with a blind user. This collaboration aimed to define the criteria for how
the interface should present documents and how the interactions should be designed. For
this purpose, we conducted semi-structured interviews with our collaborator during the
design phase. Through an iterative design process, we developed the interface design in
two primary cycles.

3.3. First Prototype: Static TUI

The first prototype we created to represent the metadata we extracted from documents
using our trained model, maintaining the original document layout. The concept involved
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placing a Braille character at the center of each document element. For example, a paragraph
was marked by the Braille letter “x”, while a title was represented by the letter “t”, as
detailed in Table 3.

Table 3. The detected elements using our trained model and their tactile representation.

Detected Sub Classes Mapped Classes Tactile Representation

Document title,
section title, header Title (t) t
Paragraph, footer, caption,
page number, list-item Text (x) x
Table Table (b) b
Equation, code Math (m) m
Figure Image (i) i

We presented the prototype to our collaborator using the Metec Hyperbraille tactile
display and sought feedback on improving the representation and defining fundamen-
tal interactions. The collaborator recommended displaying the bounding boxes around
document elements for the representation. Regarding the interactions, the collaborator
suggested the following points:

• Implementing all interaction buttons symmetrically on both sides of the device to allow
the users to explore the document using both hands and avoid losing the orientation
at any time when using the buttons. This would also enhance the accessibility for left
and right handed users.

• Integrating audio feedback to provide the text of each element when needed.
• Providing the user with an acoustic feedback while using the navigation buttons to

signal the occurrence of a change.
• Including a feature to offer additional details, such as the number of columns, element

types, and document format (e.g., paper, slide, receipt), upon request.

3.4. Second Prototype: Interactive TUI

To implement the interactions suggested by our collaborator, we developed a second
prototype of the interface. The design of this new interface was guided by Shneiderman’s
Visual Information Seeking Mantra (VISM) [45], which provides a framework for creating
interactive visualizations that facilitate efficient data exploration. Although VISM is initially
intended for visual interfaces, prior research has successfully adapted its principles for
designing audio interfaces for blind users [46]. Building on this, we explored how VISM’s
guidelines could be applied to the design of TUIs that can run on 2D tactile displays.

3.4.1. VISM Principles

The design of our second prototype involved implementing the three VISM principles:
(a) Offer a summary or overview of the document on the tactile display. (b) Allow users
to zoom in or out of different levels of detail by navigating between sections or levels
of information. (c) Provide detailed information upon demand. When users select a
specific item or area of interest, additional information about it can be displayed in a format
suitable for tactile display. The following section describes the implementation of the three
principles in detail.

Overview Principle: The overview principle was implemented in the interface by
depicting three main components on the tactile display, as shown in Figure 3a. The initial
component is the “Element Guide”, which is a vertical rectangular region with horizontal
lines. These lines indicate the existence of a document element, such as text, title, table, math,
and image, at that specific level. These lines align with the y-values of the bounding box
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centers that hold each element. The second component is the “Class Identifier” area, where
a Braille character is placed at the center of the bounding box. This character represents
the layout class, for example, “x”, for a text element. The last part is the “Divider Line”,
which separates the previously mentioned sections, aiding users in distinguishing between
the first two components. Furthermore, there is an alternative overview known as the
“bounding boxes mode”, as shown in Figure 3b. In this mode, the interface displays
bounding boxes around each element, representing them as rectangles with dimensions
corresponding to the width and height of the respective element. Additionally, in each
view mode, two sections are always present on the screen, the header section and the footer
section, as depicted in Figure 4e and Figure 4h, respectively. The header section shows the
current page number, while the footer section shows the file name. The goal of the two
view modes is to provide users with a quick overview of the document, enabling them to
easily visualize the different elements present.

Details on Demand
Zoomed View: The
selected element is
expanded, displaying the
Braille translation.

Overview Zoom & Filter

View Mode 1

(a)

(c)

(d)

(e)

View Mode 2

(b)

Overview Modes: Mode 1
shows Braille letters at the
center of each bounding box,
while Mode 2 displays only
bounding boxes.

The first sentence of the
selected element is spoken
aloud while remaining in the
overvew mode.

Highlight Element

Audio Bu�on

Selec�on Interac�on

Naviga�on
Interac�on

A selection box appears
around the element while
remaining in overview mode.

Figure 3. The different views available in the tactile document interface, based on the VISM principles.
(a) Element identifier overview mode. (b) Bounding boxes overview mode. (c) Selection of an element
to explore through navigation buttons or touch. (d) Zoom and filter view. (e) Details-on-demand view.

Filtering Principle: The zoom and filter principle is defined in the VISM as a method for
reducing the complexity of the data representation by removing unnecessary information
from the user’s view, enabling focused exploration of relevant details. In our interface, this
is implemented by allowing users to select specific elements within a document while in
overview mode, as demonstrated in Figure 3d. Upon selection, users receive brief acoustic
feedback, consisting of the first sentence from the chosen element, providing concise
information without needing to switch to a detailed view. This approach helps users grasp
key content quickly while maintaining their overall orientation in the document.

Details-on-demand Principle: The details-on-demand principle is realized by allowing
the user to select any element in the overview mode, as shown in Figure 3c, and move
to another detailed view. The detailed view, as shown in Figure 3e, displays the selected
element of interest on the display. The Braille translation will be displayed if the selected
element is a text. If the element is an image, the alternative text will be presented. If the
alternative text is unavailable, a standard text message informs the user that this is an
image without alternative text.
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S S

(a)

(b)

(i)

(d)

(c)

(h)

(g)

(f)

(f)

(e)
? ?

Figure 4. The interactions available in the tactile document interface and the corresponding buttons
used on the HyperBraille display. (a) Navigation controls, (b) audio feedback, (c) view mode button,
(d) help buttons, (e) page number, (f) back button, (g) document element with a selection box, (h) file
name footer, and (i) page navigation button.

3.4.2. Interaction Concepts

We designed the interface with fundamental interactions that facilitate document
exploration and transitions between the various available view modes. Given blind users’
familiarity with haptic interactions, touch interactions were prioritized. However, we
also implemented the same interaction concepts using buttons to ensure accessibility for
any 2D tactile display that lacks touch capabilities. The tactile and audio feedback in our
design is intended to help users develop a comprehensive understanding of document
structure. For instance, in overview mode with Braille letters, tactile feedback conveys
spatial relationships, supporting users in forming a mental map of the document’s layout.
Additionally, audio signals complement specific interactions, such as distinct sounds when
navigating between elements and a crash sound that indicates the document boundary.
Together, these cues provide clear structural information, helping users maintain orientation
within the document. In total, we integrated seven interaction concepts into our interface,
which are detailed in the following sections.

Selection and Navigation Using Touch: The first interaction possibilities are the se-
lection and navigation by touch. By placing one finger on the Braille letter of a document
element and pressing the select button “S” in the navigation buttons, as shown in Figure 4a,
the user can navigate to the details on demand view, where the complete text is displayed
in Braille.

Selection and Navigation Using Buttons: The same interactions are executed using a
set of four directional buttons and a selection button labeled “S,” as depicted in Figure 4a.
When the selection button is pressed, a rectangle is drawn around the first element in the
document, determined by the reading order of the elements, as illustrated in Figure 4g. An
auditory signal is also played to notify the user that an element has been selected. If the
user attempts to navigate beyond the end of a row or the end of the document, a distinct
audio signal resembling a crash is emitted to indicate that further navigation in this specific
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direction is not possible. Pressing the selection button again expands the highlighted
element, displaying the full text in Braille.

Audio Feedback: In overview mode, when an element is highlighted by placing one
finger on it or using the selection button, the user can listen to the first sentence within that
element by pressing the audio buttons, as shown in Figure 4b. This functionality is designed
to assist blind users in skimming through a document, providing brief information about
the text within the element without losing their sense of the overall layout. Similarly, if the
same button is pressed while in the “Details on Demand” view mode (after selecting an
element and displaying its content), the user can listen to the full text that is displayed.

Return to Overview Mode: Switching back from the “Details on Demand” view, where
the text element is expanded, to the overview is carried out by clicking the back buttons, as
shown in Figure 4f.

Bounding Boxes Overview Mode: The user can switch to the bounding boxes overview
mode by pressing the overview mode button, as shown in Figure 4c. However, this mode
is static, meaning that the user cannot select or navigate between different elements.

Scroll Pages: By pressing the scroll bar in Figure 4i once, the user can scroll up and
down the page. If the user holds the scroll bar longer, they can navigate to the next or
previous page.

Extra Information: If the user presses the help buttons, as illustrated in Figure 4d, the
user can obtain extra acoustic information about the file’s name, the current page, and the
number and types of the elements currently visible on the screen. For instance, when the
user clicks the help button, the document shown in Figure 5a would generate the following
spoken text:

“This is page 1 in document PDF File 1. There are currently three elements displayed
on the screen. The elements include one title, one text, and one image”.

Help
Bu�on

Audio FeedbackOverview Mode

(a)
(b)

This is page 1 in document “PDF File
1”. There are currently 3 elements
displayed on the screen. The
elements include 1 title, 1 text and 1
image.

x

i

t

/Home/files/odf/arti

1

..

...

...

...

x

i

t

/Home/files/odf/ar

1

..

...

...

...

Figure 5. (a) A document represented in the overview mode using the proposed interface. (b) The
corresponding auditory information given to the user after clicking the help button.

4. Preliminary Study

We conducted a preliminary study with three blind users to evaluate the second
prototype of the interface. We were interested in observing the participants while using the
interface to explore complex documents, such as magazine articles with multiple columns,
and analyze how intuitive the interactions are, as well as whether this 2D representation of
documents is helpful for blind users. Additionally, the user study was required to assess
the effectiveness of the VISM approach for presenting documents on 2D refreshable tactile
displays. We had the following three goals for our study: First, to determine how successful
the users are in using the interface for reading and skimming documents with complex
layouts. Second, to assess the effect of using the interface on the efficiency of reading and
skimming compared to conventional aids such as screen readers. Third, to analyze the
users’ satisfaction with the interface and its interactions.
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4.1. Participants

We recruited participants through university mailing lists. Table 4 shows the demo-
graphic data of the participants. The participants had prior experience with 2D tactile
displays and depended on screen readers for reading documents. All the participants could
read Braille and had a high level of education, at least a bachelor’s degree or higher.

Table 4. Demographic information of the user study participants.

Participant Age/Gender Reading Assistive Tools

P1 48-57/M Screen reader/1D Braille

P2 23-32/M Screen reader/1D Braille

P3 23-32/F Screen reader

4.2. Procedure

Each study lasted around 60 min and included one participant. The participants
provided their informed consent at the beginning of this study, in accordance with our
university’s ethical guidelines. Each study consisted of four sessions: the first session
was an introductory session, during which each participant received a training document
containing step-by-step instructions for 15—20 min, guiding them on how to use the
interface. In the second session, the participants were provided a four-column magazine
article [47] to read on the tactile display using our TUI. In the third session, the participants
were given another magazine article [48] to read using the NVDA [49] screen reader on
a computer.

Following each sessions two and three, the participants were asked to perform the
following tasks:

• Task 1: Skim the document and give a quick summary of the topic and the main key
points.

• Task 2: Answer a question about certain information in the document. (Document (a):
How does the writer stay updated on the rapidly occurring changes? Document (b):
Why do some individuals prefer to be anonymous online.)

• Task 3: Explain the structure of the document.

In the last session, the participants were asked to provide feedback on the ease of
using the new interface and their interactions with it through open-ended questions.

4.3. Results

Overall, we observed that all participants had no difficulties understanding the concept
of presenting documents in a 2D tactile format. They could navigate the provided document
using the interface, extract information, and answer the questions effectively. In the
following section, we present our findings.

Regarding the different view modes available in the interface, all participants demon-
strated an ability to figure out the document type by interpreting the structure using the
bounding boxes view mode. However, when the participants were asked about their
preferred view mode, all participants favored the bounding boxes view over the centered
Braille letter view, mentioning that it was easier to comprehend spatial arrangement. P1
and P3 suggested combining both view modes, allowing simultaneous access to bounding
boxes and the central letter views, as the central letter adds extra information about the type
of element represented by the bounding box. P2 answered when asked why he preferred
the bounding boxes overview more:

“It made me personally quite happy because I have just seen a document again as it
was there, so not just in 1D as on the Braille 1D display, but as it really is”.

Participant P3 also confirmed that the bounding box view mode was useful in under-
standing the structure of the document and added that the markings provided at the left of
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the display in the case of the centered Braille letter is a very useful mechanism and should
also be present in the case of the bounding box view mode.

Regarding the “Details on Demand” concept, it was noted that both participants found
the mechanism of switching from overview to detailed view to be logical. However, P1 was
observed to have some difficulties while searching for specific information in the document.
The participant later highlighted that knowing whether the scroll bar scrolled within the
page or the whole page was sometimes confusing. Therefore, the participant suggested
integrating feedback mechanisms when scrolling within the same page, as when moving
between pages, such as playing two different audio signals in each case.

Regarding the “Zoom and Filter” concept, Participant 3 (P3) appreciated how the
audio feedback is implemented in the interface, noting that hearing only the first sentence
in overview mode was particularly useful. This feature helped her quickly navigate the
document and skip less interesting sections.

All participants preferred touch interactions over purely button-based navigation
when accessing the document. Additionally, it was noted that participants did not utilize
the help function while reading. When asked about this, all participants indicated that they
found it unnecessary and did not feel the need for assistance.

Regarding new features, P1 suggested integrating an additional function into our
trained model that would automatically generate a summary of the document, allowing
users to listen to this summary with the press of a button. Additionally, P3 expressed
interest in incorporating editing options within the interface, such as highlighting specific
text elements and adding comments. P3 also proposed a feature enabling users to place one
finger on a word, triggering audio feedback that reads only the corresponding sentence.

In the last session, participants were tasked with skimming the second document
using a screen reader. The screen reader was unable to interpret the document’s structure
correctly, resulting in an incorrect reading order. This made it difficult for users to under-
stand the topic discussed in the document, navigate through the document, and access
specific information.

5. Discussion

Based on our findings, presenting document layouts on 2D tactile displays shows
promising potential for offering blind users access to digital documents while preserving
the original layout of documents. Participants found the data representation and navigation
between modes, guided by the VISM approach that we adopted for the TUI, logical and
intuitive. However, there is room for improvement to enhance the user experience and
address usability limitations identified in our preliminary study.

5.1. Optimizing View Modes for Enhanced User Experience

It was observed that all participants favored the bounding boxes view mode for
understanding the document layout and structure. However, two participants noted that
the alternate view mode, which featured a Braille letter at the center of each bounding box
and horizontal lines indicating the presence of elements, was also beneficial for identifying
and detecting the document’s different elements. Based on this feedback and a suggestion
from one participant, it may be valuable to combine both modes into a single view. This
unified mode would display bounding boxes with Braille letters at the center while enabling
users to navigate and interact with elements. Such a design could offer a more efficient and
user-friendly experience.

In general, the view modes in our TUI were found to effectively provide participants
with information about the structure of the document, including the position and size of
various elements. In contrast, participants in our study were unable to access the same infor-
mation when using a screen reader. This observation aligns with the findings of Li et al. [2],
which highlighted that the most significant challenge faced by blind participants in their
study was the inability of screen readers to convey spatial relationships between layout
elements in documents.
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5.2. Importance of Interaction Feedback for Improved Navigation and Orientation

In our TUI design, the interactions for navigating between document elements and
switching between different view modes were generally sufficient to support user explo-
ration. However, we observed that providing immediate feedback for any interaction that
alters the content displayed is crucial for maintaining the orientation of a document. For
instance, one participant experienced difficulties with the page orientation, particularly
during scrolling between pages of the document. In our interface design, we found it
essential to include audio feedback, such as a boundary alert or a subtle sound cue, to
notify the user when they reached the end of a page. Without this, users would need to
keep one hand on the display at all times to detect changes.

This aligns with the findings of Chase et al. [39], who emphasized the need for
tightly coordinated haptic and audio feedback in user interfaces. Their research indicated
that haptic guidance cues effectively complemented audio feedback. Our co-designer,
during the initial phases of designing our TUI, also underscored the importance of this
coordination. This suggests that integrating both feedback types in a harmonized manner
is important for enhancing the user experience for blind users.

5.3. Additional Features

Participants in our exploratory study provided suggestions for new features in the
next versions of the interface. One participant (P3) requested editing capabilities, such as
text highlighting and the ability to add comments. Given the positive feedback on the touch
interaction concepts, exploring how these editing features could be implemented through
touch interactions would be a valuable direction for future development. Additionally,
the same participant proposed adding a feature to listen to text word-by-word by placing
a finger on the text in the “Details on Demand” view mode. This could further improve
interaction and accessibility.

In our interface, we included a help feature that provides users with extra information
about the document layout. However, we noticed that the participants did not utilize it
during the study. Some explained that they were able to complete tasks without requiring
additional assistance. This suggests the need to revise the help functionality’s content
and presentation. For instance, incorporating a document summary, as one participant
suggested, could enhance this feature’s relevance and usefulness.

While our interface presented graphical information with alternative text when avail-
able, a brief placeholder indicated the presence of an image when such text was missing.
Although this was not reported as a significant issue during our preliminary study, it
may be because blind users are accustomed to similar limitations in screen readers and
one-dimensional tactile displays. However, given the capabilities of 2D tactile displays,
exploring methods for presenting the original image itself would be worthwhile. This
approach could provide users additional context and a richer understanding of the content.

6. Limitations

While our approach for presenting documents on 2D tactile displays showed promise,
shortcomings and open questions identified in the previous section should be further
investigated. Future works should focus on refining our methods and exploring their
potential contributions to developing emerging TUIs for blind users. A formal evaluation
with a more extensive and diverse group of participants would be necessary to rigorously
assess the system’s effectiveness. Moreover, as all participants in our study were Braille
readers, it is essential to explore how non-Braille readers interact with the interface.

Additionally, comparing our approach for presenting documents with recent advance-
ments in screen readers would provide valuable insights into the benefits of offering spatial
layout information. One key finding from our study was that a participant who had pre-
viously been sighted and familiar with document structures showed a strong preference
for receiving layout information. This suggests the importance of involving a more com-
prehensive range of participants, particularly those with varying degrees of familiarity
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with document layouts from their past. Investigating how this familiarity influences user
preferences could deepen our understanding of how spatial layout information supports
individuals with different visual experiences.

7. Conclusions

In this paper, we introduced an intelligent TUI that presents documents in a 2D tactile
format, allowing blind individuals to explore and interact with complex document layouts
using 2D refreshable tactile displays. The data representation concepts were inspired
by the VISM by Ben Shneiderman, which provides guidelines for designing effective
information visualization systems. The core interaction methods were developed with a
blind contributor to ensure accessibility and relevance. Additionally, the interface included
a module that automatically extracted layout metadata from complex documents using a
YOLOv10 object detection model trained on an augmented dataset with diverse layouts.

Participants in our exploratory study found this document representation approach
beneficial for understanding spatial information and quickly skimming through content.
They could navigate a complex magazine article structure effectively, which was not feasible
when using a traditional screen reader. In our future work, we will aim to address the
limitations identified in this study, such as refining the overview modes and enhancing
feedback mechanisms for the interaction concepts in our interface. These improvements
could help advance future research on designing 2D tactile interfaces and contribute to
developing more standardized methods for presenting spatial information to blind users.
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