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Abstract

:

Turbine blades for modern turbomachinery applications often exhibit complex twisted designs that aim to reduce aerodynamic losses, thereby improving the overall machine performance. This results in intricate internal cooling configurations that change their spanwise orientation with respect to the rotational axis. In the present study, the local heat transfer in a generic two-pass turbine cooling channel is investigated under engine-similar rotating conditions (  R o = { 0  …  0.50 }  ) through the transient Thermochromic Liquid Crystal (TLC) measurement technique. Three different angles of attack (  α = { −  18.5 °   ;  +  8 °   ;  +  46.5 °  }  ) are investigated to emulate the heat transfer characteristics in an internal cooling channel of a real turbine blade application at different spanwise positions. A numerical approach based on steady-state Reynolds-averaged Navier–Stokes (RANS) simulations in ANSYS CFX is validated against the experimental method, showing generally good agreement and, thus, qualifying for future heat transfer predictions. Experimental and numerical data clearly demonstrate the substantial impact of the angle of attack on the local heat transfer structure, especially for the radially outward flow of the first passage, owing to the particular Coriolis force direction at each angle of attack. Furthermore, results underscore the strong influence of the rotational speed on the overall heat transfer level, with an enhancement effect for the radially outward flow (first passage) and a reduction effect for the radially inward flow (second passage).
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1. Introduction


Cooling mechanisms for highly thermally stressed components in modern turbomachinery play an essential role in maintaining temperatures below a specified threshold and thereby guaranteeing their operating life expectancy. However, discharge of pressurized air from the compressor represents a loss of overall gas turbine efficiency and calls for thoughtful application to ensure an optimal performance. In this context, a detailed understanding and reliable prediction of heat transfer characteristics under engine-similar operating conditions will lead to optimized designs with decreased coolant consumption, thereby increasing the thermal efficiency.



In regard to turbines blades, rotation can dramatically affect the secondary flow field within the internal cooling channel. Han [1] highlighted the significance of the two forces that appear in the presence of rotation; on the one hand, the Coriolis force deflects the core flow to the pressure side for a radially outward flow. Counter-rotating vortex pairs develop and drive the fluid back to the suction side along the side walls, as reviewed by Ligrani [2]. Near-wall velocity is increased for the pressure side and decreased for the suction side with the subsequent heat transfer augmentation and reduction on either side. On the other hand, as a result of the temperature difference between channel walls and coolant, which is reduced in the streamwise direction, a centrifugal buoyancy force appears. The latter force is sensitive to the heat flux direction and must be considered in the experimental setup design. The combined effect of both forces results in a much different heat transfer pattern compared to the non-rotating frame.



Rotating cooling channels have been extensively investigated over the past decades through experiments [3,4,5,6,7,8]. Wagner et al. [3] conducted comprehensive investigations on smooth and ribbed multipass configurations by means of heated segments, covering a broad range of Reynolds numbers, rotation numbers, and inlet-to-wall density ratios, as well as different channel orientations with respect to the rotational axis [4]. Ekkad and Singh [9] recently reviewed the state of the art in detailed surface temperature measurements for complex rotating systems and highlighted the knowledge gap left by the measurement technique based on heated segments, which only provides area-averaged results. Current investigations focus on the acquisition of high-resolution two-dimensional heat transfer data, which can be obtained by means of, e.g., the transient Thermochromic Liquid Crystal (TLC) technique, among others. A thorough review of the latter approach was conducted by Ekkad and Singh [10], and a cross-comparison between steady-state and transient TLC methods was performed by Lorenzon and Casarsa [11], confirming the reliability of the transient TLC technique. In this particular scenario, Waidmann et al. [12] presented a test concept for transient TLC experiments with rotating cooling channels, which serves as the basis for the present study. A description of the rotating rig (RotRig), including newly developed co-rotating camera units and a data acquisition system, was presented in [13]. These preliminary results were obtained using the same test model as in the current study at   R e ≈   31,000 and   R o ≈ 0.14  , disclosing the local rotational heat transfer effects by means of contour plots and line-averaged data. An extensive description of the RotRig is provided in [14]. Subsequently, Waidmann et al. [15] presented a new data reduction method for the assessment of local rotational heat transfer based on histograms of the normalized Nusselt number ratio (NNNR) for the different channel regions, which was applied in [16,17] for the comparison of experimental and numerical results at different rotation numbers. Moreover, in the latter investigations a fluid temperature correction method rooted in Reynolds-averaged Navier–Stokes (RANS) simulations was introduced, which allowed for the reconstruction of the experimentally unknown channel bulk temperature profile and enabled the direct comparison between experimental and numerical results. Furthermore, the above-mentioned investigations proved that any possible systematic influences in the experiments (e.g., assumed material properties for acrylic glass test model, TLC indication time uncertainty, and TLC calibration temperature uncertainty) can be reduced by representing data in a relative manner (e.g., for experiments under the influence of rotation, the ratio of rotating to non-rotating cases) before comparison with numerically obtained results. This approach was presented in [18] and is applied in the present study.



Computational Fluid Dynamics (CFD) simulations offer multiple advantages over classical experimental methods, e.g., rapid availability of results (depending on the modeling depth, i.e., RANS, URANS, LES, or DNS), cost-effectiveness, and ease of implementing geometry changes. A broad range of investigations covered different turbulence modeling depths on rotating cooling channels (e.g., [19,20,21,22,23] among many others). In addition to the previously stated advantages, CFD simulations may allow for more detailed insights on the flow structure or heat transfer characteristics when the boundaries of experimental capabilities are exceeded. However, in order to achieve reliable outcomes, it is essential to validate numerical models against experimental data. Regarding the interaction between Coriolis and centrifugal buoyancy effects, LES has increasingly attracted the attention of the scientific community (see [24,25,26,27]). Nevertheless, RANS/URANS simulations continue to be a viable approach for complex internal cooling channels and can effectively support the TLC experiments.



Considering the applicability of the SST turbulence model in internal rotating flows, Göhring et al. [28] achieved good prediction of the heat transfer rates for a benchmark case [3], especially with the curvature correction and reattachment modification options activated in ANSYS CFX. Eventually, the experimental results reported in [3], which were obtained through the use of heated copper segments, were compared to results obtained by a virtual TLC test in the numerical investigation reported in [29]. By these means, conjugated URANS simulations confirmed the time-changing centrifugal buoyancy effects (in contrast to the time-constant Coriolis forces) and their impact on heat transfer.



The channel geometry of the present investigation has been extensively explored by means of CFD simulations in [30]. In the latter investigation, the time-varying local wall temperatures from the conjugated URANS computations were treated as “transient TLC indications” and were evaluated in the same manner as the TLC experiment. For the considered test cases, results disclosed only minor deviations between the applied evaluation methods, i.e., the approach based on the solution of the one-dimensional heat conduction equation for a semi-infinite solid body with convective boundary condition and Newton’s law of cooling for the transient-averaged results. Comparison between steady-state and transient-averaged heat transfer data from the URANS computations showed just slight discrepancies mainly attributed to three-dimensional heat conduction effects. In contrast, the strongest deviations appeared when heat transfer evaluation was conducted with different local flow reference temperatures. In order to assess the comparability between transient TLC experiments and steady-state numerical simulations, approaches based on dimensionless temperatures have been used for complex network structures [31], for non-rotating cooling channels [32,33] and, more recently, for the cooling channel of the present investigation [16,17]. The latter approach involves the reconstruction of the experimental bulk temperature profile, which is unknown a priori, with the aid of the temperature field from steady-state numerical simulations. This strategy, which maintains the time variation from the transient TLC experiment, has demonstrated to offer the highest reliability of all examined methods and is thus applied here.



Despite the progress achieved in recent decades in the field of turbine blade cooling, there is still insufficient knowledge on how the local heat transfer structure changes under rotating conditions relative to its non-rotating counterpart. As an extension of the work reported in [15,16], this work aims to address this gap by considering a generic two-pass turbine cooling channel with turbulators. To achieve this, we follow an experimental–numerical approach and consider the set of test cases presented in Table 1 for a Reynolds number of   R e ≈   15,000. First, exemplary data for the nominal angle of attack (  α = +  8 °   ) under rotating (  R o ≈ 0.15  ) and non-rotating conditions (  R o = 0  ) are examined. The main characteristics of the local heat transfer footprint are discussed. Then, the CFD model is validated against experimental TLC data at different channel orientations (  α = +  46.5 °   ;  +  8 °   ;  −  18.5 °   ) in the presence of rotation (  R o ≈ 0.15  ). This validation qualifies the presented numerical method for its application to more complex (realistic) channel geometries, where the turbine blade is twisted in its spanwise direction. Lastly, the local impact on heat transfer for an increasing rotation number from   R o ≈ 0.15   up to   R o ≈ 0.50   at the nominal angle of attack   +  8 °    is addressed.




2. Test Model


The cooling-channel design is adapted from the non-rotating model discussed in [33]. Figure 1 illustrates the different components of the acrylic glass model (right) and the fluid domain (left).



The inlet passage (pass 1) features a trapezoidal cross-section and represents a leading-edge cooling channel with outward radial flow. We utilize its hydraulic diameter (   d h  =  15 mm) as a reference for the calculation of dimensionless parameters when needed. A 180°-bend turns the flow radially inwards as it connects pass 1 to the outlet passage (pass 2). The latter is characterized by a rectangular cross-section. The suction-side (SS) and pressure-side (PS) surfaces present a staggered rib arrangement with rib angles between 60° and 65°.



The test model consists primarily of two acrylic glass (PMMA) half shells, a divider web, and a tip wall. The inner channel walls are coated with TLCs and black backing paint. Narrowband TLCs (type SPN100/G10C1W) from Hallcrest with an indication temperature of    T ind  = 11.1   °C and a bandwidth of 1  K  are used.



The model is equipped with 15 type-K thermocouples (TCs), which measure the fluid temperature histories along the channel. These TCs are wedged between the two half shells, with their tips directed to the geometric center of the respective cross-section. Three additional TCs are placed at various depths inside the acrylic glass block to monitor the temperature distribution within the model and guarantee the isothermal starting conditions.




3. Experimental Setup


The rig design is described in detail in [12,14]. The rotor comprises a hollow main shaft, a hollow rotor arm, a model housing, and an adjustable counterweight on the opposing arm. Figure 2 provides an overview of the rig.



The test model is placed inside a model housing consisting of two aluminum half shells. The housing operates with air pressures up to 10 bar and is mounted at the end of the rotor arm, positioning the model at a mean radius of 750 mm. An electric motor with a frequency converter drives the rotor, reaching a maximum rotational speed of 900 rpm through a belt drive.



3.1. Rotor


Each end of the main rotor shaft is fitted with rotary unions to feed air into the rotating system. One rotary union is directly linked to the model and provides both tempering air (before the experiment) and test air (during the experiment). The second rotary union supplies precooled air to a separate secondary pipe system. This precooled air is utilized to lower the temperature of the test air supply pipes before the experiment. Thus, heat intake into the test air is minimized before it reaches the test model. This process ensures a suitable fluid temperature change required for the transient TLC experiment.




3.2. Rotating Camera Unit


A camera unit designed to capture the TLC color play during rotation is installed inside the model housing. The unit comprises a customized action camera, lighting and signal LEDs, an IR receiver, and batteries, all integrated into an aluminum plate [13]. The camera features 1080p full HD resolution at a frame rate of 30 fps and uses a 145° wide-angle lens, enabling close positioning relative to the model. To protect against operating pressures of up to 10 bar and to prevent video distortion, the camera lens and sensor are encapsulated and covered with protective glass. For homogeneous illumination of the model, four white LEDs with a color temperature of 6500 K are positioned in the corners. In order to synchronize the video with fluid temperature measurements, a single red LED is employed. The LED reflection on the acrylic glass model is visible in the video, and its switching is timed with the external data acquisition process. Two camera units are used to simultaneously capture the suction and pressure sides of the model.




3.3. Fluid Temperature Change


The fluid temperature change is achieved using a bypass valve unit that controls the air supply to the model. In the tempering phase, tempering air is directed through the rotor passage. This air flow can be at ambient temperature or slightly heated and fulfills three functions. First, it establishes the isothermal starting temperature for the acrylic glass model. Secondly, it prevents cold air from the precooled central pipes of the rotor arm from entering the model during the rotor start-up process. This is achieved by reversing the flow direction compared with the experiment phase (see Figure 3). Thirdly, it sets a suitable pressure level to prevent a pressure jump at the beginning of the experiment, when the cold test air is switched to the rotor passage (experiment phase). To achieve extremely low temperatures (as low as −100 °C) for the precooled air and test air, a heat exchanger operated with liquid nitrogen is employed.



At the left-hand side of Figure 4, a typical fluid temperature change is depicted for an experiment conducted with a mass flow rate of   4.8    g / s  (  R e ≈   15,000). At the model inlet, the fluid temperature quickly drops below the TLC indication temperature. As the test air warms up while traveling through the channel, the temperature change is correspondingly delayed further down the path. The resulting history of the mass flow rate is presented at the right-hand side of Figure 4.




3.4. Wall Temperature Change


TLCs serve as surface temperature sensors to determine the cooling rate of the channel walls after the sudden change in fluid temperature. By analyzing the fluid temperatures and the measured TLC indication times, which provide the surface temperature at the time of indication (i.e., the calibrated TLC indication temperature), heat transfer coefficients can be calculated.



The evaluation process is based on the solution of Fourier’s transient heat conduction equation considering the following boundary conditions: 1D heat conduction, an isothermal model start temperature, and a semi-infinite wall assumption. The applicability of the last two conditions was verified utilizing a preliminary test model equipped with multiple TCs positioned at varying depths inside the acrylic glass wall.





4. Experimental Data Acquisition and Synchronization


The synchronization signal, which marks the start of the experiment, is generated using a counter/timer module. In addition, an IR signal is sent to the camera unit to turn off the sync-LED, creating a temporal reference point in the video footage. With this, the synchronization of the different data needed for the heat transfer evaluation is achieved. The counter/timer module also manages the control signals for the valve unit, enabling the switch from the tempering state to the experimental state. The six valves are equipped with inductive sensors and can be individually preprogrammed with delay times, allowing for optimization of the switching procedure concerning the pressure and mass flow rate.



For data transmission, the telemetry system sends digitized 16-bit signals of temperature and pressure data from the model to the stationary receiver unit, which logs the data at a rate of 100 samples/ s .




5. Experimental Data Analysis


The transient TLC technique revolves around the measurement of the TLC indication times following an induced fluid temperature step change. A comprehensive explanation of this technique is provided in [34,35,36].



To prepare the video footage for evaluation using in-house code ProTeIn a few processing steps are necessary. First, the video is cut to synchronize the start of the footage with the onset of the fluid temperature drop recorded by the TCs at the channel inlet. Secondly, the fish-eye distortion caused by the wide-angle lens is corrected as described in [13]. Last, the video is cropped to focus only on the relevant heat transfer surface.



The first analysis steps in ProTeIn involve wavelet-based filtering and adaptive normalization, as outlined in [37]. Then, the time at which the intensity of the green channel reaches its maximum is determined for each pixel. This instant corresponds to the point in time when the surface reaches the TLC indication temperature. This temperature is determined beforehand through a stationary calibration procedure as described in [38].



The fluid temperature history for each pixel is computed using the CFD-supported approach outlined in [16]. The method relies upon the calculation of mass flow-averaged bulk temperatures in the numerical computation so as to derive a dimensionless temperature profile, which is then applied to the experiment. Through this, we obtain a time-dependent temperature distribution while maintaining the time behavior of the TLC experiment. By this means, issues regarding existing uncertainties in thermocouple positioning or temperature measurement at sensitive locations with strong temperature gradients, such as the bend region, are avoided. Heat transfer coefficients are subsequently calculated using the transient, one-dimensional Fourier heat conduction equation for a semi-infinite wall with a convective boundary condition.



To approximate the actual fluid temperature history, the Duhamel superposition principle [39,40] is utilized, representing the fluid temperature as a series of small, discrete temperature steps (  Δ  T  f ( j , j − 1 )    ). This series accounts for the transient behavior of the fluid temperature following the induced temperature step change.


      T w  −  T 0  =  ∑  j = 1  N    1 − exp   β 2   erfc  β    Δ  T  f   j , j − 1            with  β = h      t ind  −  τ j     ρ w    c  P , w     k w       .      



(1)







In the provided equation,    T w  =  T ind    represents the wall temperature at the time of indication (  t ind  );   T 0   denotes the initial model temperature;   τ j   is a discrete point in time during the fluid temperature measurement; and   ρ w  ,    c  P , w    , and   k w   are the physical properties of acrylic glass (density, heat capacity at constant pressure, and heat conductivity, respectively). Equation (1) is solved at each pixel position iteratively through the application of Newton’s method. As a result, a two-dimensional map of the heat transfer coefficient is obtained.



An estimation of the experimental uncertainty is presented in Appendix A.




6. Dimensionless Quantities


In the present investigation, test cases are classified in terms of Reynolds number (  R e  ) and rotation number (  R o  ).



The Reynolds number is calculated from the measured mass flow rate, the channel geometry, and the dynamic viscosity, which is determined at the channel entry (TC0102).


  R e =    ρ u  d h   μ   =     m ˙   d h    A μ     



(2)







The rotation number represents the dimensionless form of the rotational speed and is calculated from the latter, the hydraulic diameter, and the flow velocity at the channel inlet, which is derived from pressure and temperature measurements. These are conducted by means of an absolute pressure sensor and the thermocouple pair (TC0102), respectively.


  R o =    Ω   d h   u    



(3)







Besides Reynolds and rotation number similarity, the buoyancy number needs to be taken into account for rotating experiments, where centrifugal forces become significant and influence heat transfer. In our definition of   B o  , the density ratio is expressed as a temperature ratio, where the temperature difference between the start-wall temperature of the model (   T w  =  T w   ( t = 0 )   ) and the fluid temperature is considered. Furthermore, the ratio between mean model radius and hydraulic diameter is used.


  B o =    Δ ρ  ρ   R  o 2    R  d h    =      T w  −  T f    T w     R  o 2     R ¯   d h     



(4)







The actual set of dimensionless parameters (  R e  ,   R o  , and   B o  ) of the present investigation is summarized in Appendix B.



Heat transfer rates are presented in their dimensionless form through the Nusselt number (  N u  ). This is calculated from the heat transfer coefficient, the hydraulic diameter, and the thermal conductivity of the fluid. The latter is averaged from the start of the experiment until the TLC indication time is reached.


  N u =    h   d h    k f     



(5)








7. Numerical Setup


The numerical methodology is based upon steady-state RANS simulations and is implemented in commercial CFD software package ANSYS CFX 21.1. In past investigations, this scheme proved to be accurate enough to correctly predict the local heat transfer characteristics in rotating cooling channels [16,17,30]. The RANS equations are solved in the enthalpy form with the k- ω  SST turbulence model. We also introduce curvature correction and reattachment modification options, which are available in ANSYS CFX and were validated against experimental data in previous studies in a similar cooling channel geometry under rotating conditions [28].



Air is modeled as an ideal gas in order to take compressibility effects into consideration. Viscosity and thermal conductivity are temperature-dependent and are, therefore, determined by means of Sutherlands’s equations [41]. Rotation leads to Coriolis and centrifugal buoyancy forces, which are modeled as additional sources of momentum in the RANS equations [42].



All simulations considered in the present study achieved maximum residuals below   5 ×  10  − 3     in the momentum and energy equations. Furthermore, quantities that describe the flow field, such as pressure, velocity, and temperature, were locally monitored along the flow path in order to ensure the stability of the results.



7.1. Angles of Attack


The internal cooling channel was investigated at different orientation angles or angles of attack, as represented in Figure 5, with the intention of providing a basis for validation against experiments. Through this, the prediction accuracy of the rotational direction and its magnitude can be examined. The choice of the three angles was based on the channel orientation at characteristic spanwise positions (hub, midspan, and tip) for twisted turbine blades. The nominal angle of attack (  α = +  8 °   ) is taken as the reference value, corresponding to the midspan of the blade.




7.2. Boundary Conditions


Figure 6 schematically shows the cooling channel with the applied boundary conditions as well as the experimental temperature measurement locations through TCs (yellow crosses). Inflow conditions (velocity, temperature, turbulent kinetic energy, and turbulent length scale) are derived from a preceding calculation for a rotating pipe flow in order to obtain flow characteristics similar to those observed in the experiment (skewed, fully developed turbulent flow). The pipe flow represents the air supply from the rotor shaft to the test subject and was modeled with adiabatic walls. Considering this preceding computation for the pipe flow, the inlet temperature corresponds to the time-averaged fluid temperature for the duration of the TLC experiment measured with the thermocouple pair (TC0102). Sensitivity to the inlet temperature within a realistic frame (temperatures measured during the TLC experiment) proved to have a negligible impact on the heat transfer coefficient, although not demonstrated here. For the present investigation, the inlet temperature varied between −15.5 °C and −19.7 °C.



Wall temperature, including ribs, is held constant and equals the start temperature of the plexiglas model in the TLC experiment. For the investigated cases, it ranged between 18.9 °C and 22.3 °C. Furthermore, the no-slip boundary condition was applied.



Inflow and outflow sections to the channel are modeled as adiabatic. Moreover, the outflow is extended in order to capture any existing recirculation areas downstream of the 90°-turn.



A constant pressure boundary condition was applied to the outlet of the channel and was held constant at    p out  = 6 bar   for all investigated cases. It was estimated as an average value of the existing pressures during the experiment.



Considering the rotating cases, the rotational speed from the experiment (n) was applied for the whole numerical domain.




7.3. Computational Grid


A multi-block structured approach was undertaken for the computational mesh generation in the commercial software package ANSYS ICEM 17.1. The meshing strategy consisted of the separate generation of unique channel segments, which were ultimately concatenated to create the investigated cooling channel. By means of this approach, better control of the dimensionless wall distance and the mesh quality parameters (grid angle, aspect ratio, and volume change, amongst others) could be achieved. These were within the recommended limits defined in the ANSYS ICEM CFD User’s Manual [43]. Considering the interfaces between the different channel segments, special attention was devoted to the alignment of the nodes from both sides, which helps to avoid unnecessary flux interpolation of the calculated variables. This would be detrimental to the CFD simulation as it would induce an additional source of numerical error.



The computational grid consisted of a total of 11.7 million nodes for the cooling channel and   9 ×  10 5    nodes for the funnel geometry. Near-wall regions were refined so as to achieve a dimensionless wall distance of    y 1 +  ≈ 1  , which is imperative for accurate heat transfer calculations. Some mesh features can be observed in Figure 7.





8. Numerical Heat Transfer Evaluation


With regard to the numerical simulation, heat transfer rates between the coolant and the channel walls are calculated locally by means of Newton’s Law of Cooling [44] and presented as Nusselt numbers (Nu) as follows:


  N u =    h   d h    k (  T ref  )    =       q ˙  w   (  T w  −  T ref  )    d h    k (  T ref  )     



(6)







The selection of the reference temperature (  T ref  ) may have an immense impact on the heat transfer coefficient and is far from trivial. A typical issue that arises in case a unique reference temperature is chosen for the whole channel, e.g., at the channel inlet, is that the temperature increase along the flow path is not taken into consideration, leading to heat transfer underestimation at those regions farther downstream than the channel inlet. In previous investigations, thorough thought and effort were devoted to compare different reference temperatures for the heat transfer evaluation, including centerline temperatures and temperatures evaluated at specific positions (i.e., TC locations in the experiment), among others [30]. A valid definition was found through calculation of a unique bulk temperature for each PS and SS segment evaluated at the different cross-sections in the cooling channel. By this means, the total energy balance of the flow is taken into account at each cross-section.



In the present investigation, the latter strategy is utilized, thereby defining a unique bulk temperature for each PS and SS segment in the channel as a mass flow-averaged quantity. Furthermore, the thermal conductivity of the air is evaluated for these temperatures, as shown in Equation (6).




9. Results and Discussion


In order to account for possible deviations in the Reynolds number between rotating and non-rotating cases, as well as between experimental and numerical results, the local Nusselt number is normalized with the Nusselt number from the Dittus–Boelter/McAdams correlation for fully developed turbulent channel flow [45], defined as


  N  u 0  = 0.023  R  e in  0.8    P  r in  0.4    



(7)







This Nusselt number (  N  u 0   ) is unique for every test case, in contrast to the pixel-wise determined   N u  . The exponent (  n = 0.4  ) for the Prandtl number (  P r  ) can be utilized as long as the coolant is colder than the channel walls, which is certainly the prevailing condition for all test cases considered here. Both   R  e in    and   P  r in    are calculated considering the measured temperatures at the thermocouple position TC0102 (averaged temperature of TC01 and TC02; see Figure 6) located at the channel inlet. The validity range for this correlation is   R e >  10 4    and is fulfilled throughout this investigation. Through this normalization procedure, a measure for heat transfer enhancement relative to the smooth channel is obtained.



9.1. General Heat Transfer Characteristics


In Figure 8b, exemplary local heat transfer rates at the pressure side (PS) and suction side (SS) are depicted for the test case   R o ≈ 0.15   with a nominal angle of attack (  α = +  8 °   ) in the form of   N u / N  u 0    contour plots. Its corresponding non-rotating case is presented in Figure 8a. The inner wall separates pass 1 and pass 2 (see Figure 5), and the 60°-angled ribs are masked out. At both the channel inlet and outlet, black arrows highlight the flow direction. Experimental TLC results are displayed at the top of the figure, and, for the sake of verification, CFD results are provided at the bottom.



The experimental non-rotating case displayed at the top of Figure 8a features the classical heat transfer pattern of a ribbed channel flow. In the radially outward flow of pass 1, angled ribs detach the air from near-wall regions and appear to drive it towards the leading edge (LE), as suggested by the heat transfer distributions from PS and SS. The flow then reattaches and heat transfer augmentation is expected in one of the most thermally stressed parts of the turbine blade, i.e., the leading edge. In the surrounding areas of the leading edge, both at PS and SS, the flow downstream of the ribs obliquely impinges the channel walls, thereby increasing heat transfer rates (yellow areas) by a factor as high as   N u / N  u 0  ≈ 7   relative to the smooth channel. Downstream of the bend region, directly after the first rib, a spike in heat transfer at the SS can be observed. At the 180° bend, the channel shape changes from trapezoidal in pass 1 to rectangular in pass 2, with an increase in the cross-sectional area. The complex secondary flow structure induced by the bend appears to redirect the air towards the SS, resulting in this remarkable streak of increased heat transfer. Considering further downstream regions in pass 2, a similar pattern between PS and SS is observed, owing to the passage symmetry. All the above-mentioned comments are applicable to the CFD data presented at the bottom of Figure 8a, resulting in a qualitatively satisfactory agreement between the TLC experiment and CFD.



A first glance at the experimental results presented at the top of Figure 8b suggests that the rotational effect is beneficial, especially for PS pass 1, in terms of heat transfer augmentation (i.e., more heat pickup) compared with the non-rotating case. As regards pass 1, rotation leads to a Coriolis force directly proportional to the rotational speed with the direction of the vector of rotation, which drives the cold air from the suction side walls towards the pressure side walls (see Figure 5) and returns to the SS, upwashing the side walls. At PS pass 1, thinner boundary layers with increased turbulence levels are responsible for the enhancement of heat transfer. The Coriolis force changes its vector sign for radially inward flow so that heat transfer is noticeably reduced for PS pass 2 and increased for SS pass 2 as a result of rotation. The skewness of the velocity profiles under rotating and non-rotating conditions were investigated experimentally by Liou et al. [46]. The authors reported that the highest streamwise near-wall velocities in the second passage occurred at the SS, confirming the results presented here in the form of heat transfer distributions. Moreover, not only the overall heat transfer level, but also the local heat transfer shape, is prone to change due to the rotational effect, as can be observed in PS pass 2. In this region, distinctive pairs of structures with enhanced heat transfer appear in each rib segment, which were not present in the non-rotating case. These structures are also visible in the CFD contour plots. Further insights into the experimental–numerical agreement are provided in Section 9.2.



A means to isolate and directly assess the influence of rotation on heat transfer is through the calculation of the normalized Nusselt number ratio (NNNR) of the rotating case relative to its corresponding non-rotating case.


  NNNR   ( x , y )  =       Nu  ( x , y )   Nu 0    ROT      Nu  ( x , y )   Nu 0    STAT     



(8)







Any possible systematic measurement errors can be reduced through the formation of normalized Nusselt number ratios, since these errors should affect the absolute Nusselt number values of rotating and non-rotating cases by the same amount. Nevertheless, direct NNNR data representation through the above-mentioned approach could give rise to misleading interpretations if NNNR data were directly plotted, e.g., as contour plots. Consider two pixel positions in a contour plot as an example; in one of them, the term    N u / N  u 0   ROT   is twice as high, and in the other one, it is half as high as in their respective pixels in the non-rotating case, i.e.,    N u / N  u 0   STAT  , resulting in   NNNR = 2   and   NNNR = 0.5  , respectively. By applying a divergent color legend from 0 to 2 centered in   NNNR = 1   (i.e.,     N u / N  u 0   ROT  =   N u / N  u 0   STAT   ), heat transfer increase and decrease due to rotation can be disclosed, yet the level to which it is increased/decreased could be misinterpreted by the reader. Doubling of heat transfer rates (×2) would be visually overestimated, and a 50% decrease (×0.5) would be underestimated. In order to avoid bias in favor of heat transfer enhancement, the authors opted for a data representation in which heat transfer enhancement and reduction factors are equally weighted in the contour plot color bar. Through calculation of the logarithm with base 2 of NNNR data, this issue can be tackled. Its usage is, therefore, highly recommended by the authors for the assessment of local rotational heat transfer effects and will be utilized in the following.



The results presented in Figure 8a,b are shown in Figure 8c as   l o  g 2   ( NNNR )    contour plots. Red areas indicate an increase in heat transfer, blue areas indicate a decrease in heat transfer, and yellow areas, i.e.,   l o  g 2   ( NNNR )  ≈ 0  →  NNNR ≈ 1  , remain unchanged or minimally affected by rotation. As can be observed, rotation mainly yields a heat transfer increase in PS pass 1, where the enhancement can reach a factor of up to two   l o  g 2   ( NNNR )  ≈ 1  →  NNNR ≈ 2  . Contrarily, rotationally induced heat transfer can also be detrimental, as in some areas of PS pass 2 and the SS. More details on the impact of rotation on heat transfer are presented in the following sections.




9.2. Numerical Validation at Different Angles of Attack


As introduced in Section 7.1, the cooling channel was investigated at three different angles of attack (  α = +  46.5 °   ;  +  8 °   ;  −  18.5 °   ) so as to provide a validation basis for the numerical model. A change in the angle of attack under unaltered rotating conditions triggers a different direction of the Coriolis force, thereby altering the secondary flow field. This, in turn, modifies the local heat transfer footprint. A well validated numerical model under different angles of attack is not only able to support the experimental approach but can also be helpful as a design baseline for more complex twisted turbine blades. In the following, we discuss the rotationally induced heat transfer characteristics for a rotation number of   R o ≈ 0.15   with the help of contour plots of the normalized Nusselt number ratios for the TLC experiment and CFD presented at the top and the bottom of Figure 9, respectively. First, the discussion focuses on the nominal angle of attack. Then, the other two angles are considered.



The nominal angle of attack (  α = +  8 °   ) features high rotationally induced heat transfer rates for PS pass 1, as expected based on the governing direction of the Coriolis force. Here, NNNR appears to be highest in the upstream rib segments, i.e., close to the channel inlet, and tends to gradually decrease further downstream until the bend region is reached, maintaining generally positive heat transfer rates (  l o  g 2   ( NNNR )  > 0  →  NNNR > 1  ). In the most downstream part of each rib segment, however, local heat transfer rates are reduced (see A1 in Figure 9b) so that   l o  g 2   ( NNNR )  ≈ 0   or locally drop to negative values. The numerical results forecast higher heat transfer rates in the upstream rib segments and lower heat transfer rates in rib segments closer to the bend, in agreement with the experiment. Overall, the CFD prediction delivers higher gradients of NNNR than the experiment, i.e., brighter blue/red areas and thinner transitions where   l o  g 2   ( NNNR )  ≈ 0  , which can be partly justified by the assumption of one-dimensional heat conduction in the experimental analysis (Equation (1)). Although not demonstrated here, three-dimensional heat conduction effects become especially relevant for increasing indication times and for complex cooling channels and turbulator designs. The purpose of turbulators, such as ribs, is to enhance heat transfer by increasing the surface in contact with the cooling air and by inducing a secondary flow field which generates turbulent mixing. As a direct consequence, ribs naturally cool down faster than the adjacent surfaces, i.e., they necessarily absorb heat from neighboring regions during the transient TLC experiment. In other words, regions adjacent to ribs reach the indication temperature (  T ind  ) sooner than they would without the existence of lateral heat conduction effects (i.e., three-dimensional heat conduction), thereby leading to an overestimation of the heat transfer coefficient. Contrarily, whenever sharp lateral gradients in the heat transfer coefficient distribution are present, regions where the heat transfer coefficient is intrinsically high are underestimated in favor of adjacent regions where the heat transfer coefficient is lower. As a result, the experimental method tends to produce a generally milder local heat transfer footprint (i.e., with softer gradients) than its numerical counterpart, as can be observed through comparison of the top and bottom plots of the local heat transfer rates from Figure 8a,b. Moreover, since rotation locally alters the secondary flow field, the sharp   N u / N  u 0    gradients observed in the CFD contour plots in Figure 8 translate to sharp gradients in   l o  g 2   ( NNNR )   .



PS pass 2 is characterized by a distinctive heat transfer pattern, which features a positive effect, i.e.,   l o  g 2   ( NNNR )  > 0  , on surfaces next to the inner wall (A2) and a negative effect, i.e.,   l o  g 2   ( NNNR )  < 0  , on the remaining areas (A3). A similar phenomenon can be discerned from SS pass 1, where regions adjacent to the leading edge generally achieve positive NNNR rates (A4) and are clearly divided from regions next to the inner wall (A5) with a dashed line. Considering the region A5, some discrepancies between experimental and numerical results arise. As for the TLC experiment, A5 extends until the end of the first passage, in contrast to the CFD results, where A5 is limited to a relatively small region of pass 1. In any case, the areas in which the CFD and experimental results show inconsistencies in predicting the correct sign of NNNR are comparably tiny. Additionally, it is worth mentioning the fact that the surfaces on the peripheries of the leading edge achieve higher heat transfer rates under rotation than without rotation. This is highly relevant, since the leading edge is certainly an area of the turbine blade exposed to the highest thermal stresses, and additional cooling through the rotational effect can be strongly beneficial.



The PS and SS bend region (A6) is an area of the cooling channel with relatively high complexity, where inconsistencies between the TLC experiment and CFD appear. Here, the cooling air turns 180° from the trapezoidal cross-section of pass 1 to the rectangular pass 2. The Dean-type vortices and the recirculation bubble downstream of the bend seem to exhibit a much milder footprint in the TLC experiment than in the CFD. Nevertheless, in disregard of some local effects, the numerical prediction is overall consistent with the experimental results. Further downstream, SS pass 2 alternates regions with heat transfer increase and heat transfer decrease due to rotation. Here, as in the previously considered areas of the cooling channel, the qualitatively good agreement between the CFD prediction and the experiment must be emphasized again.



The local heat transfer footprint for the channel orientation of   α = −  18.5 °    presented in Figure 9c resembles that of the nominal angle of attack. In accordance with our expectations, its structure remains unaltered for the most part, since the orientation of the inner channel walls with respect to the rotation axis does not change dramatically. As for pass 1, the channel walls exhibit a negative orientation with respect to the rotation axis for both considered angles, as depicted in Figure 5. Contrarily, for pass 2, the orientation changes from slightly positive for   α = +  8 °    to negative for   α = −  18.5 °   . The previously described regions (A1…A6), as well as the remarks regarding the experimental–numerical agreement, hold true for   α = −  18.5 °   .



The channel orientation of   α = +  46.5 °    unveils major changes in the heat transfer structure with rotation, as can be observed from the contour plots in Figure 9a. Broad parts of pass 1, mainly next to the leading edge (A7), are negatively affected by the channel rotation, with   l o  g 2   ( NNNR )  < 0  →  NNNR < 1  . As a consequence of the new direction of the governing Coriolis force, the cooling air is no longer directed towards the leading edge but towards the corner side between the PS and the inner wall. A further outcome of the prevailing Coriolis force direction is a spot with high heat transfer rates in the bend region (A8). Here, rotation causes the cooling air to impinge on the rear wall and on PS bend pass 2. For the other angles of attack this area is significantly less pronounced. PS and SS of pass 2 share a heat transfer structure similar to that for the other angles of attack (see, e.g., regions A2 and A3).



A useful data visualization to qualitatively assess the change in angle of attack is derived from Waidmann et al. [15] and involves the use of   l o  g 2    (NNNR) histograms. Considering the data presented in Figure 9, the channel regions PS pass 1, SS pass 1, PS pass 2, and SS pass 2 are evaluated individually in Figure 10. Only the rib segments highlighted in red in each subfigure are taken into account, which means that the truncated segments and the inlet and outlet are neglected. The experimental (EXP) and numerical (CFD) datasets are plotted with a bin width of 0.01. Furthermore, due to the differing resolution (number of values) between experimental and numerical results, the numerical datasets have been linearly interpolated to the experimental map, thereby ensuring the same number of values for both experimental and numerical datasets in each channel region.



As observed in PS pass 1 (top left-hand side of Figure 10), the highest heat transfer enhancement due to rotation is achieved with an angle of attack of   −  18.5 °   , as shown in dark blue (TLC experiment) and dark red (CFD), with a peak in the value count around   l o  g 2   ( NNNR )  ≈ 0.3  . Contrarily, an angle of   +  46.5 °    under rotation generally results in decreased heat transfer rates and is centered at   l o  g 2   ( NNNR )  ≈ − 0.1  . Moreover, the highest value for   +  8 °    is found at   l o  g 2   (   NNNR  ) ≈ 0.25  . This peak can be easily recognized in the experimental data, in contrast to the numerical data sets, in which distributions are much flatter and any peak is smoothed out. This supports the observation noted previously regarding the higher NNNR gradients existing in the CFD. The histogram plot for SS pass 1 shown at the top right-hand side of Figure 10 presents a tendency similar to that of PS pass 1, with a shift towards lower NNNR levels for an angle of   +  46.5 °   .



In regard to pass 2, changes in NNNR are not so obvious, i.e., do not follow a recognizable trend. Whereas the peak in the experimental values shown at   l o  g 2   (   NNNR  ) ≈ − 0.25   in PS pass 2 for   −  18.5 °    is flattened out with an increasing angle of attack, marginal change is observed in the numerical results. The same applies to SS pass 2, where the numerical method generally forecasts smoother and broader distributions than its experimental counterpart, i.e., higher heat transfer over- and underestimation due to rotation.



Figure 9 and Figure 10 enable qualitative assessment of heat transfer augmentation/reduction due to rotation. For a quantitative analysis, however, another data reduction method is required. In Figure 11, the datasets from Figure 9 are segmentally averaged and plotted in two XY diagrams for PS (top) and SS (bottom), respectively. We supplement the diagrams with an NNNR axis in order to allow for direct comparison with published literature without the need to transform the   l o  g 2   ( NNNR )    data. As regards the PS, the highest heat transfer enhancement rates are found at the inlet region (segment   − 7  ) for   α = −  18.5 °   , with   l o  g 2   ( NNNR )  ≈ 0.47  →  NNNR ≈ 1.38   (TLC experiment) and   l o  g 2   ( NNNR )  ≈ 0.81  →  NNNR ≈ 1.75   (CFD), and decrease steadily in the streamwise direction until the outlet of the cooling channel is reached. As visualized through the contour plots in Figure 9b,c for the angles   +  8 °    and   −  18.5 °    respectively, heat transfer enhancement dominates clearly in pass 1. Furthermore, it is worth mentioning the quite similar heat transfer distribution for both angles noted in the qualitative assessment through histogram plots, which results in a slightly higher overall heat transfer rates for   α = −  18.5 °   . In contrast,   α = +  46.5 °    features reduced heat transfer level in pass 1 as a result of rotation for the majority of the channel segments.



When it comes to the suction side of the cooling channel, segment-averaged data are presented in Figure 11b. The CFD forecasts a remarkable heat transfer reduction due to rotation in pass 1 for   α = +  46.5 °   . Further downstream, however, a better experimental–numerical agreement is observed.



As demonstrated through the assessment of the segment-averaged results, the sign of   l o  g 2   ( NNNR )    is correctly predicted by the numerical method for most of the segments at PS and SS, yet the level to which heat transfer increase and decrease occur shows relevant deviations between the TLC experiment and CFD. Possible reasons for these deviations are outlined as follows:




	
Experimental uncertainty: In order to assess the uncertainty of a typical TLC experiment, a Monte Carlo analysis was performed on three different representative pixels, which is presented in Appendix A. Results disclosed local deviations up to 16.6% in the heat transfer coefficient (h) and up to 22.2% in the normalized Nusselt number ratio (NNNR).



	
Lateral heat conduction effects present in the TLC experiment, as mentioned in the beginning of Section 9.2. The estimation of this experimental error is far from trivial, since there exist no simple analytical solutions for the transient three-dimensional heat conduction equation which can be applied here.



	
Mismatch in the buoyancy number (  B o  ) between the transient TLC experiment and the steady-state numerical simulation. In order to fully address the effect of   B o   on the heat transfer rates, a computationally expensive transient conjugated CFD simulation would be required. On average, however, the time-averaged   B o   for the experiment and numerical simulation are well aligned, as reflected in Table A3.



	
Numerical modeling error and discretization error. The latter effect was quantified through a mesh independence study (not reported here) and resulted in uncertainties of up to 6% for the PS and 3% for the SS.









9.3. Rotational Effect


In Section 9.1, the rotationally induced heat transfer footprint was examined for the test case of   R o ≈ 0.15   and   α = +  8 °   . As shown in Figure 8, the local rotational features vary significantly depending on the considered region of the cooling channel. Later, in Section 9.2, variation in the angle of attack exposed a remarkable influence on the local heat transfer structure for the PS, as well as for the SS, especially in pass 1. Contrarily, an increase in the rotational speed is not expected to modify the structure dramatically but boost or diminish the overall heat transfer rates while preserving its original shape. Considering the nominal angle of attack, a variation in the rotation number from   R o ≈ 0.15   up to   R o ≈ 0.50   is examined in the following.



In Figure 12, heat transfer data are presented via contour plots of   l o  g 2   (NNNR) for increasing rotational speeds from left to right. As noted in Section 9.1 for   R o ≈ 0.15  , heat transfer augmentation dominates in PS pass 1. By further increasing the rotational speed, this effect is intensified so that the highest heat transfer rates are achieved for   R o ≈ 0.50  , with a remarkable enhancement in the first rib segments. At the top left-hand side of Figure 13, the   l o  g 2   (NNNR) histogram for PS pass 1 confirms the latter remark. Clearly, the increase in rotational speed shifts the peak of the value count towards higher heat transfer values. Moreover, as   R o   is increased the distributions tend to flatten out and become broader, covering a wider range of   l o  g 2   (NNNR) values. As noted by the contour plots presented in Figure 12, local spots where heat transfer decrease comes into view (B1) remain throughout all the investigated rotation numbers. These spots can also be observed in the CFD contour plots at the bottom. It is worth mentioning that their location and size are correctly predicted in the first rib segments, yet further downstream, the agreement between the TLC experiment and numerical simulation is reduced. Here, the CFD model locally overestimates the rotational effect on heat transfer rates, displaying relatively broad regions where rotationally induced heat transfer decrease dominates, i.e.,   l o  g 2   ( NNNR )  < 0  →  NNNR < 1  . In PS pass 2, areas with rotationally driven heat transfer augmentation appear to shrink with increasing rotational speed, in favor of regions with heat transfer decrease, as evidenced by B3 and B2 in Figure 12.



Disregarding local effects, the key trends observed for PS at different rotation numbers can be summarized by means of the segment-averaged representation presented in Figure 14a. As a general remark, an increase in   R o   leads to an augmentation in the rotationally driven heat transfer rates (  l o  g 2   ( NNNR )   ) for pass 1. The opposite holds true for pass 2. The increase in heat transfer rates in pass 1 is especially pronounced from   R o ≈ 0.30   to   R o ≈ 0.50  . Clearly, the rotationally induced heat transfer enhancement consistently decreases along the channel length, displaying the highest   l o  g 2   (NNNR) values at the channel inlet and the lowest values at the outlet, as experimental and numerical data reflect. There exists a turning point in the bend region, whereupon heat transfer rates turn from positive (  l o  g 2   ( NNNR )  > 0  ) to negative (  l o  g 2   ( NNNR )  < 0  ) and further decrease until the channel outlet is reached. The numerical model yields qualitatively reliable predictions of these trends; however, the heat transfer augmentation in the first section of pass 1 and in the last section of pass 2 is generally underpredicted, especially for   R o ≈ 0.50  . According to the experimental results, the maximum enhancement occurs in the first rib segment in streamwise direction (  − 8  , pass 1), from   l o  g 2   ( NNNR )  ≈ 0.41 → NNNR ≈ 1.33   (  R o ≈ 0.15  ) up to   l o  g 2   ( NNNR )  ≈ 1.2 → NNNR ≈ 2.30   (  R o ≈ 0.50  ). Contrarily, the strongest heat transfer decrease arises for rib segment 5 in pass 2, from   l o  g 2   ( NNNR )  ≈ − 0.28 → NNNR ≈ 0.82   (  R o ≈ 0.15  ) down to   l o  g 2   ( NNNR )  ≈ − 0.59 → NNNR ≈ 0.66   (  R o ≈ 0.30  ).



With regard to the SS of the cooling channel, subtle changes transpire in the heat transfer structure due to rotation (see Figure 12). As for SS pass 1, the surfaces adjacent to the leading edge (B4) experience a heat transfer increase as a result of rotation for all considered rotation numbers, while the remaining areas (B5) experience a decrease in   l o  g 2   (NNNR) for   R o ≈ 0.15   and   R o ≈ 0.30  . Additionally, for the highest rotation number (  R o ≈ 0.50  ), a new region appears adjacent to the inner wall separator (B6) where the increase in rotationally induced heat transfer dominates. By considering the histogram at the top right-hand side of Figure 13, we appreciate a slight yet systematic broadening of the distributions in both directions and a tendency to shift the distributions’ peaks towards higher heat transfer rates through increases in   R o   for the experimental and, to a lesser extent, numerical results.



Whereas the increase in rotational speed proved to be slightly beneficial for SS pass 1 in terms of increased heat transfer rates, it appears to be detrimental for SS pass 2. Generally, the surfaces where heat transfer enhancement dominates tend to shrink in favor of heat transfer reduction, as observed in region B7 in Figure 12. Furthermore, sharper   l o  g 2   (NNNR) gradients appear with an increase in   R o  . These remarks are supported by the histogram plot at the bottom right-hand side of Figure 13. The increase in rotation number leads to a peak shift to the left, i.e., towards lower   l o  g 2   (NNNR) values, and the distribution widens in this direction, as evidenced by both experimental and numerical results. Segment-averaged data for the suction side (see Figure 14b) reveal an increase in   l o  g 2   (NNNR) for the first segments of pass 1 and a strong decrease for the most downstream segments in pass 2 with increasing rotation number. Generally, segment-averaged data for SS is limited to a band of   NNNR = 1.0 ± 0.5  , which contrasts with the broader spectrum of heat transfer rates for PS.





10. Conclusions


This study set out to gain a better understanding of the internal convective heat transfer characteristics in a generic two-pass cooling channel under engine-similar rotating conditions. In addition to the experimental approach based on transient TLC measurements, we introduce a numerical method based on steady-state RANS simulations, which effectively supports the experiment.



Preliminary heat transfer results for the nominal angle of attack (  α = +  8 °   ) with rotation (  R o ≈ 0.15  ) disclosed a remarkable local heat transfer enhancement as high as   N u / N  u 0  ≈ 7   relative to the smooth channel flow. Furthermore, the heterogeneous impact of rotation on the different channel regions was revealed. Considering the exemplary radially outward flow in the first passage, the PS experiences an overall rotationally induced increase in heat transfer. Contrarily, the SS is split in two regions, i.e., the surfaces adjacent to the leading edge, where heat transfer enhancement dominates, and the surfaces next to the inner wall separator, where heat transfer is decreased.



The presented numerical approach was validated against locally resolved experimental heat transfer data under rotation. Variation in the angle of attack triggers a new Coriolis force direction, which results in major changes in the heat transfer structure, with the most significant differences occurring with an angle of attack of   +  46.5 °    relative to the other angles. For all considered channel orientations, the numerical model was able to reproduce the correct sign of   l o  g 2   ( NNNR )    from the experimental results with minor deviations and with an overall satisfactory agreement. The most noticeable inconsistencies between experimental and numerical results arose at the bend region, where the flow field exhibits a complex structure due to the transition from a trapezoidal to rectangular cross-section. One of the most significant findings to emerge from this experimental–numerical study is the sharper gradient observed in the CFD   l o  g 2   ( NNNR )    contours, which could later be confirmed in the broader histogram distributions. A potential explanation for this phenomenon is the three-dimensional nature of heat conduction, which might be dominant in the TLC experiment but is not corrected (one-dimensional assumption).



A sensitivity study on the rotational speed proved that a higher   R o   mainly has an enhancing or diminishing effect on heat transfer rates, while the local heat transfer structure is preserved. In particular, PS pass 1 showed a clear tendency of heat transfer enhancement, with averaged rotationally induced heat transfer rates as high as   l o  g 2   ( NNNR )  ≈ 1.2 → + 130 %   for   R o ≈ 0.50  . In other channel regions, such as PS pass 2 and SS pass 2, the effect was primarily detrimental. Histogram plots confirmed the qualitative observations derived from the contour plots, and area-averaged representation allowed for quantification of the results.



In view of the findings reported here, the proposed numerical method qualifies for accurate heat transfer predictions under different operating conditions, and its usage is recommended by the authors for upcoming investigations. The results of this research underscore the importance of rotation as a central aspect shaping the local heat transfer structure within internal cooling channels. If considered in the development process through, e.g., optimized turbulator designs, the rotational effect could potentially enable reduced coolant consumption in the future, with a subsequent increase in the thermal efficiency.
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Nomenclature and Abbreviations


The following nomenclature is used in this manuscript:





	
Roman characters




	
A

	
Cross-sectional area of the channel,   m 2  




	
   c P   

	
Specific heat capacity, J/(kgK)




	
   d h   

	
Hydraulic diameter of pass 1,  m 




	
h

	
Heat transfer coefficient, W/(m2K)




	
k

	
Thermal conductivity, W/(mK)




	
   m ˙   

	
Mass flow rate, kg/s




	
n

	
Rotational speed, rpm




	
p

	
Pressure, bar




	
   q ˙   

	
Specific heat flux,  W /  m 2  




	
   R ¯   

	
Mean model radius,  m 




	
t

	
Time,  s 




	
T

	
Temperature, °C




	
   y 1 +   

	
Simensionless wall distance of the first cell, –




	
Greek characters




	
  α  

	
Angle of attack, °




	
  μ  

	
Dynamic viscosity, kg/(ms)




	
  ρ  

	
Density,   k g  /  m 3  




	
  τ  

	
Time step,  s 




	
  Ω  

	
Rotational speed,  rad / s 




	
Dimensionless parameters




	
   B o   

	
Buoyancy number, –




	
NNNR

	
Normalized Nusselt number ratio, –




	
   N u   

	
Nusselt number, –




	
   N  u 0    

	
Nusselt number from Dittus–Boelter correlation, –




	
   P r   

	
Prandtl number, –




	
   R e   

	
Reynolds number, –




	
   R o   

	
Rotation number, –




	
Subscripts




	
0

	
Initial




	
f

	
Fluid




	
ind

	
Indication




	
in

	
Inlet, i.e., at thermocouple position TC0102




	
out

	
Outlet, i.e., at thermocouple position TC15




	
ref

	
Reference




	
ROT

	
Rotating




	
STAT

	
Stationary, i.e., non-rotating




	
sync

	
Synchronization




	
w

	
Wall




	
The following abbreviations are used in this manuscript:




	
CFD

	
Computational fluid dynamics




	
DNS

	
Direct numerical simulation




	
EXP

	
Experimental




	
IR

	
Infrared




	
LES

	
Large eddy simulation




	
M

	
Number of trials for Monte Carlo analysis




	
MC

	
Monte Carlo




	
NUM

	
Numerical




	
pass 1

	
First/inlet passage




	
pass 2

	
Second/outlet passage




	
PMMA

	
Acrylic glass (polymethyl methacrylate)




	
PS

	
Pressure side




	
RANS

	
Reynolds-averaged Navier–Stokes




	
SS

	
Suction side




	
SST

	
Shear stress transport




	
TC

	
Thermocouple




	
TLC

	
Thermochromic liquid crystal




	
URANS

	
Unsteady Reynolds-averaged Navier–Stokes









Appendix A. Experimental Uncertainty Analysis


The following uncertainty quantification for the transient TLC experimental evaluation is based upon the Monte Carlo (MC) method (see a general introduction in [47]) developed and implemented by Forster et al. [48] in the in-house program ProTeIn. The basic idea behind this method is to perform M trial evaluations of Equation (1) while random noise is added to all input parameters based on a probability distribution function (PDF), that is, for every trial calculation, new input parameters are utilized. If the evaluation is performed enough times, statistical conclusions can be drawn. In the present investigation, the delaying effect of the black paint layer on the indication time is considered to be negligible and is, therefore, not taken into account. Hence,   M =   100,000 trials of Equation (1) are performed. In Table A1, all input quantities with their nominal values, PDFs, and uncertainty bands (  P lower   and   P upper  ) are summarized. Generally, there are insufficient data on the exact distribution of the input quantities. Therefore, it is assumed that all input quantities (with the exception of   t sync  ) are characterized by a normal uncertainty distribution.





 





Table A1. Input parameters for Equation (1) with their respective nominal values, PDFs, and uncertainty bands.
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Nominal Value

	
PDF

	
Source

	
    P lower    

	
    P upper    

	
Confidence Interval






	
   t sync   

	
0

	
Rectangular

	
Camera frame rate ( 30 fps)

	
   − 0.033   s   

	
   + 0.033   s   

	
100%




	
   t ind   

	
Pixel-dependent

	
Normal

	
Signal processing

	
Signal analysis

	
95%




	
   T ref   

	
Pixel-dependent

	
Normal

	
TC reading and CFD according to [16]

	
   − 0.2   K   

	
   + 0.2   K   

	
95%




	
   T ind   

	
11.1 °C

	
Normal

	
TLC calibration

	
   − 0.2   K   

	
   + 0.2   K   

	
95%




	
   k w   

	
   0.19    W / m / K    

	
Normal

	
Material properties

	
   − 0.0038    W / m / K    

	
   + 0.0038    W / m / K    

	
95%




	
   ρ w   

	
   1195    k g /  m 3     

	
Normal

	
Material properties

	
   − 2.39    k g /  m 3     

	
   + 2.39    k g /  m 3     

	
95%




	
   c  P , w    

	
   1255    J / k g / K    

	
Normal

	
Material properties

	
   − 62.75    J / k g / K    

	
   + 62.75    J / k g / K    

	
95%









In the following, the different error sources are discussed. Considering the video analysis, a synchronization error arises due to the mismatch between TLC color play and the fluid temperatures measured through TCs. This error (  t sync  ) is determined by the camera frame rate and defined as a uniformly distributed function, with the lower and upper boundaries given by the camera frame rate (30 fps). As for the indication time (  t ind  ), the boundaries are determined in a preceding signal analysis as outlined in [37] and result in asymmetric uncertainty bands that are unique for each pixel.



Fluid temperature measurement is performed by means of type-K TCs calibrated in-house in order to ensure the accuracy noted in Table A1. The provided value can be interpreted as a conservative estimation. The same uncertainty band applies to the indication temperature (  T ind  ), which is, in any case, higher than the deviation resulting from the TLC calibration process.



Regarding the physical properties of perspex, i.e., thermal conductivity (  k w  ), density (  ρ w  ), and heat capacity (  c  P , w   ), the nominal values are chosen according to the manufacturer’s datasheet. The corresponding uncertainty bands are extracted from literature data [49].



The left-hand side of Figure A1 shows the contour plot of the heat transfer coefficient (h) for the pressure side of the selected experimental test case (  R o ≈ 0.15  ,   α = +  8 °   ). Note that it corresponds to the same test case as the one presented in Figure 8b at the top. In addition to the contour plot of the heat transfer coefficient, the local indication times (  t ind  ) are displayed at the right-hand side of Figure A1. A short indication time corresponds to a high heat transfer coefficient. Considering two different pixels, the aforementioned statement is always true if the reference temperature (  T ref  ) for the heat transfer evaluation is identical for both pixels. For that reason, two pixels (  # 2   and   # 3  ) located in pass 2 at the same streamwise distance are examined. Furthermore, a pixel (  # 1  ) with a high heat transfer coefficient (short indication time) is considered. The indication time and heat transfer coefficient of the selected test pixels are presented in Table A2.





 





Table A2. Uncertainty analysis for three selected pixels with a confidence interval of 95%.
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   Ro = 0   

	
   Ro ≈ 0.15   




	
#

	
Pass

	
tind [s]

	
h [W/(m2K)]

	
Uh/h

	
tind [s]

	
h [W/(m2K)]

	
Uh/h

	
NNNR [−]

	
UNNNR/NNNR






	
1

	
pass 1

	
   0.80   

	
   367.9   

	
+17.1%

	
0.76

	
485.7

	
+16.6%

	
1.30

	
+22.2%




	
−13.3%

	
−13.0%

	
−19.2%




	
2

	
pass 2

	
10.19

	
86.2

	
+6.65%

	
4.38

	
154.0

	
+6.57%

	
1.76

	
+9.37%




	
−6.34%

	
−6.21%

	
−8.75%




	
3

	
pass 2

	
20.49

	
52.4

	
+7.37%

	
24.87

	
43.3

	
+6.06%

	
0.83

	
+9.55%




	
−6.97%

	
−5.80%

	
−8.95%









In the    U h  / h   column of Table A2, we present the experimental uncertainty of the heat transfer coefficient for the selected pixels with a confidence interval of   95 %  . All input quantities are initialized and scattered according to the values from Table A1. Results for the rotating case with   R o ≈ 0.15   vary between    U h  / h = + 6.06 %   (pixel   # 2  ) and    U h  / h = + 16.6 %   (pixel   # 1  ) for the upper boundary and between    U h  / h = − 5.80 %   (pixel   # 2  ) and    U h  / h = − 13.0 %   (pixel   # 1  ) for the lower boundary. It is noteworthy to mention that all confidence boundaries in Table A2 are asymmetric, which is a direct outcome of the non-linearity of Equation (1), as well as the asymmetric uncertainty band for   t ind  . Pixel   # 1   features the greatest degree of uncertainty, clearly as a result of its very short indication time. In this case, the overall contribution of a small variation of   ± 0.033 s   for   t sync   and the error in the peak detection, i.e., indication time   t ind  , increase drastically, since the reference temperature step   Δ  T  f  j , j − 1      occurs within the first seconds of the experiment for small values of (   t ind  −  τ j   ) (see Equation (1)). For the sake of completeness, the uncertainty estimation for the non-rotating case is additionally presented on the left hand-side of Table A2.
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Figure A1. Experimental heat transfer coefficient (h; left) and indication times (  t ind  ; right) for the PS with   α = +  8 °    under rotation (  R o ≈ 0.15  ). 
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In order to quantify the uncertainty of the heat transfer variation due to rotation, a new Monte Carlo analysis was performed for Equation (8) with   M =   100,000 trials. Results are presented in the rightmost column of Table A2. As can be appreciated, the highest degree of uncertainty (  + 22.2 %   for the upper interval and   − 19.2 %   for the lower interval) is associated with the pixel with the highest heat transfer coefficient and shortest indication time (pixel   # 1  ).




Appendix B. Actual Dimensionless Quantities


The actual set of dimensionless parameters (  R e  ,   R o  , and   B o  ; see Section 6), which is used to classify the different test cases, differs from the target values to a certain degree. These are presented in Table A3 for TLC experiments and CFD. Due to the transient nature of the TLC experiment, the actual dimensionless parameters vary over the test duration. Therefore, the presented experimental values were time-averaged over the experimental measurement time with respect to the considered test case.





 





Table A3. Actual dimensionless quantities for the investigated test cases.
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TLC Experiment

	
CFD




	
Parameter

	
Target Value

	
Angle:

	
+46.5°

	
+8°

	
−18.5°

	
+46.5°

	
+8°

	
−18.5°






	
   R e   

	
15,000

	

	
14,915

	
14,910

	
14,821

	
14,832

	
14,890

	
14,913




	
14,881

	
15,106

	
14,836

	
14,843

	
15,098

	
14,891




	

	
14,964

	

	

	
14,967

	




	

	
14,634

	

	

	
14,612

	




	
   R o   

	
0

	

	
0

	
0

	
0

	
0

	
0

	
0




	
   0.15   

	
   0.149   

	
   0.152   

	
   0.148   

	
   0.149   

	
   0.152   

	
   0.150   




	
   0.30   

	

	
   0.305   

	

	

	
   0.303   

	




	
   0.50   

	

	
   0.499   

	

	

	
   0.492   

	




	
   B o   

	
0

	

	
0

	
0

	
0

	
0

	
0

	
0




	
   0.130   

	
   0.116   

	
   0.140   

	
   0.119   

	
   0.119   

	
   0.138   

	
   0.116   




	
   0.553   

	

	
   0.508   

	

	

	
   0.505   

	




	
   1.621   

	

	
   1.345   

	

	

	
   1.312   

	









Considering the CFD simulations, the overall maximum deviation from the target Reynolds number (  R e  ) equals   2.6 %  . As for the TLC experiments, this value drops below   2.5 %   (  R e =   14,634). With respect to the rotation number (  R o  ), even lower deviations (up to   1.7 %  ) are obtained.



The most significant discrepancies from the target values appear for the buoyancy number (  B o  ), with up to   18 %   (  B o =  1.345   ) for the TLC experiment and   20 %   (  B o =  1.312   ) for the CFD. The target   B o   was determined with a wall temperature equal to    T wall  = 20   °C for all considered test cases and an a priori estimation for the necessary fluid temperature (  T f  ) in the transient TLC experiment. Regardless of the deviation from the target values, it is worth mentioning that the deviation in   B o   between the TLC experiment and CFD does not exceed   2.5 %  .
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Figure 1. Test model. 
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Figure 2. Test rig overview. 
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Figure 3. Valve unit setting. 
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Figure 4. Fluid temperature (left) and mass flow rate histories (right) for an exemplary TLC experiment with   R e ≈   15,000. 
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Figure 5. Angles of attack. 
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Figure 6. Boundary conditions in the numerical simulation with experimental thermocouple locations TC0102 and TC15. 
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Figure 7. Detailed views of the computational grid: rib (A) and bend region (B). 
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Figure 8. Experimental and numerical heat transfer rates for the nominal angle of attack (  α = +  8 °   ). 
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Figure 9. Experimental and numerical rotationally induced heat transfer features for   R o ≈ 0.15   at different angles of attack ( α ). 
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Figure 10. Histograms of rotationally induced heat transfer   l o  g 2   (NNNR) at different angles of attack ( α ) for   R o ≈ 0.15  . 
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Figure 11. Segment-averaged, rotationally induced heat transfer at different angles of attack ( α ) for   R o ≈ 0.15  . 
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Figure 12. Rotationally induced heat transfer features for an angle of attack of   α = +  8 °    with increasing rotation number (  R o ≈ { 0.15 … 0.50 }  ). 
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Figure 13. Histograms of rotationally induced heat transfer   l o  g 2   (NNNR) for an angle of attack of   α = +  8 °    with increasing rotation number (  R o ≈ { 0.15 … 0.50 }  ). 
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Figure 14. Segment-averaged rotationally induced heat transfer for an angle of attack of   α = +  8 °    with increasing rotation number (  R o ≈ { 0.15 … 0.50 }  ). 
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Table 1. Investigated test cases.   R e ≈   15,000.
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α




	

	

	
+46.5°

	
+8°

	
−18.5°






	
   R o   

	
0

	
X

	
X

	
X




	
   0.15   

	
X

	
X

	
X




	
   0.30   

	

	
X

	




	
   0.50   

	

	
X
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