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Abstract: Sentiment Analysis, also known as opinion mining, is the area of Natural Language
Processing that aims to extract human perceptions, thoughts, and beliefs from unstructured textual
content. It has become a useful, attractive, and challenging research area concerning the emergence
and rise of social media and the mass volume of individuals’ reviews, comments, and feedback.
One of the major problems, apparent and evident in social media, is the toxic online textual content.
People from diverse cultural backgrounds and beliefs access Internet sites, concealing and disguising
their identity under a cloud of anonymity. Due to users’ freedom and anonymity, as well as a lack of
regulation governed by social media, cyber toxicity and bullying speech are major issues that need an
automated system to be detected and prevented. There is diverse research in different languages and
approaches in this area, but the lack of a comprehensive study to investigate them from all aspects
is tangible. In this manuscript, a comprehensive multi-lingual and systematic review of cyber-hate
sentiment analysis is presented. It states the definition, properties, and taxonomy of cyberbullying
and how often each type occurs. In addition, it presents the most recent popular cyberbullying
benchmark datasets in different languages, showing their number of classes (Binary/Multiple),
discussing the applied algorithms, and how they were evaluated. It also provides the challenges,
solutions, as well as future directions.

Keywords: cyber-hate; cyberbullying; sentiment analysis; online social networks; machine learning

1. Introduction

Sentiment Analysis (SA) is the area of Natural Language Processing (NLP) that focuses
on analyzing and studying individuals’ sentiments, appraisals, evaluations, emotions,
and attitudes writing in texts [1]. The utilization of social media platforms, for example,
Twitter, Facebook, and Instagram, have immensely increased the quantity of online social
interactions and communications by connecting billions of people who prefer the exchange
of opinions. The penetration of social media into the life of internet users is increasing.
According to the most recent data, there will be 5.85 billion social media users globally in
2027, a 1.26 percent rise over the previous year [2,3], as shown in Figure 1.

Moreover, social media platforms offer visibility to ideas and thoughts that would
somehow be neglected and unspoken by traditional media [4]. The textual content of
interactions and communications that signify upsetting, disturbing, and negative phenom-
ena such as online cyber-hate, harassment, cyberbullying, stalking, and cyber threats is
increasing [5]. Therefore, this has strongly led to an expansion of attacks against certain
users based on different categorizations such as religion, ethnicity, social status, age, etc.
Individuals frequently struggle and battle to deal with the results and consequences of
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such offenses. By employing NLP, several attempts have been put in action to deal with
the issue of online cyber-hate and cyberbullying speech detection. This is because the
computational analysis of language could be utilized to rapidly identify and distinguish
offenses to facilitate and ease the process of dealing with and removing harsh messages [6].

Big Data Cogn. Comput. 2023, 7, x FOR PEER REVIEW 2 of 27 
 

 
Figure 1. Number of Global Social Media Users Within 2017–2027. 

Moreover, social media platforms offer visibility to ideas and thoughts that would 

somehow be neglected and unspoken by traditional media [4]. The textual content of 

interactions and communications that signify upsetting, disturbing, and negative 

phenomena such as online cyber-hate, harassment, cyberbullying, stalking, and cyber 

threats is increasing [5]. Therefore, this has strongly led to an expansion of attacks against 

certain users based on different categorizations such as religion, ethnicity, social status, 

age, etc. Individuals frequently struggle and battle to deal with the results and 

consequences of such offenses. By employing NLP, several attempts have been put in 

action to deal with the issue of online cyber-hate and cyberbullying speech detection. This 

is because the computational analysis of language could be utilized to rapidly identify 

and distinguish offenses to facilitate and ease the process of dealing with and removing 

harsh messages [6]. 

The instance of hate speech and brutal communication shown over the Internet is 

named cyber-hate [7]. Cyber-hate, also known as cyberbullying, is defined as any 

utilization of electronic communications technologies to spread supremacist, racist, 

religious, extremist, or terrorist messages. It can target not only individuals but also entire 

communities [8]. Cyberbullying occurs when someone utilizes the internet to hurt or 

disturb a child or young person. It can occur on a social media platform, a game, an app, 

or any other online or electronic service or platform. Examples include posts, comments, 

texts, messages, chats, livestreams, memes, photos, videos, and emails. Some examples of 

how the internet can be used to violate someone’s self-confidence is: 

• Sending derogatory messages about them. 

• Sharing humiliating images or videos of them. 

• Spreading slanderous web rumors against them. 

• Making fake accounts in their name. 

• Making the public believe they are someone else. 

Various types of violations are committed for many reasons in the online cyber realm 

through cyber innovation and technology. This insecure environment of online social 

networks requires consideration to prevent the harm and damage brought by these crimes 

to society. Several researchers are working in multiple directions to achieve the best 

results for automated cyberbullying detection using machine-learning techniques. In this 

2.73
3.1

3.51
3.9

4.26
4.59

4.89
5.17

5.42
5.64

5.85

0

1

2

3

4

5

6

7

2017 2018 2019 2020 2021 2022 2023 2024 2025 2026 2027

B
ill
io
n

Year

Figure 1. Number of Global Social Media Users Within 2017–2027.

The instance of hate speech and brutal communication shown over the Internet is
named cyber-hate [7]. Cyber-hate, also known as cyberbullying, is defined as any utilization
of electronic communications technologies to spread supremacist, racist, religious, extremist,
or terrorist messages. It can target not only individuals but also entire communities [8].
Cyberbullying occurs when someone utilizes the internet to hurt or disturb a child or young
person. It can occur on a social media platform, a game, an app, or any other online or
electronic service or platform. Examples include posts, comments, texts, messages, chats,
livestreams, memes, photos, videos, and emails. Some examples of how the internet can be
used to violate someone’s self-confidence is:

• Sending derogatory messages about them.
• Sharing humiliating images or videos of them.
• Spreading slanderous web rumors against them.
• Making fake accounts in their name.
• Making the public believe they are someone else.

Various types of violations are committed for many reasons in the online cyber realm
through cyber innovation and technology. This insecure environment of online social
networks requires consideration to prevent the harm and damage brought by these crimes
to society. Several researchers are working in multiple directions to achieve the best
results for automated cyberbullying detection using machine-learning techniques. In this
manuscript, a taxonomy of multiple techniques being utilized in cyber-hate detection and
prediction through different languages will be presented.

The rest of the manuscript is organized as follows: Section 2 provides a summary of
the main properties of cyber-hate speech, and a detailed taxonomy of cyber-hate speech is
given. The available datasets of cyber-hate in different languages are discussed in Section 3.



Big Data Cogn. Comput. 2023, 7, 58 3 of 26

Section 4 previews the main approaches of cyber-hate classification. Section 5 introduces
the comparative study of binary and multiple classifications over different datasets and
various languages. Open Challenges in cyber-hate detection are discussed in Section 6.
Finally, Section 7 concludes this manuscript and presents future work.

2. Cyber-Hate Speech Properties
2.1. Definition

Cyber-hate is the act of threatening, intimidating, harassing, irritating, or bullying any
individual or group (for example, non-white people) through communication technology
such as social media [9]. For textual content to be considered bullying, the intent of harm,
such as physical, emotional, social, etc., should be obvious, as shown in Figure 2.The
following situations are examples of cyber-hate speech:

• Posting threats such as physical harm, brutality, or violence.
• Any discussion intended to offend an individual’s feelings, including routinely in-

appropriately teasing, prodding, or making somebody the brunt of pranks, tricks, or
practical jokes.

• Any textual content meant to destroy the social standing or reputation of any individ-
ual on online social networks or offline communities.

• Circulating inappropriate, humiliating, or embarrassing images or videos on social networks.
• Persistent, grievous, or egregious utilization of abusive, annoying, insulting, hostile,

or offensive language.
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Figure 2. Examples of Online Social Media Cyberbullying.

2.2. Taxonomy

There is much more to cyber-hate than meets the eye. For instance, many people once
believed that cyber-hate only consisted of physical bullying and name-calling. However,
there are ten types of cyber-hate, which range from excluding and gossiping about people
to making fun of their race or religion, as shown in Figure 3.
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The categories that comprise the taxonomy of the term cyber-hate are presented and
defined below:

i. Exclusion is defined as ignoring or neglecting the victim in a conversation [10].
Cyber-Exclusion is an intentional and deliberate action to make it clear to people
that they do not belong to the group and that their involvement is not needed. On
social networking sites, individuals can defriend or block others, which implies
their inability to view their profiles, write comments, and so forth.

ii. Denigration involves the practice of demeaning, gossiping, dissing, or disrespecting
another individual on social networks [11]. Writing rude, vulgar, mean, hurtful, or
untrue messages or rumors about someone to another person or posting them in a
public community or chat room falls under denigration. The purpose is to hurt the
victim in the eyes of his or her community, as the insults are seen not only by the
victim but also others.

iii. Flooding is the posting of a countless number of online social networking messages
so the victim cannot post a message [12]. It consists of the bully or harasser repeat-
edly writing the same comment, posting nonsense comments, or holding down the
enter key to not allow the victim to contribute to the chat or conversation.

iv. Masquerade is defined as the process of impersonating another person to send
messages that seem to be originated by that person and cause damage or harm [13].
One of the ways to do this is by, for example, hacking into a victim’s e-mail account
and instantly sending these messages. Moreover, friends sharing passwords can
also regularly accomplish this type of access; however, the sophisticated hacker may
discover other ways, for example, by systematically testing probable passwords.
This strategy is inherently hard and difficult to be recognized or detected.

v. Flaming, blazing, or bashing involves at least two users attacking and assaulting
each other on a personal level. In this category of cyber-hate, flaming refers to a
conversation full of hostile, unfriendly, irate, angry, and insulting communications
and interactions that are regularly unkind personal attacks [14]. Flaming can occur
in a diversity of environments, such as online social networking and discussion
boards, group chat rooms, e-mails, and Twitter. Anger is frequently expressed by
utilizing capital letters, such as ‘U R AN IDIOT & I HATE U!’. Many flaming texts
are vicious, horrible, and cruel and are without fact or reason.

vi. Cyberstalking is the utilization of social networks to stalk, hassle, or harass any
individual, group, or organization [15]. It might contain false incriminations, accu-
sations, criticism, defamation, maligning, slander, and libel. Cases of cyberstalking
can often begin as seemingly harmless interactions. Sometimes, particularly at the
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beginning, a few strange or maybe distasteful messages may even amuse. Never-
theless, if they turn out to be systematic, it becomes irritating, annoying, and even
frightening.

vii. Trolling, also called baiting, attempts to provoke a fight by intentionally writing
comments that disagree with other posts in the topic or thread [16]. The poster
plans to excite emotions and rouse an argument, while the comments themselves
inevitably turn personal, vulgar, enthusiastic, or emotional.

viii. Outing is similar to denigration but requires the bully and the victim to have a close
personal relationship, either on social networks or in-person. It includes writing and
sharing personal, private, embarrassing, or humiliating information publicly [17].
This information can incorporate stories heard or received from the victim or any
personal information such as personal numbers, passwords, or addresses.

ix. Harassment using social networks is equivalent to harassment utilizing more con-
ventional and traditional means [18]. Harassment refers to threatening actions
dependent on an individual’s age, gender, race, sexual orientation, and so forth.

x. Cyber threats include sending short messages that involve threats of harm, are scary,
intimidating, are very aggressive, or incorporate extortion [19]. The dividing line
where harassment becomes cyberstalking is obscured; however, one indicator may
be when the victim starts to fear for his or her well-being or safety, then the act has
to be considered cyberstalking.

According to a more detailed survey from 2021 by PEW Research Center
(https://www.pewresearch.org/) (access on 16 February 2023), over 40% of Americans
under the age of 30 have experienced online bullying [20]. The most common types of
cyberbullying are, as represented in Figure 4, denigration and harassment.
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3. Cyber-Hate Speech Datasets

This section presents a compilation of the datasets generated over the last five years
for cyber-hate speech detection using different characteristics such as the number of classes,
language, size, and availability of the datasets, as shown in Table 1. It covers various types
of social network textual content such as Formspring (which contains a teen-oriented Q&A
forum), Twitter, Instagram, Facebook (which are considered large microblogging platforms),
WhatsApp (which is an application for instant messaging that can run on multiple platform

https://www.pewresearch.org/
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devices) and Wikipedia talk pages (that could be described as a collaborative knowledge
repository). Each dataset states a different topic of cyber-hate speech. Twitter datasets
comprise examples of offensive, racist, and sexist tweets. Facebook datasets also contain
racism and sexism statuses. Instagram and YouTube datasets include examples of personal
attacks. However, Formspring datasets are not explicitly about a single topic.

Mangaonkar et al. [21] proposed a binary dataset that contains two subset datasets.
The first subset dataset was a balanced dataset with 170 bullying tweets and 170 non-
bullying tweets. The second sample was unbalanced, with 177 bullying tweets and
1163 non-bullying tweets. The purpose of developing a balanced and imbalanced dataset is
to test the performance of the ML algorithms on various dataset types. These tweets were
then manually categorized as “bullying” or “nonbullying” for validation purposes.

Van Hee et al. [22] collected binary cyberbullying data from the social networking site
Ask.fm (https://ask.fm/, access on 16 February 2023). They created and implemented
a novel method for cyberbullying annotation that describes the existence and intensity
of cyberbullying and the role of the author of the post, for example, a harasser, victim, a
bystander or not.

Waseem and Hovy [23] gathered a dataset of tweets over a period of two months.
They downloaded 136,052 tweets and annotated 16,914 of them, 3383 of which were sexist
content sent by 613 users, 1972 of which were racist content sent by 9 users, and 11,559 of
which were neither sexist nor racist and were sent by 614 users. Because hate speech is a
genuine but restricted phenomenon, they did not balance the data in order to present the
most realistic dataset feasible.

Zhao et al. [24] proposed a Twitter dataset that is made up of tweets retrieved from
the public Twitter API stream. At least one of the following keywords appears in each
tweet: bully, bullied, bullying. Retweets are eliminated by filtering tweets that contain the
acronym “RT”. Finally, 1762 tweets are randomly selected and manually tagged from the
entire twitter collection. It is important to note that labeling is based on bullying traces.
Bullying traces are defined as a reaction to a bullying encounter, which includes but vastly
outnumbers instances of cyberbullying.

Singh et al. [25] used the Twitter corpus from the Content Analysis for the WEB 2.0
(CAW 2.0) dataset [26]. This corpus comprises around 900,000 postings from 27,135 users
(one XML file for each user) from December 2008 to January 2009. They picked this corpus
not just because it has been widely used in prior literature but also because it contains
information for both textual content and social networks. They chose 800 files at random
and kept the comments written with @, which represents direct paths between two people.
This yielded a data set of roughly 13,000 messages. Then, they asked three students to
categories each message as cyberbullying twice. They designated each post as ‘yes’ or ‘no’
based on whether it was believed to entail cyberbullying. This resulted in a data collection
with 2150 user pairings and 4865 messages between them.

Al-garadi et al. [27] collected their data via Twitter during January and February of
2015. They have 2.5 million geo-tagged tweets in their data set. To avoid any privacy
violations, they extract only publicly available content via the Twitter API and in accor-
dance with Twitter’s privacy policy in their study. Their dataset had an uneven class
distribution, with just 599 tweets labeled as cyberbullying and 10,007 tweets classified as
non-cyberbullying. Such an uneven class distribution can make it difficult for the model
to appropriately categories the instances. Learning algorithms that lack class imbalance
are prone to be overwhelmed by the major class while ignoring the minor. In real-world
applications like fraud detection, instruction detection, and medical diagnosis, data sets
frequently contain imbalanced data in which the normal class is the majority, and the ab-
normal class is the minority. Several solutions to these issues have been offered, including
a combination of oversampling the minority (abnormal) class and under-sampling the
majority (normal) class.

Hosseinmardi et al. [28] gathered data by using the Instagram API and a snowball
sampling technique. They found 41 K Instagram user ids starting from a random seed

https://ask.fm/
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node. Of these Instagram IDs, 25 K (61%) belonged to users who had public profiles, while
the remaining users had private ones.

Zhang et al. [29] gathered data from the social networking site Formspring.me. Almost
3000 messages were collected and labeled by Amazon Mechanical Turk, a web service in
which three workers each voted on whether or not a document contained bullying content.
As a result, each message receives an equal number of votes from the workers. At least two
workers labeled approximately 6.6% of the messages as bullying posts. The authors parsed
the original dataset’s messages into sentences and relabeled the messages that contained
at least one vote. This resulted in 23,243 sentences, with 1623 (or roughly 7%) labeled as
bullying messages.

Wulczyn et al. [30] used English Wikipedia to generate a corpus of over 100 k high-
quality human-labeled comments. The collected data of debate comments from English
Wikipedia discussion pages are generated by computing differences throughout the whole
revision history and extracting the new content for each revision. About 10 annotators using
Crowdflower (https://www.crowdflower.com/, access on 16 February 2023) annotated the
collected corpus into two classes, either attacking or not attacking.

Batoul et al. [31] gathered a massive amount of data. As a result, the decision was
made to scrape data from both Facebook and Twitter. This decision was influenced by the
fact that those two social media platforms are the most popular among Arabs, particularly
Arab youth. After removing all duplicates, this dataset contains 35,273 unique Arabic
tweets that were manually labeled as bullying or not bullying.

Davidson et al. [32] gathered tweets containing hate speech keywords using a crowd-
sourced hate speech lexicon. They used crowdsourcing to categorize a sample of these
tweets into three groups: those containing hate speech, those containing only offensive
language, and those containing neither. This dataset resulted in a total of 33,458 tweets.

Sprugnoli et al. [33] presented and distributed an Italian WhatsApp dataset developed
through role-playing by three classes of children aged 12–13. The publicly available data
has been labeled based on user role and insult type. The Whatsapp chat corpus consists
of 14,600 tokens separated into 10 chats. Two annotators used the Celct Annotation Tool
(CAT) web-based application [34] to annotate all of the chats.

Founta et al. [35] have published a large-scale crowdsourced abusive tweet dataset
of 60 K tweets. An enhanced strategy is applied to effectively annotate the tweets via
crowdsourcing. Through such systematic methods, the authors determined that the most
appropriate label set in identifying abusive behaviors on Twitter is None, Spam, Abusive,
and Hateful, resulting in 11% as ‘Abusive,’ 7.5% as ‘Hateful,’ 22.5% as ‘Spam,’ and 59%
as ‘None.’ They prepare this dataset for a binary classification task by concatenating
‘None’/’Spam’ and ‘Abusive’/’Hateful’.

De Gibert et al. [36] demonstrated the first dataset of textual hate speech annotated
at the sentence level. Sentence-level annotation enables dealing with the smallest unit
containing hate speech while decreasing noise generated by other clean sentences. About
10,568 sentences were collected from Storm-front and categorized as hate speech or not, as
well as two other auxiliary types.

Nurrahmi and Nurjanah [37] gathered information from Twitter. Because the data
was unlabeled, the authors created a web-based labeling tool to categorize tweets as
cyberbullying or non-cyberbullying. The tool used provided them with 301 cyberbullying
tweets and 399 non-cyberbullying tweets.

Albadi et al. [38] investigated the issue of religious hate speech in the Arabic Twit-
tersphere and developed classifiers to detect it automatically. They gathered 6000 Arabic
tweets referring to various religious groups and labeled them using crowdsourced workers.
They provided a detailed analysis of the labeled dataset, identifying the primary targets of
religious hatred on Arabic Twitter. Following the preprocessing of the dataset, they used
various feature selection methods to create different lexicons comprised of terms found
in tweets discussing religion, as well as scores reflecting their strength in distinguishing
sentiment polarity (hate or not hate).

https://www.crowdflower.com/


Big Data Cogn. Comput. 2023, 7, 58 8 of 26

Bosco et al. [39] released a Twitter dataset for the HaSpeeDe (Hate Speech Detection)
shared task at Evalita 2018, the Italian evaluation campaign for NLP and speech processing
tools. This dataset contains a total of 4000 tweets, with each tweet having an annotation
that falls into one of two categories: “hateful post” or “not”.

Corazza et al. [40] provided a set of 5009 German tweets manually annotated at the
message level with the labels “offense” (abusive language, insults, and profane statements)
and “other”. More specifically, 1688 messages are tagged as “offense”, while 3321 messages
are as “other”.

Mulki et al. [41] presented the first publicly available Levantine Hate Speech and Abu-
sive (L-HSAB) Twitter dataset, intending to serve as a reference dataset for the automatic
identification of online Levantine toxic content. The L-HSAB is a political dataset because
the majority of tweets were gathered from the timelines of politicians, social/political
activists, and TV anchors. The dataset included 5846 tweets divided into three categories:
normal, abusive, and hateful.

Ptaszynski et al. [42] provided the first dataset for the Polish language that included
annotations of potentially dangerous and toxic words. The dataset was designed to investigate
negative Internet phenomena such as cyberbullying and hate speech, which have recently
grown in popularity on the Polish Internet as well as globally. The dataset was obtained auto-
matically from Polish Twitter accounts and annotated by lay volunteers under the supervision
of a cyberbullying and hate-speech expert with a total number of 11,041 tweets.

Ibrohim and Budi [43] offered an Indonesian multi-label hate speech and abuse dataset
with over 11,292 tweets based on a diverse collection of 126 keywords. These tweets include
6187 non-hate speech tweets and 5105 hate speech tweets and are annotated by 3 annotators.

Basile et al. [44] investigated the detection of hate speech from a multilingual perspec-
tive on Twitter. They focused on two specific targets, immigrants and women, in Spanish
and English. They made a dataset containing English (13,000) and Spanish (6600) tweets
tagged concerning the prevalence of hostile content and its target.

Banerjee et al. [45] investigated the identification of cyberbullying on Twitter in the
English language. The dataset used on Twitter consists of 69,874 tweets. A group of
human annotators manually labeled the selected tweets as either “0” non-cyberbullying
or “1” cyberbullying.

Lu et al. [46] presented a new Chinese Weibo (https://us.weibo.com/index, access on
16 February 2023) comment dataset designed exclusively for cyberbullying detection. They
collected a dataset of 17 K comments from more than 20 celebrities with bad reputations or
who have been involved in violent incidents. Three members who are familiar with Weibo
and have a good understanding of the bloggers manually annotated all data.

Moon et al. [47] offered 9.4 K manually labeled entertainment news comments that
were collected from a popular Korean online news portal for recognizing toxic speech.
About 32 annotators labeled the comments manually.

Romim et al. [48] created a large dataset of 30,000 comments, 10,000 of which are hate
speech, in the Bengali Language. All user comments on YouTube and Facebook were anno-
tated three times by 50 annotators, with the majority vote serving as the final annotation.

Karim et al. [49] offered an 8 K dataset of hateful posts gathered from various sources
such as Facebook, news articles, blogs, and so on in the Bengali language. A total of
8087 posts were annotated by three annotators (a linguist, a native Bengali speaker, and an
NLP researcher) into political, personal, geopolitical, and religious.

Luu et al. [50] presented the ViHSD, a human-annotated dataset for automatically
detecting hate speech on social networks. This dataset contains over 30,000 comments,
each of which has one of three labels: CLEAN, OFFENSIVE, or HATE. The ViHSD contains
33,400 comments.

Sadiq et al. [51] presented Data Turks’ Cyber-Trolls dataset for text classification
purposes. To assist or prevent trolls, this dataset is used to classify tweets. There are
two categories: cyber-aggressive (CA) and non-aggressive (NCA). The dataset contains
20,001 items, of which 7822 are cyber-aggressive, and 12,179 are not.

https://us.weibo.com/index
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Beyhan et al. [52] compiled a hate speech dataset extracted from tweets in Turkish. The
Istanbul Convention dataset is made up of tweets sent out following Turkey’s departure
from the Istanbul Convention. The Refugees dataset was produced by collecting tweets
regarding immigrants and filtering them based on regularly used immigration keywords.

Ollagnier et al. [53] presented the CyberAgressionAdo-V1 dataset, which contains
aggressive multiparty discussions in French obtained through a high-school role-playing
game with 1210 messages. This dataset is based on scenarios that mimic cyber aggression
situations that may occur among teenagers, such as ethnic origin, religion, or skin color.
The collected conversations have been annotated in several layers, including participant
roles, the presence of hate speech, the type of verbal abuse in the message, and whether
utterances use different humor figurative devices such as sarcasm or irony.

ALBayari and Abdallah [54] introduced the first Instagram Arabic corpus (multi-class
sub-categorization) concentrating on cyberbullying. The dataset is primarily intended for
detecting offensive language in the text. They ended up with 200,000 comments, with three
human annotators annotating 46,898 of them manually. They used SPSS (Kapa statistics) to
evaluate the labeling agreements between the three annotators in order to use the dataset
as a benchmark. The final score was 0.869, with a p-value of 103, indicating a near-perfect
agreement among the annotators.

Patil et al. [55] investigated hate speech detection in Marathi, an Indian regional
language. They presented the L3Cube-MahaHate Corpus, the largest publicly available
Marathi hate speech dataset. The dataset was gathered from Twitter and labeled with
four fine-grained labels: Hate, Offensive, Profane, and None. The dataset contains over
25,000 samples that have been manually labeled with the classes.

Kumar and Sachdeva [56] developed two datasets FormSpring.me and MySpace. The
Formspring.me dataset is an XML file containing 13,158 messages published by 50 different
users on the Formspring.me website. The dataset is divided into two categories: “Cy-
berbullying Positive” and “Cyberbullying Negative”. While negative messages represent
messages that do not include cyberbullying, positive messages include cyberbullying.
There are 892 messages in the Cyberbullying Positive class and 12,266 messages in the
Cyberbullying Negative class. The Myspace dataset is made up of messages gathered
from Myspace group chats. The dataset’s group chats are labeled and organized into ten
message groups. If a group conversation contains 100 messages, the first group contains
1–10 messages, the second group contains 2–11 messages, and the final message group
contains 91–100 messages. Labeling is done once for each group of ten messages, and it is
labeled whether or not those ten messages contain bullying. This dataset contains 1753 mes-
sage groups divided into 10 groups, each with 357 positive (Bullying) and 1396 negative
(Non-Bullying) labels.

Atoum [57] collected two datasets (Dataset-1 and Dataset-2) from Twitter (one month
apart). Twitter dataset 1 consists of 6463 tweets, with 2521 cyberbullying tweets and
3942 non-cyberbullying tweets. Twitter dataset 2 consists of 3721 with 1374 cyberbullying
tweets and 2347 non-cyberbullying tweets.

Nabiilah et al. [58] proposed a dataset of toxic comments that were manually collected,
processed, and labeled. Data is gathered from Indonesian user comments on social media
platforms such as Instagram, Twitter, and Kaskus (https://www.kaskus.co.id/, access on
16 February 2023), which have multi-label characteristics and allow for the classification of
more than one class. Pornography, Hate Speech, Radicalism, and Defamation are among
the 7773 records in the dataset.

Below Table 1 is a brief description of each of the datasets.

https://www.kaskus.co.id/
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Table 1. Cyber-hate Speech Datasets.

Dataset Category
Number

of
Classes

Classes
Social

Network
Platform

Language Size Availability Year

Mangaonkar
et al. [21]

Trolling and Harassment 2
Bullying

Twitter English 1340 N/A 2015
Non-Bullying

Van Hee et al.
[22]

Cyber Threats and
Harassment 2

Bullying
Ask.fm Dutch 85,485 N/A 2015

Non-Bullying

Waseem and
Hovy [23]

Cyber Threats and
Harassment

3
Racism

Twitter English 16 K [59] 2016Sexism

None

Zhao et al. [24] Trolling and Harassment 2
Bullying

Twitter English 1762 N/A 2016
Non-Bullying

Singh et al.
[25]

Trolling and Harassment 2
Bullying

Twitter English 4865 N/A 2016
Non-Bullying

Al-garadi et al.
[27]

Trolling and Harassment 2
Bullying

Twitter English 10,007 N/A 2016
Non-Bullying

Hosseinmardi
et al. [28]

Flaming and Stalking and
Harassment 2

Bullying Instagram English 1954 N/A 2016
Non-Bullying

Zhang et al.
[29]

Trolling and Harassment 2
Bullying Formspring English 13 K N/A 2016

Non-Bullying

Wulczyn et al.
[30]

Denigration and
Masquerade and

Harassment
2

Attacking Wikipedia English 100 K [60] 2017
Non-Attacking

Batoul et al.
[31]

Trolling and Harassment 2
Bullying

Twitter Arabic 35,273 N/A 2017
Non-Bullying

Davidson et al. Trolling and Harassment 3
Bullying

Twitter English 33,458 [61] 2017Non-Bullying

Neither

Sprugnoli et al.
[33]

Flaming and Stalking and
Harassment and Trolling

10

Defense

WhatsApp Italian 14,600 [62] 2018

General Insult

Curse or
Exclusion

Threat or
Blackmail

Encouragement
to the

Harassment

Body Shame

Discrimination-
Sexism

Attacking
relatives

Other

Defamation
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Table 1. Cont.

Dataset Category
Number

of
Classes

Classes
Social

Network
Platform

Language Size Availability Year

Founta et al.
[35]

Cyber Threats and
Harassment 7

Offensive

Twitter English 100 K [63] 2018

Abusive

Hateful

Aggressive

Cyberbullying

Spam

Normal

De Gibert et al.
[36]

Trolling and Harassment 2
Hateful

Stormfront English 10,568 [64] 2018
Non-Hateful

Nurrahmi and
Nurjanah [37]

Trolling and Harassment 2
Bullying

Twitter Indonesian 700 N/A 2018
Non-Bullying

Albadi et al.
[38]

Trolling and Harassment 2
Hateful

Twitter Arabic 6 K [65] 2018
Non-Hateful

Bosco et al.
[39]

Trolling and Harassment 2
Bullying

Twitter Italian 4 K 2018
Non-Bullying

Corazza et al.
[40]

Trolling and Harassment 2
Bullying

Twitter German 5009 2018
Non-Bullying

Mulki et al.
[41]

Trolling and Harassment 3
Normal

Twitter Arabic 6 K [66] 2019Abusive

Hate

Ptaszynski
et al. [42]

Trolling and Harassment 3

Non-harmful

Twitter Polish 11,041 [67] 2019

Cyberbullying

Hate-speech and
other harmful

contents

Ibrohim and
Budi [43]

Trolling and Harassment 2
Hateful

Twitter Indonesian 11,292 [68] 2019
Non-Hateful

Basile et al.
[44]

Trolling and Harassment 2
Hateful

Twitter
English 13,000 [69] 2019

Non-Hateful Spanish 6600

Banerjee et al.
[45]

Trolling and Harassment 2
Bullying

Twitter English 69,874 N/A 2019
Non-Bullying

Lu et al. [46] Cyber Threats and
Harassment

3
Sexism

Sina Weibo Chinese 16,914 [70] 2020Racism

Neither

Moon et al.
[47]

Trolling and Harassment 3
Hateful

Online News
Platform

Korean 9.4 K [71] 2020Offensive

None

Romim et al.
[48]

Trolling and Harassment 2
Hateful Facebook and

YouTube
Bengali 30 K [72] 2021

Non-Hateful

Karim et al.
[49]

Trolling and Harassment 2
Hateful Facebook, YouTube

comments,
and newspapers

Bengali 8087 [73] 2021
Non-Hateful

Luu et al. [50] Trolling and Harassment 3
Hate

Facebook and
YouTube Vietnamese 33,400 [74] 2021Offensive

Clean
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Table 1. Cont.

Dataset Category
Number

of
Classes

Classes
Social

Network
Platform

Language Size Availability Year

Sadiq et al. [51] Trolling and Harassment 2
Bullying

Twitter English 20,001 [75] 2021
Non-Bullying

Beyhan et al.
[52]

Trolling and Harassment 2
Hateful

Twitter Turkish 2311 [76] 2022
Non-Hateful

Ollagnier et al.
[53]

Flaming, Stalking,
Harassment and Trolling 2

Hateful WhatsApp French 1210 [77] 2022
Non-Hateful

ALBayari and
Abdallah [54]

Flaming, Stalking,
Harassment and Trolling 2

Bullying Instagram Arabic 46,898 [78] 2022
Non-Bullying

Patil et al. [55] Trolling and Harassment 4

Hate

Twitter Marathi 25 K [79] 2022
Offensive

Profane

None

Kumar and
Sachdeva [56]

Trolling and Harassment 2
Bullying Formspring English 13,158

N/A 2022
Non-Bullying MySpace 1753

Atoum [57] Trolling and Harassment 2
Bullying Twitter

Dataset 1 English
6463

N/A 2023

Non-Bullying Twitter
Dataset 2 3721

Nabiilaha et al.
[58]

Trolling, Harassment and
Flaming

2
Bullying Instagram, Twitter

and Kaskus Indonesian 7773 N/A 2023
Non-Bullying

As demonstrated in Table 1, the majority of the studies and experiments were im-
plemented on Twitter datasets. This is due to the effortless accessibility and availability
of tweets that can be crawled utilizing the Twitter API. Out of all, most of the research
focuses on the identification of hate speech and differentiating them from non-hate (or
offensive) texts. Most of the research into cyber-hate was applied in the English language,
while related work in other languages is scarce due to the lack of available datasets or the
difficulty of their morphology as in the Arabic language.

4. Cyber-Hate Speech Detection Approaches

In recent years, some sentiment-based methods have been published to detect and
identify abusive language [80]. These approaches are the machine-learning approach, the
lexicon-based approach, and the hybrid approach, as shown in Figure 5.
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On the one hand, the Machine Learning Approach (MLA) comprises the following
methods: supervised machine learning, un-supervised machine learning, semi-supervised
machine learning and deep learning. In a supervised machine learning approach, the
classifier is built to learn the properties of categories or classes automatically from a
set of pre-annotated training textual content. When utilizing the supervised machine
learning approach, some main issues and challenges have to be considered, such as the
categories to be used to classify the instances, the labeled training data, the extracted and
selected features to be used to represent each unknown textual content, and the selected
algorithm to be used for categorization [81]. In unsupervised machine learning, the machine
attempts to find and understand the hidden structure within unlabeled data [82]. Semi-
supervised learning is concerned with how the combination of labeled and unlabeled data
will change the behavior of learning and designing algorithms that benefit from such a
combination [83]. The Deep Learning approach, inspired by artificial neural networks, is an
evolving branch of machine learning [84]. With the aid of the hierarchy of layers, it provides
ways of learning data representations in a supervised and unsupervised manner, allowing
multiple processing [85].

On the other hand, the Lexicon-Based Approach (LBA) comprises making a list of
words that is called the dictionary, which is searched and counted in the textual content.
These calculated frequencies can be utilized explicitly as features or to calculate scores for
classifying textual content. A potential limitation of this approach regarding its classification
efficacy is its dependency on domain-specific words presented in a dictionary; also, it
needs an automatic methodology for the classification and scoring of words to reduce the
amount of manpower required for the manual scoring of domain-specific words [86]. A
corpus-based approach utilizes a collection of sentiment words with pre-defined polarity
to recognize new sentiment words and their polarity in a large corpus [87]. A corpus-based
approach provides a data-driven approach where one has access not only to sentiment
labels but also to a context that one can use. A dictionary-based approach exploits the
lexicographical tools such as Artha (https://sourceforge.net/projects/artha/, access on
16 February 2023), Tematres (https://www.vocabularyserver.com/, access on 16 February
2023), Wordhoard (https://wordhoard.northwestern.edu/, access on 16 February 2023),
or WordNet (https://wordnet.princeton.edu/, access on 16 February 2023). In these, the
key strategy methods are gathering an initial collection of sentiment words and manually
orienting them; then, looking in a dictionary to enlarge this collection by finding their
synonyms and antonyms [88].

Finally, the Hybrid Approach (HA) is the amalgamation of both machine learning and
lexicon-based methods.

5. Cyber-Hate Detecting Techniques

Textual data mining and analysis have become an active and attractive research field.
The global availability of such data makes text analytics acquire a major consideration.
Hate speech detection tasks can be performed as binary or multi-class classifications based
on the number of classes in these datasets.

5.1. Binary Cyber-Hate Classification

Cyber-hate detection has been approached as a binary classification task (cyberbullying
-vs.- non-cyber bullying) or (Hate–Non-Hate). This section presents a summary of studies
in cyber-hate binary classification techniques.

Mangaonkar et al. [21] applied different algorithms to classify tweets, then performed
AND and OR parallelism. They combined the output of multiple classifiers to enhance the
performance. They classified tweets using a four-node detection system and experimented
with homogeneous (all computing nodes use the same classification algorithm), heteroge-
neous (each node uses a different algorithm), and selective (the best-performing node is
chosen as the expert, and all other nodes defer to it) collaborations. Each tweet is processed
by all nodes and classified as cyberbullying if more than half of the nodes in the AND

https://sourceforge.net/projects/artha/
https://www.vocabularyserver.com/
https://wordhoard.northwestern.edu/
https://wordnet.princeton.edu/


Big Data Cogn. Comput. 2023, 7, 58 14 of 26

configuration flag it as bullying or if any node flags it as bullying in the OR configuration.
They discovered that OR parallelism produces the highest recall values at 60%, while AND
parallelism produces the highest accuracy at 70%.

Van Hee et al. [22] presented a proposed system in the Dutch language for the auto-
matic detection of cyberbullying. The dataset enclosing cyberbullying posts was gathered
from the social networking site Ask.fm. The experimental results showed that Support
Vector Machines (SVM) achieved an F1-score of 55.39%.

Nandhini and Sheeba [89] proposed a system for detecting the existence of cyberbully-
ing activity on social networks in the English language in order to help the government take
action before more people become cyberbullying victims. The used dataset has a record of
almost 4 K, which is gathered from social networks (Formspring.me, Myspace.com) [90].
For this purpose, they used the Naïve Bayes (NB) classifier achieving 92% on the Form-
spring dataset and 91% on MySpace.me dataset.

Zhao et al. [24] have presented Embedding-enhanced Bag-of-Words (EBoW), a unique
representation learning method for cyberbullying detection. EBoW combines bag of words
features, latent semantic characteristics, and bullying features. Bullying characteristics are
generated from word embeddings, which can capture the semantic information behind
words. When the final representation is learned, a linear SVM is used to detect bullying
messages with a recall of 79.4%.

Singh et al. [25] employed probabilistic fusion approaches to mix social and text
information as the classifier’s input. The proposed methodology has been applied to the
English Twitter dataset. The accuracy of the obtained results was 89%.

Al-garadi et al. [27] utilized supervised machine learning algorithms such as NB, SVM,
Random Forest (RF), and K Nearest Neighbor (KNN) to detect cyberbullying on Twitter in
the English language. Based on an evaluation, their model accuracy is 70.4% by NB, 50%
by SVM, 62.9% by Random Forest (RF), and 56.8% by KNN.

Hosseinmardi et al. [28] investigated the problem of predicting cyberbullying in the
Instagram media-based social network. They demonstrated that non-text features such
as image and user metadata were important in predicting cyberbullying, with a Logistic
Regression (LR) classifier achieving 72% recall and 78% precision.

Zhang et al. [29] proposed a novel Pronunciation-based Convolutional Neural Net-
work (PCNN) to detect cyberbullying. They assessed the performance of their model using
a cyberbullying dataset in English from Formspring.me. Their experiment revealed that
PCNN can achieve an accuracy of 88.1%.

Wulczyn et al. [30] demonstrated a methodology in cyberbullying detection by apply-
ing LR and Multi-Layer Perceptron (MLP) to Wikipedia, resulting in an open dataset of
over 100 k high-quality human-labeled comments. They evaluated their models using Area
Under the Receiver Operating Characteristic (AUROC) and achieved 96.18% using LR and
96.59% using MLP.

Batoul et al. [31] proposed a system for detecting Arabic cyberbullying. They worked
on an Arabic Twitter dataset that contains 35,273 unique tweets after removing all duplicates.
NB and SVM obtained F-measure with 90.5% and 92.7%.

De Gibert et al. [36] conducted a thorough qualitative and quantitative analysis of their
dataset, as well as several baseline experiments with various classification models, which
are SVM, Convolution Neural Networks (CNN), and Long-Short Term Memory (LSTM).
The experiments employ a well-balanced subset of labeled sentences. All of the HATE
sentences were collected, and an equal number of NOHATE sentences were randomly
sampled, a total of 2 k labeled sentences. Eighty percent of this total has been used for
training, with the remaining 20% for testing. The evaluated algorithms, SVM, CNN, and
LSTM, achieved 71%, 66%, and 73% accuracy, respectively.

Nurrahmi and Nurjanah [37] studied cyberbullying detection for Indonesian tweets
to recognize cyberbullying text and actors on Twitter. The study of cyberbullying has
successfully identified tweets that contain cyberbullying with an F1-score of 67% utilizing
the SVM algorithm.
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Albadi et al. [38] are the first to address the issue of identifying and recognizing speech
promoting religious hate on Arabic Twitter. They implemented different classification
models utilizing lexicon-based, n-gram-based, and deep-learning-based approaches. They
concluded that a straightforward Recurrent Neural Networks (RNN) architecture with
Gated Recurrent Units (GRU) and pre-trained word embeddings could sufficiently detect
religious hate speech since it gives an AUROC of 84%.

Basile et al. [39] evaluated the SVM on a dataset of 13,000 tweets in English and
6600 tweets in Spanish [45], 60% of which were labeled as hate speech. In terms of per-
formance, the system had an F1-score of 65% for the English tweets and 73% for the
Spanish tweets.

Ibrohim and Budi [43] conducted a combination of feature, classifier, and data trans-
formation methods between word unigram, Random Forest Decision Tree (RFDT), and
Label Power-set (LP) to identify abusive language and hate speech. Their system achieved
an accuracy of 77.36% for the classification of hate speech without identifying the target,
categories, and level of hate speech. Moreover, their system identifies abusive language
and hate speech, including identifying the target, categories, and level of hate speech with
an accuracy of 66.1%.

Banerjee et al. [45] represented an approach for the detection of cyberbullying in the
English language. They applied CNN to a Twitter dataset of 69,874 tweets. Their proposed
approach achieved an accuracy of 93.97%.

Corazza et al. [4] proposed a neural architecture for identifying the forms of abusive
language, which shows satisfactory performance in several languages, namely English [23],
Italian [37], and German [40]. Different components were employed in the system, which
are Long Short-Term Memory (LSTM), GRU, and Bidirectional Long Short-Term Memory
(BiLSTM). For the feature selection, they used n-gram, word embedding, social network-
specific features, emotion lexica, and emoji. The results show that LSTM outperforms other
used algorithms in multilingual classification with an F1-score of 78.5%, 71.8%, and 80.1%
in English, German, and Italian, respectively.

Romim et al. [48] ran a baseline model (SVM) and several deep learning models,
as well as extensive pre-trained Bengali word embedding such as Word2Vec, FastTest,
and BengFastText, on their collected dataset (Facebook and YouTube comments). The
experiment demonstrated that, while all of the deep learning models performed well, SVM
achieved the best result with an 87.5% accuracy.

Karim et al. [49] proposed DeepHateExplainer, an explainable approach for detect-
ing hate speech in the under-resourced Bengali language. Bengali texts are thoroughly
preprocessed before being classified into political, personal, geopolitical, and religious
hatreds using a neural ensemble method of transformer-based neural architectures (i.e.,
monolingual Bangla BERT-cased/uncased, and XLM-RoBERTa). Before providing human-
interpretable explanations for hate speech detection, important (most and least) terms
are identified using a sensitivity analysis and layer-wise relevance propagation (LRP).
Evaluations against machine learning (linear and tree-based models) and neural networks
(i.e., CNN, Bi-LSTM, and Conv-LSTM with word embeddings) baselines produce F1-scores
of 78%, 91%, 89%, and 84%, respectively, outperforming both ML and DNN baselines.

Sadiq et al. [51] proposed a system using a combination of CNN with LSTM and CNN
with BiLSTM for cyberbullying detection on English tweets of the cyber-troll dataset. Statistical
results proved that their proposed model detects aggressive behavior with 92% accuracy.

Beyhan et al. [52] created a hate speech detection system (BERTurk) based on the
transformer architecture to serve as a baseline for the collected dataset. The system is eval-
uated using 5-fold cross-validation on the Istanbul Convention dataset; the classification
accuracy is 77%.

ALBayari and Abdallah [54] used the most basic classifiers (LR, SVM, RFC, and
Multinomial Naive Bayes (MNB)) for cyberbullying detection using their dataset. As a
result, the SVM classifier has a significantly higher F1-score value of 69% than the other
classifiers, making it a preferable solution.
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Kumar and Sachdeva [56] proposed a hybrid model, Bi-GRU Attention-CapsNet (Bi-
GAC), that benefits from learning sequential semantic representations and spatial location
information using a Bi-GRU with self-attention followed by CapsNet for cyberbullying
detection in social media textual content. The proposed Bi-GAC model is evaluated for
performance using the F1-score and the ROC-AUC curve as metrics. On the benchmark
Formspring.me and MySpace datasets, the results outperform existing techniques. In
comparison to conventional models, the F1-score for MySpace and Formspring.me datasets
achieved by nearly 94% and 93%, respectively.

Atoum [57] developed and refined an efficient method for detecting cyberbullying
in tweets that uses sentiment analysis and language models. Various machine learning
algorithms are examined and compared across two tweet datasets. CNN classifiers with
higher n-gram language models outperformed other ML classifiers such as DT, RF, NB, and
SVM. The average accuracy of CNN classifiers was 93.62% and 91.03%.

Nabilah et al. [58] used a Pre-Trained Model trained for Indonesian to detect comments
containing toxic sentences on social media in Indonesia. The Multilingual BERT (MBERT),
IndoBERT, and Indo Roberta Small models were used in this study to perform a multi-label
classification and evaluate the classification results. The BERT model with an F1 Score of
88.97% yielded the best results in this study.

5.2. Multi-Class Cyber-Hate Classification

Several studies have been conducted for multi-class cyber-hate classification. This sec-
tion summarizes the studies of multi-class cyber-hate classification techniques in
different languages.

Waseem and Hovy [23] investigated the impact of various features in the classification
of cyberbullying. They used an LR classifier and 10-fold cross-validation to test and quantify
the impact of various features on prediction performance with an F1-score of 73%.

Badjatiya et al. [91] investigate the use of deep neural network architectures for
hate speech detection in the English language [23]. They proposed a combination of
deep neural network model embeddings and gradient-boosted decision trees, leading to
better accuracy values. Embeddings gained from deep neural network models, when
joined with gradient-boosted decision trees, prompted the best accuracy values with an
F1-score of 93%.

Park and Fung [92] proposed a two-step approach to abusive language classification
for detecting and identifying sexist and racist languages. They first classify the language
as abusive or not and then classify it into explicit types in a second step. With a public
English Twitter corpus [23] that contains 20 thousand tweets of a sexist and racist nature,
their approach shows a promising performance of 82.7% F1-score using Hybrid-CNN in
the first step and 82.4% F1-score using LR in the second step.

Watanabe et al. [93] presented a methodology to detect hate speech on Twitter in the
English language [23]. The proposed approach consequently detects hate speech signs and
patterns using unigrams as feature extraction along with sentimental and semantic features
to classify tweets into hateful, offensive, and clean. The proposed approach achieves an
accuracy of 78.4% for the classification of tweets.

Mulki et al. [41] presented the first publicly available Levantine Hate Speech and
Abusive Behavior (L-HSAB) Twitter dataset intending to serve as a benchmark dataset. NB
and SVM classifiers were used in machine learning-based classification experiments on
L-HSAB. The results showed that NB outperformed SVM in terms of accuracy, with 88.4%
and 78.6%, respectively.

Lu et al. [46] proposed an automatic method for determining whether the text in social
media contains cyberbullying. It learns char-level features to overcome spelling mistakes
and intentional data obfuscation. On the Weibo dataset, the CNN model achieved Precision,
F1-score, and Recall values of 79.0%, 71.6%, and 69.8%, respectively.

Moon et al. [47] presented 9.4 K manually labeled entertainment news comments
collected from a popular Korean online news platform for identifying Korean toxic speech.
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They used three baseline classifiers: a character-level convolutional neural network (Char-
CNN), a bidirectional long short-term memory (BiLSTM), and a bidirectional encoder
representation from a Transformer (BERT) model. BERT has the best performance, with an
F1-score of 63.3%.

Luu et al. [44] created the ViHSD dataset, a large-scale dataset for detecting hate speech
in Vietnamese social media texts. The dataset contains 33,400 human-annotated comments
and achieves an F1-score of 62.69% using the BERT model.

Patil et al. [55] presented L3CubeMahaHate, a hate speech dataset with 25,000 distinct
samples evenly distributed across four classes. They ran experiments on various deep
learning models such as CNN, LSTM, BiLSTM, and transformer-based BERT. The BERT
model outperformed other models with an accuracy of 80.3%.

Wang et al. [94] proposed a framework for Metamorphic Testing for Textual Content
Moderation (MTTM) software. They conducted a pilot study on 2000 text messages from
real users and summarized eleven metamorphic relations at three perturbation levels:
character, word, and sentence. MTTM uses these metamorphic relations on the toxic textual
content to generate test cases that are still toxic but are unlikely to be moderated. When the
MTTM is tested, the results show that the MTTM achieves up to 83.9% error-finding rates.

5.3. Analysis of the Literature Review

Table 2 presents, for each of the previously described works on binary and multiclass
classification, a summary of the dataset used in the experimentation and its number of
classes, the language under study, the algorithms tested, and the results obtained.

This comparative study identified that binary classification is the most common task
carried out in cyber-hate detection, as shown in Table 2.

Moreover, most of the research on cyber-hate speech detection focuses on English
textual content, so most of the resources, assets, libraries, and tools have been implemented
for English language use only.

Table 2. Cartography of Existing Research in Hate Speech Detection.

Author Classes Dataset Language Approach Algorithm Evaluation Metric

Mangaonkar et al.
2015 [21]

2 Classes (Cyberbullying,
Non-Cyberbullying)

Twitter English MLA

LR (OR
parallelism) Recall 60%

LR (AND
parallelism) Accuracy 70%

Van Hee et al. 2015
[22]

2 Classes (Cyberbullying,
Non-Cyberbullying) Ask.fm Dutch MLA SVM

F1-score 55.39%

Recall 51.46%

Precision 59.96%

Nandhini and
Sheeba, 2015 [89]

2 Classes (Cyberbullying–Non-
Cyberbullying)

Formspring English MLA NB Accuracy 92%

MySpace.com 91%

Waseem and Hovy
2016 [23]

3 Classes (Sexism, Racism,
Neither) Twitter English MLA LR F1-score 73%

Zhao et al. 2016 [24] 2 Classes (Cyberbullying,
Non-Cyberbullying) Twitter English MLA SVM F1-score 79.4%

Singh et al. 2016 [25] 2 Classes (Cyberbullying,
Non-Cyberbullying) Twitter English LBA

Probabilistic
Fusion

approach
Accuracy 89%

Al-garadi et al. 2016
[27]

2 Classes (Cyberbullying,
Non-Cyberbullying) Twitter English MLA

NB

Accuracy

70.4%

SVM 50%

RF 62.9%

KNN 56.8%

Hosseinmardi et al.
2016 [28]

2 Classes (Cyberbullying,
Non-Cyberbullying)

Instagram English MLA LR
Recall 72%

Precision 78%
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Table 2. Cont.

Author Classes Dataset Language Approach Algorithm Evaluation Metric

Zhang et al. 2016 [29] 2 Classes (Cyberbullying,
Non-Cyberbullying) Formspring English MLA PCCN Accuracy 88.1%.

Wulczyn et al. 2017
[30]

2 Classes (Attacking,
Non-Attacking) Wikipedia English MLA

LR
AUROC

96.18%

MLP 96.59%

Batoul et al. 2017 [31]
2 Classes (Cyberbullying–Non-

Cyberbullying) Twitter Arabic MLA

NB

Precision 90.1%

Recall 90.9%

F1-score 90.5%

SVM

Precision 93.4%

Recall 94.1%

F1-score 92.7%

Badjatiya, Pinkesh
et al. 2017 [91]

3 classes
(Sexism, Racism,

Neither)
Twitter English MLA LSTM F1-score 93%

Park, Ji Ho et al. 2017
[92]

3 classes
(Sexism, Racism,

Neither)
Twitter English MLA

CNN
F1-score

82.7%

LR 82.4%

De Gibert et al. 2018
[36]

2 Classes
(Hate, Non-Hate) Stormfront English MLA

SVM
Accuracy

71%

CNN 66%

LSTM 73%

Nurrahmi and
Nurjanah, 2018 [37]

2 Classes (Cyberbullying–Non-
Cyberbullying) Twitter Indonesian MLA SVM F1-score 67%

N. Albadi et al. 2018
[38]

2 Classes
(Hate, Non-Hate) Twitter Arabic MLA GRU-based

RNN

Precision 76%

Recall 78%

F1-score 77%

AUROC 84%

Watanabe et al. 2018
[93]

3 Classes
(Hateful, Offensive and Clean) Twitter English MLA J48graft

Precision 88%

Recall 87.4%

F1-score 87.5%

Mulki et al. 2019 [41] 3 Classes (Normal, Abusive,
Hate) Twitter English NB Accuracy 88.4%

SVM 78.6%

Ibrohim and Budi,
2019 [43]

2 Classes (Hateful,
Non-Hateful) Twitter Indonesian

RFDT Accuracy 77.36%

LP 66.1%

Basile et al. 2019 [39] 2 Classes
(Hate, Non-Hate) Twitter

English
SVM F1-score

65%

Spanish 73%

Banerjee et al. 2019
[45]

2 Classes (Cyberbullying–Non-
Cyberbullying) Twitter English MLA CNN Accuracy 93.97%

Corazza, Michele
et al. 2020 [4]

2 Classes
(Hateful, Non-Hateful) Twitter

English

MLA LSTM F1-score

78.5%

German 71.8%

Italian 80.1%

Lu et al. 2020 [46] 3 Classes (Sexism, Racism, and
Neither) Sina Weibo Chinese MLA CNN

Precision 79%

F1-score 71.6%

Recall 69.7%

Moon et al. 2020 [47] 3 Classes (Hate, Offensive,
None)

Korean
Online
News

Platform

Korean MLA

CharCNN

F1-score

53.5%

BiLSTM 29.1%

BERT 63.3%
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Table 2. Cont.

Author Classes Dataset Language Approach Algorithm Evaluation Metric

Romim et al. 2021
[48]

2 Classes
(Hateful, Non-Hateful)

Facebook
and YouTube

Bengali MLA

SVM

Accuracy

87.5%

Word2Vec +
LSTM 83.85%

Word2Vec +
Bi-LSTM 81.52%

FastText + LSTM 84.3%

FastText +
Bi-LSTM 86.55%

BengFastText +
LSTM 81%

BengFastText +
Bi-LSTM 80.44%

Karim et al. 2021 [49] 2 Classes
(Hateful, Non-Hateful)

Facebook,
YouTube

comments,
and

newspapers

Bengali MLA

LR

F1-score

67%

NB 64%

SVM 66%

KNN 66%

RF 68%

GBT 68%

CNN 73%

Bi-LSTM 75%

Conv-LSTM 78%

Bangla BERT 86%

mBERT-cased 85%

XML-RoBERTA 87%

mBERT-uncased 86%

Ensemble * 88%

Luu et al. 2021 [44] 3 Classes (Offensive, Hate,
None)

Facebook
and YouTube Vietnamese MLA BERT F1-score 62.69%

Sadiq et al. 2021 [51] 2 Classes (Cyber-aggressive,
Non-Cyber-aggressive) Twitter English MLA CNN + LSTM +

Bi-LSTM Accuracy 92%

Beyhan et al. 2022
[52]

2 Classes
(Hateful, Non-Hateful) Twitter Turkish MLA BERTurk Accuracy 77%

ALBayari and
Abdallah 2022 [54]

2 Classes (Cyberbullying–
Non-Cyberbullying) Instagram Arabic MLA

MNB

F1-score

66%

RF 65%

SVM 69%

LR 66%

Patil et al. 2022 [55] 4 Classes (Hate, Offensive,
Profane, None) Twitter Marathi MLA

CNN

Accuracy

75.1%

LSTM 75.1%

BiLSTM 76.1%

BERT 80.3%

Kumar and Sachdeva
2022 [56]

2 Classes (Cyberbullying–
Non-Cyberbullying)

Formspring
English

HA
Bi-GAC F1-score

94.03%

MySpace 93.89%

Wang et al. 2023 [94]
3 Classes (Cyberbullying–

Non-Cyberbullying,
Neither)

Twitter English HA MTTM
Error

Finding
Rates

83.9%
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Table 2. Cont.

Author Classes Dataset Language Approach Algorithm Evaluation Metric

Atoum, 2023 [57] 2 Classes (Cyberbullying–Non-
Cyberbullying)

Twitter
Dataset 1

English MLA CNN Accuracy
93.62%

Twitter
Dataset 2 91.03%

Nabilah et al. 2023
[58]

2 Classes (Cyberbullying–Non-
Cyberbullying)

Instagram
and

Twitter and
Kaskus

Indonesian MLA BERT F1-score 88.97%

As previously mentioned, the most common task carried out in cyber-hate detection is
binary classification rather than multi-class classification. Cyber-hate texts are known as
representatives of a “bullying” class, and all other documents belong to “non-bullying”.
Twitter is the most commonly studied data source compared to other social media platforms.
Most researchers applied and compared many supervised machine learning algorithms
in order to determine the ideal ones for cyber-hate detection problems. As for the tradi-
tional machine learning algorithms, SVM has been used to build prediction models for
cyberbullying and has been found to be accurate and efficient. On the other hand, CNN
was the most common deep learning algorithm used in cyber-hate classification for binary
or multiple-class classification. Researchers measure the effectiveness of their proposed
model to determine how successfully the model can distinguish cyberbullying texts from
non-cyber bullying texts by using various evaluation measures such as F1-score, accuracy,
recall, and Precision [95,96].

Subsequently, the algorithms used for binary and multi-class classification for the
English and Arabic languages are analyzed according to the results obtained with them.

Figure 6 shows the accuracy of binary cyber-hate classification on different English
datasets. As illustrated in it, CNN has better accuracy than SVM, NB, and CNN + LSTM +
Bi-LSTM. In addition, NB gives an acceptable accuracy on different datasets between 91%
and 92%.
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Figure 7 shows the F1-Score of binary cyber-hate classification in Arabic on different
platforms, which are Twitter and Instagram. In this language, the algorithm providing
the best results is SVM on different platforms, with more than 92% in terms of F1 score.
Otherwise, the combination CNN+LSTM achieves the lowest value of F1 score, which is
73% on Twitter, and RF with 65% on the Instagram platform.

Finally, Figure 8 shows the F1-Score of multiple class cyber-hate classifications on
Twitter in English. It illustrates that the best performance result from different machine
learning algorithms applied was LSTM, with an F1-Score of 93%.
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6. Cyber-Hate Challenges

In this work, several issues were identified that affect the mainstream of the current
research on cyber-hate speech detection:

• Data scarcity.
• The ambiguity of the context.
• The complexity of the Arabic language.
• Availability and accessibility to data on social networks.
• Manual Data Labelling.
• The degree of cyberbullying severity.

The field suffers from data scarcity in different languages, such as Arabic, due to the
difficulty of collecting accurate cyber-hate speech data in the wild. In addition, discovering
the context of a conversation is considered a challenge. The context is significant because
numerous words are, in essence, ambiguous. The complexity of the Arabic language poses
syntactic, semantic, and figurative ambiguity in terms of its pronunciation, vocabulary,
phonetics, and morphology. This challenge could be solved by constructing an Arabic lexi-
con; the lexicon of offensive words may be useful in other languages to create a benchmark
for the Arabic cyber-hate dataset. Current models of cyber-hate detection depend on the ac-
cessibility to accurate, relevant information from social media accounts and the experiences
of potential victims. However, in actual cases, the availability of this data is influenced by
consumer privacy habits and restrictions imposed by social networks. Privacy preservation
is considered a challenging point. A proper solution entails the individuals’ understanding
of privacy preferences. Data labeling is a labor-intensive and time-consuming task, as it
is necessary to select appropriate meanings of key terms that would be used during the
labeling of ground truth before the process starts. The degree of cyberbullying severity is
considered a challenge to be determined. Predicting various degrees of cyber-hate severity
involves not only machine learning understanding but also a detailed analysis to identify
and categorize the degree of cyber-hate severity from social and psychological experiences.

7. Conclusions and Future Work

In this manuscript, we have briefly reviewed the existing research on detecting
cyber-hate behavior on different social media websites using various machine-learning
approaches. Existing datasets of cyber-hate in different languages have been reviewed. In
addition, a comparative study including binary and multiple class cyber-hate classification
has been introduced, summarizing the most recent work that has been done during the last
five years in different languages. Finally, the main challenges and open research issues were
described in detail. Even though this research field in Arabic language is still in its early
stages, existing studies confirm the importance of tackling Arabic cyberbullying detection.
For future work, we aim to start with the construction of an annotated Arabic Cyber-hate
dataset. Then, we will explore and apply different machine and deep learning algorithms
for cyber-hate speech detection in Arabic. Future work will also include optimized real-time
detection of Arabic cyberbullying.
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