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Abstract: Sentiment analysis plays a crucial role in understanding public opinion and social media
trends. It involves analyzing the emotional tone and polarity of a given text. When applied to Arabic
text, this task becomes particularly challenging due to the language’s complex morphology, right-to-
left script, and intricate nuances in expressing emotions. Social media has emerged as a powerful
platform for individuals to express their sentiments, especially regarding religious and cultural
events. Consequently, studying sentiment analysis in the context of Hajj has become a captivating
subject. This research paper presents a comprehensive sentiment analysis of tweets discussing the
annual Hajj pilgrimage over a six-year period. By employing a combination of machine learning
and deep learning models, this study successfully conducted sentiment analysis on a sizable dataset
consisting of Arabic tweets. The process involves pre-processing, feature extraction, and sentiment
classification. The objective was to uncover the prevailing sentiments associated with Hajj over
different years, before, during, and after each Hajj event. Importantly, the results presented in this
study highlight that BERT, an advanced transformer-based model, outperformed other models in
accurately classifying sentiment. This underscores its effectiveness in capturing the complexities
inherent in Arabic text.
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1. Introduction

Hajj is an obligatory rite of pilgrimage in Islam, which is one of the five fundamental
tenets of the religion. Hajj is a religious obligation that Muslims must fulfill, which involves
traveling to the city of Mecca in Saudi Arabia and carrying out a series of activities known
as Hajj formalities. It is one of the religious obligations for Muslims specified in the last
month of the Hijri Calendar. Around 3–4 million Muslims from 180 countries traveled to
Mecca for this year’s Hajj [1,2]. All Muslims who are physically and financially able to do
so must perform Hajj at least once in their lifetime.

The proposed study holds great importance due to the Saudi government’s commit-
ment, as stated in its “Vision 2030” plan, to ensure the smooth execution of Umrah for
15 million Muslims annually [3]. The Ministry of Hajj and Umrah (www.haj.gov.sa/en/
Home/Index (accessed on 20 December 2023)) makes significant efforts to facilitate and
serve pilgrims better. It continuously upgrades the services provided by utilizing new
technologies and coordinating with all relevant agencies to ensure a smooth Hajj and
Umrah experience.

Organizations and businesses offer a range of services to pilgrims during Hajj, includ-
ing housing, meals, transportation, and other amenities. Many service providers strive
to gather feedback from pilgrims regarding the facilities provided and their overall satis-
faction with them. They are actively seeking ways to enhance the quality of services for
future pilgrimages.
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Extensive research has been conducted to provide solutions and suggestions for the
challenges faced during the Hajj season. One of them such as work done by [4] where they
used computer vision and image processing to propose a missing-and-found computerized
system. Another study suggested using the Internet of Things (IoT) [5] to build smart
fire monitoring and detection application [6] increased the performance of an agent-based
crowd to simulate pilgrim movement during the rites of Hajj to simulate large crowds
and to predict whether the developed event plan is viable or not. A work by Bhuiyan
et al. [7] proposed a comprehensive system for analyzing moving scene crowd videos using
the Convolutional Neural Networks (CNN) model. It was used for Hajj applications and
introduced a system for counting and estimating crowd density.

In their research, Bati [8], Ottom and Nahar [9] and Shambour [10] explored the
utilization of big data tools, sentiment analysis techniques, and data visualization in
relation to Twitter users’ views on the Hajj. The author emphasizes the need to collect,
monitor, and analyze feedback from customers in order to identify areas for improvement
in terms of health and safety standards. Having access to these data is a great advantage for
companies, as it helps them understand their customers better and serve them in the best
possible way. The author outlined a set of steps for collecting and analyzing Hajj-related
tweets but did not employ these methods in their research.

Researchers from around the world have proposed the use of IT solutions to address
challenges in Hajj and Umrah [11]. These solutions involve utilizing smartphones and
social media apps to offer personalized services and location-based assistance for pilgrims.
Additionally, other research explores tracking and navigation, expert systems, and learning
to provide real-time answers to the questions of Hajjis. In addition, technology is being
used to digitize the Hajj experience. This involves tasks such as document management,
disease prevention measures, crowd control, intelligent transportation systems, and traffic
simulation. These technologies aim to improve the infrastructure of Hajj sites, while other
research focuses on the literature that addresses cybersecurity and privacy concerns related
to Hajj. Specifically, it explores the protection of pilgrims’ data.

Sentiment analysis of texts related to the Hajj can be beneficial in understanding the
unique characteristics and attractions associated with it. Texts found on social media
about the services provided during this annual pilgrimage can also be analyzed for their
positivity or negativity. Social media platforms can be utilized to observe, capture, and
analyze individuals’ and communities’ opinions, perceptions, and feelings. This data
provides a valuable source of insights that decision-makers and officials can use to develop
more informed decisions [12]. Sentiment analysis of texts related to the Hajj pilgrimage can
give us valuable insight into the services offered at this event.

Social media is an essential platform for Muslims to connect and dialogue with each
other across the globe. Communities on Twitter have notably taken up the responsibility of
providing support and advice to fellow Muslims who are embarking on Hajj, including
information related to worship, before, during, and after their journey. Social media has
an impact beyond the direct reach of its users. The open dialogue nature of social media
enables people to gain new insights into various topics, both generally and specifically.
Social media has not only allowed Muslims to connect with each other across the globe but
also helped them gain a better understanding of what is happening in their communities at
home and abroad.

Arabic is the sixth most spoken language in the world and is used by more than 200
million people across the world [13]. Diacritical marks (Harakat) are Arabic language
symbols, which are utilized to distinguish between words that have similar spelling to
represent vowel sounds [14].

Arabic Sentiment Analysis (ASA) approaches can be classified into three main cat-
egories: corpus-based (supervised, unsupervised, and hybrid learning), lexicon-based
(unsupervised learning), and hybrid- based [15]. Corpus-based techniques seek to leverage
a large amount of Twitter data available to construct machine learning models in order
to accurately classify sentiments associated with individual tweets. The lexicon-based ap-
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proach uses sentiment lexicons to identify and classify words or phrases in a text as having
positive, negative, or neutral sentiments. The sentiment value of each word or phrase is
then used to calculate the overall sentiment of the text. Nevertheless, a hybrid-based pro-
cess is a combination of lexicon and corpus techniques for ASA. In the proposed approach
to evaluating tweet sentiment, this paper employs a lexicon-based method. It utilizes an
existing word list, where each word is linked to a specific sentiment. Our lexicon-based
strategy follows a fundamental sequence, starting with the initial preprocessing of each
tweet. It initializes an initial polarity score (P) to zero. It then examines each token in
the text, checking if it corresponds to an entry in the sentiment dictionary, and assigns a
polarity value to P accordingly. If the total polarity score surpasses 0, we classify the text as
positive. Conversely, if it falls below 0, it interprets the text as negative. If the score equals
0, it labels the text as neutral.

In a review of sentiment analysis research in Arabic language, Oueslati et al. [16]
found that, for Arabic, the most used algorithms are NB and SVM. Deep learning is still in
the early stages of exploration for Arabic sentiment analysis and has not yet been used as
much as for English sentiment analysis.

The primary objective of this research is to conduct sentiment analysis studies on
Twitter texts written about Hajj spanning a period of six years. By analyzing people’s
opinions, the Ministry of Hajj and Umrah aims to gain valuable insights into how in-
dividuals cope with the current circumstances. This heightened level of awareness can
significantly assist the Ministry in enhancing the services provided to pilgrims, ultimately
improving their overall experience and efficiency. To achieve this research goal, an Arabic
tweet dataset was obtained from Twitter using targeted keywords focused on Hajj across
various years before, during, and after each Hajj event. The collected tweets underwent
several pre-processing and feature extraction techniques to appropriately prepare them
for analysis. Different machine learning and deep learning techniques were implemented
to analyze these tweets, followed by evaluating and contrasting these distinct approaches
with each other. By conducting sentiment analysis on a vast volume of Twitter texts over
an extended timeframe, this research endeavors to provide valuable information that can
contribute towards informed decision-making within the Ministry of Hajj and Umrah. The
contributions of the presented work can be summarized as follows:

• To collect a Twitter dataset in Arabic text related to the Hajj in different phases (before,
after, and during) over six years and label them as positive, negative, or neutral.

• To study various Arabic sentiment analyzers. This analyzer first identifies the sub-
jective text obtained from Twitter, preprocesses it, and then determines the polarity
of the subjective text. This is followed by different feature extraction methods, such
as unigram and bigram TF-IDF weighting, Bag-of-Words (BOW), or Word2Vec word
embedding. After that, different machine learning classifiers were employed, includ-
ing Logistic Regression, Support Vector Machine (SVM), Naïve Bayes, Random Forest,
XGBoost, and K-Nearest Neighbor (KNN).

• To introduce an architecture based on Deep Learning (DL) for Arabic Sentiment
Analysis. The architecture utilizes different feature extraction methods, including
unigram and bigram TF-IDF weighting, Bag-of-Words (BOW), and Word2Vec word
embedding. Various models, such as CNN, LSTM, and Bert mini for Arabic, are
also employed.

• To compare deep learning models, this paper will use convolutional neural net-
works (CNN) and long short-term memory (LSTM) models. These models will be
trained with feature extraction techniques and will be evaluated exclusively using
uncleaned tweets.

• To evaluate the classification procedure of models applied to Arabic tweets using vari-
ous machine learning and deep learning methods, with consideration for evaluation
metrics such as recall, precision, and F-measure.

• Investigate the sentiment orientation of textual features and emojis-based features in
Arabic comments posted on Twitter before, during, and after the Hajj event.
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• To identify key topics associated with positive and negative sentiment that can be
utilized by the Ministry of Hajj and Umrah, as well as other Hajj service providers, to
enhance the overall experience of pilgrims.

The paper is organized as follows: The Related Works in Section 2 provides a thorough
examination of prior research conducted in the same field. The study objectives and
sentiment analysis architecture used in this research are explained in the Method and
Experiments in Section 3. The Results and Discussion in Section 4 then presents the findings
obtained from the data analysis. The Conclusion (Section 5) of the study summarizes the
findings and offers recommendations for future research endeavors. The concluding
section of the research paper provides a concise summary of the main findings and presents
insightful conclusions derived from the research outcomes. It also serves to propose
potential areas for future research, emphasizing avenues that warrant further investigation
and exploration.

2. Related Works

Hajj is the most popular yearly event that people discuss on social media sites, and
sentiment analysis of Hajj-related tweets can help build strategic plans for improving the
Hajj season and developing better services [17]. Sentiment analysis allows for a more
in-depth understanding of what is happening during a particular time period. Sentiment
analysis is also used to measure the acceptability of policies and ideas, which helps with
the advancement of society [18].

Sentiment analysis is one topic of Natural Language Processing and is also considered
a text mining technique that can be used to detect favorable and unfavorable opinions
or feelings collected from various sources about a particular subject [18–20]. Sentiment
analysis refers to the process of measuring the sentiment expressed in a text, with positive
sentiment defined as positivity and negative sentiment defined as negativity. The goal of
sentiment analysis is to determine whether a given piece of text contains more positive
or negative sentiments. Sentiment analysis is used in a wide range of areas, from market
research to legal proceedings [21].

Social media has emerged as a highly influential platform for freedom of speech
and the expression of emotions. Popular social media platforms like Facebook, Twitter,
Instagram, and YouTube provide individuals with the opportunity to freely express their
emotions [22]. Several academic studies have extensively examined the sentiment analysis
of Twitter messages, primarily due to the platform’s large and diverse user base, which
regularly expresses opinions on various topics [23]. Compared to other social media
platforms, Twitter data are particularly valuable for extracting crucial insights during
times of crises [24]. This platform serves as a reliable source of up-to-date and genuine
information, as tweets are directly shared by individuals without any modification or
bias. Moreover, the tweets of active users often provide insightful details about their
whereabouts and travel experiences [22]. Compared to other platforms, Facebook and
Instagram are perceived as semi-private, whereas Twitter is regarded as a more public
platform. Furthermore, communication on Twitter is typically more dispersed than on
Facebook and Instagram [25]. As a consequence of the substantial reduction in data
accessibility via Instagram APIs and Facebook APIs, academic researchers are now faced
with the challenge of effectively accessing this data source [26–30]. Fortunately, the Twitter
API platform provides various endpoints that can be utilized for different purposes. For
instance, the Twitter Streaming API allows for fetching real-time data, while the Twitter
Search API enables the retrieval of past tweets [31]. The current method of handling
YouTube Data API requests is inefficient and time-consuming [32]. To retrieve relevant
reviews, filtering out irrelevant results is necessary. Since YouTube comments are posted
in multiple languages, there is a need for a language detection API that can accurately
identify and retain only those comments written in the desired language [33]. These
findings highlight the limitations of using other digital platforms for sentiment analysis
when compared to Twitter.
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Several machine learning techniques have been developed for Sentiment Analysis
from text content found on Twitter. Ottom and Nahar [9] conducted a study to find the most
effective method for Sentiment Analysis using a dataset collected by the researchers during
the 2020 pilgrimage season. The findings demonstrate that machine learning techniques
work better than the lexicon approach in classifying and analyzing Hajj-related tweets. The
Support Vector Machine (SVM), K-Nearest Neighbor (KNN), and Naïve Bayes (NB) are
used as supervised algorithms for a machine-learning approach. The Text Blob analyzer is
used as a lexicon-based approach, where all the words occurring in the corpus are assigned
their respective meanings. The difficulty faced is the limited availability of a Hajj tweets
corpus dataset.

A study done by [34] recently presented the ArHajj-21 dataset, which consists of
more than 200,000 tweets and accompanying transmission networks associated with Hajj
events in 2021. This marks the first time a dataset dedicated to Hajj activities has been
made available for public access. ArHajj-21 was developed to support research on Arabic
Hajj-related tweets in various aspects, such as social computing, machine learning, natural
language processing, and information retrieval. These include retweeting and conversa-
tional threads for the most popular topics. Furthermore, the authors applied K-means
clustering algorithms using TF-IDF, Word2Vec, and Doc2Vec document vectorizations, as
well as Latent Dirichlet Allocation (LDA) and Gibbs Sampling for Dirichlet Multinomial
Mixture model (GSDMM) to acquire useful information for decision-makers. Elgamal [35]
proposed another sentiment analysis method for Hajj-related tweets in the English language
to classify the type of each tweet into positive or negative classes. A Naïve Bayes classifier
was applied together with N-gram feature selection.

With recent developments in deep learning algorithms, researchers have been able
to explore and address various issues using this technology. One issue is the use of deep
learning algorithms to gain insights into data sets and uncover hidden patterns. This study
will examine some prior research using deep learning-based algorithms for analyzing
Hajj-related tweets to tackle this issue.

Aldhubaib [12] explores the social aspects of Makkah during Hajj 1441 H, with a focus
on how changes due to COVID-19 have impacted the community’s lifestyle compared to
previous years. Data from the Makkah community were collected through a questionnaire
and Twitter. A CNN model was employed to identify features that the embeddings had not
indicated, while a Long-Short Term Memory (LSTM) model identified the correlation be-
tween those extracted features. A CNN-LSTM deep learning technique was employed [10]
in order to analyze the attitudes of pilgrims and others during the 1442 AH Hajj period.
More than 11,000 Twitter and YouTube posts related to the Hajj were collected for this
purpose. The findings from the research demonstrate a few intriguing insights concerning
the activities that happen during the Hajj.

An analysis of 5 million tweets in Arabic and English showed that Hajj evoked different
emotional reactions in tweeters, with positivity, negativity, and neutrality varying based on
certain events during the pilgrimage [36]. These events were associated with spiritual and
faith values that generated positive impressions. In contrast, the stampede in Mina, which
caused some deaths, represents a negative impression. However, the study failed to detail
how the data were classified or how sentiment analysis was conducted.

In the period of Dhul-Hijjah 1–13, 1442 (11–23 July 2021), a total of 4300 Hajj-related
posts and interactions were identified on social media platforms such as Twitter and
YouTube [10]. This includes tweets, comments, likes, shares, and other interactions related
to the Hajj. These posts are expected to provide valuable insights into the Hajj experience
of pilgrims and help to identify key trends and topics among Hajj-goers. This research
investigates the opinions of Hajj pilgrims and people within and outside the Makkah com-
munity on various topics related to Hajj, especially in relation to the spread of COVID-19,
which has led to a decrease in pilgrims and kept them in their homes. An investigation of
the sentiment expressed within and outside the Makkah community during the 1442 Hajj
season was conducted using a Convolutional Neural Network-Long Short-Term Memory
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(CNN-LSTM) deep learning model. This model demonstrated more precise results than
other models.

A CNN-LSTM deep learning model was applied to analyze 22,000 tweets from Makkah
and Madinah, the two holy cities, demonstrating the value of social media in understanding
public opinion [37]. The research examined the emotions of Hajj pilgrims in the context of
COVID-19 health measures. An analysis of tweets from two cities revealed similarities and
differences in the characteristics of their Twitter users. It appears that Twitter engagement
with COVID-19 topics is influenced by external factors, such as news reports and events.
An analysis of tweets from the Makkah regions and tweeters’ sentiments provides further
insights into how individuals view various situations and predict their future behavior.

Regarding the research conducted by ASA, there are noteworthy recent studies that
deserve attention due to their various objectives and methodologies. One particular model
that has gained attention is BERT, known for its advanced capabilities [31,38–40]. Notably,
BERT has proven to be effective in pre-training the Arabic language, as demonstrated
in the works referenced [31,38,40]. A notable study by the authors [31] examined the
detection of hate speech in Arabic using the Arabic BERT-Mini Model (ABMM). This study
yielded promising results, achieving an accuracy score of 0.986. The main objective of
their research was to identify instances of hate speech, abuse, and normal language on
Twitter, addressing the important issue of online toxicity and harmful language. There
has been another research paper that explores the application of active learning in Arabic
sentiment analysis tasks [40]. The authors applied an active learning approach to choose
training data and utilized the MARBERTv2 pretrained model for generating sentence
embeddings. AraBERT is utilized to represent the input data as embeddings [39]. The article
introduces a deep-learning ensemble model for sentiment analysis, which consists of three
base classifiers: Gated Recurrent Unit (GRU), LSTM, and Bidirectional LSTM (BiLSTM).
The stacking ensemble model captures long-range dependencies in the embeddings for
each class. Lastly, SVM serves as the meta-classifier, combining the predictions from
stacking deep learning models. A recent study [41] undertakes an investigation into
the effectiveness of ensemble learning in the field of ASA by combining two distinct
deep learning classifiers. The researchers specifically employ the BiLSTM model and
a Generative Pre-trained Transformers (GPT) model to conduct their analysis. Another
study [42] developed BiLSTM language models to extract crucial semantic data from Arabic
tweets and label them as Positive, Negative, or Neutral.

The C-Support Vector Classification (C-SVC) method is commonly used in classifica-
tion tasks because of its flexibility in selecting kernel type and regularization strength [43].
In this study, the SVM Sentiment Analysis for Arabic Students’ Course Reviews (SVM-
SAA-SCR) algorithm was specifically designed to analyze course reviews written in Arabic.
It employs the sophisticated technique of Support Vector Machines (SVM), which is further
fine-tuned to optimize its performance. This fine-tuning involves adjusting parameters,
such as kernel type and textual comments and grading-based feedback; the algorithm
provides a more precise and comprehensive understanding of the sentiments expressed
by students.

An extensive analysis was conducted to evaluate the sentiments expressed in Arabic
YouTube comments across various videos [44]. This study utilized six specific supervised
machine learning text classifiers: SVM, Naïve Bayes, Logistic Regression, KNN, Decision
Tree, and Random Forest. In order to analyze the data, a range of N-grams and TF-IDF
methods were employed to extract features. The comments in the dataset were then
manually classified into “Positive” and “Negative” categories after preprocessing. It is
clear that TF-IDF can enhance the performance of most classifiers utilized in this study,
with the exception of Naïve Bayes. When utilizing only n-grams and a count-vectorizer,
Naïve Bayes demonstrated satisfactory results.

Compared to other languages, such as English, there are few studies and research
works on Arabic language sentiment analysis as shown in Table 1. When considering
Hajj-related tweets, only a limited number of research papers focus on their analysis [45].
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Table 1. Summary of Related Works for Tweet Sentiment Analysis.

Study Model Used Features Extraction
Used Dataset Tweets Language

[9] SVM, KNN and NB BOW, N-Grams and
TF-IDF 3175 tweets English language

[10] CNN-LSTM Skip-gram model 2996 tweets Not specified.

[31] BERT-Mini Model Word embedding 9352 tweets Arabic

[34] K-Means clustering,
LDA and GSDMM

TF-IDF, word
embeddings, and

document embeddings
200 K tweets Arabic

[35] CNN model and LSTM
model Word embedding 45,000 tweets Not specified.

[36] Not specified Not specified 5 million tweets

Arabic and English[37] CNN-LSTM Skip-gram for word
embeddings, (CNN)

More than
22,000 tweets

[39] GRU, LSTM, BiLSTM,
and SVM

word embedding
model (AraBERT) 60,000 tweets Arabic

[42] bi-LSTM BOW 2500 tweets Arabic

Sentiment analysis of Hajj-related tweets can help build strategic plans to improve
the Hajj season and develop better services. Using sentiment analysis to discover the
sentiment polarity of customers and pilgrims through Hajj-related tweets can help uncover
gaps between pilgrims’ expectations and the services delivered. It can help in monitoring
the facility’s performance and in understanding the main causes of negative customer
sentiment scores about the services. Therefore, with the resulting sentiment analysis,
organizations and business providers can enhance services to provide excellent customer
experiences, as they gain a deeper understanding of customer feedback [26–28].

Despite its clear importance, the impressions of Hajj pilgrims on social media have
yet to be deeply explored and understood. Moreover, there are few studies that provide
satisfactory methods for analyzing user emotions and exploring how they relate to certain
events during the Hajj period. There is a lack of research on Hajj-related topics, including
an analysis of user sentiments expressed in Arabic. Examining user sentiments expressed
in Arabic regarding Hajj is essential for understanding the perspectives of individuals en-
gaging in one of the most influential social events worldwide. Conducting research on this
subject can provide valuable insights into the thoughts and opinions of Hajj participants.

3. Proposed Method

This section presents the proposed methodology for developing a reliable system to
analyze Arabic tweets related to Hajj. The approach consists of five phases: data collection,
data cleaning and preprocessing, feature extraction, classification, and evaluation. The
following paragraphs provide a detailed description of each stage in their respective
subsections. Figure 1 provides a summary of the methodology.
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3.1. Data Collection

This research selected Python to retrieve Arabic tweets from Twitter’s Search Appli-
cation Programming Interface (API) [29,30], in order to build a dataset. The author opted
for Python as the programming language to gather data due to its versatility, accessibility,
and the availability of relevant libraries for working with the Twitter API. The decision not
to use monitoring systems for a more comprehensive sample may have been influenced
by our specific study constraints or objectives. For instance, the research aims to analyze
a defined period or specific themes within Hajj-related tweets; periodic batch processing
with Python has sufficed without the need for real-time monitoring systems. Resource
constraints and the ease of implementation have further contributed to this choice, enabling
a pragmatic and customized approach to building the dataset tailored to the study’s goals.

To remain pertinent to our target audience, we started off by using hashtags related

to the Hajj topic. The hashtags used for the search are #Hajj,
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hashtags along with year of Hajj, such as #Hajj2021, #1442 l .k, and # l .k2021. These initial
seed terms were used with Tweepy API to retrieve 86,682 related tweets and some tweets’
information.

The aim of this collection was to allow for a longitudinal, continuous study of Hajj
sentiment in Saudi Arabia. Data were gathered continuously for six years (2017–2022) over
three different durations. The period from January to June was the first cycle before Hajj.
During Hajj, which spanned from July to August, was the second cycle. The final cycle was
in the months of September through November after Hajj had concluded. It is proposed
that the duration of the study must span six years (2017–2022) in order to capture customer
sentiment before, during, and after each Hajj event. The categories of the collected tweets
were divided into three durations: before Hajj (January–June), during Hajj (July–August),
and after the Hajj event (September–November).

This study was conducted to analyze customer sentiment across a range of Hajj events
over several years in Saudi Arabia. Its results provide a better understanding of the
status and customs surrounding Hajj, as well as of how customer behaviors have evolved
throughout its duration.
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The size of the dataset was over 80,000 tweets, as shown in Figure 2, which were
in Arabic. This research used a large dataset size to build a classification model, then
applied the model to study the sentiment, as recommended by [21]. The datasets that
were collected align with the findings of previous studies. These studies have shown that
datasets comprising more than 20,000 tweets are deemed adequate for the development
of cutting-edge systems for Twitter Sentiment Analysis (SA) [46,47]. In this research, the
author collected only the text of the tweets, along with their respective time and location
data, without gathering any additional user-related information.
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3.2. Dataset Cleaning and Pre-Processing

To remove unwanted data from the dataset, a thorough cleaning process was con-
ducted. One of the techniques employed for this purpose was the removal of spam,
specifically tweets that included a Uniform Resource Locator (URL). As outlined by Alayba
et al. [48], this particular strategy was adopted due to the prevalence of news or spam tweets
containing URLs in the dataset. Furthermore, this paper followed the recommendations
of [10,21] and Arabic language sentiment analysis by excluding repetitive information, such
as retweets. In addition, to guarantee the classifier’s precision and productivity, a dedicated
language filter tailored to Arabic (lang: AR) was employed to eliminate non-Arabic tweets
from the dataset. The decision to adopt this approach was made in favor of translation
methods, as translations often have the potential to introduce errors that could negatively
affect overall performance.

Before analysis, the datasets underwent pre-processing to eliminate unnecessary
elements within tweets that could potentially undermine accuracy. This involved removing
user mentions (e.g., “user”), numbers, special characters (such as +, =, ∼$), and stop words
(such as “,”, “.”, “;”). These actions were carried out in accordance with the suggestions
provided by Aljabri et al. [21] and Oueslati et al. [16], For normalization and tokenization
purposes, the datasets underwent processing utilizing the Natural Language Toolkit (NLTK)
library in the Python programming language.

Subsequently, the tweets underwent tokenization, wherein sentences were divided
into separate words to facilitate analysis. Lastly, the tweets were normalized. When dealing
with Arabic text, normalization entailed the standardization of certain Arabic letters that
may have had varying shapes, ensuring consistent representation [16,49,50]: Substitute the

Arabic letters “ @

”, “


@”, and “


@” with the bare alif “


@”. Substitute the letters “ ø”, “ ø”, and “ ø”

with the bare ya “ ø”. Replace the final letter “ �è” with its common form, which is also “ �è”.
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In cases where a word begins with the letter “Z”, it replaces with an initial alif, which is

denoted as “

@”. Lastly, replace instances of the letter “ ð” with its common form “ð”.

Following the initial step, the data were labeled in order to implement supervised
learning techniques. To assess the sentiment of a tweet, a lexicon-based approach was
employed. This method utilizes a preexisting word list in Arabic language where each
word is linked to a distinct sentiment. The specific dictionaries employed for sentiment
analysis were taken from an open-source dictionary [51]. For this research, all collected
tweets are considered true negative or positive based on dictionaries and polarity scores
calculated. However, we will examine more on how to differentiate between true and fake
positive and negative tweets for the next research. The lexicon-based approach adheres
to a fundamental sequence wherein each tweet undergoes preprocessing initially. After
that, the initial polarity score (P) is set to zero. The process then examines each token in
the text to determine whether it can be found in the sentiment dictionary and assigns a
polarity value to P accordingly. If the total polarity score ends up being greater than 0,
the text is classified as positive. Conversely, if it is less than 0, the text is seen as negative.
Should it equal 0, the text is labeled as neutral. Nevertheless, through experimentation,
it was noted that including neutral tweets had an adverse impact on model training. As
a result, neutral tweets were excluded from the dataset during the training process, and
training was conducted solely on positive and negative tweets.

In this study, a conventional data splitting strategy was utilized. Specifically, 80% of
the dataset was designated for training purposes, while the remaining 20% was set aside for
testing previously unseen text. This approach played a crucial role in the methodology, as
it facilitated a thorough assessment of the sentiment analysis model’s performance. During
the training phase, the model assimilated knowledge from most of the data, enabling it
to understand and identify various nuances in Arabic sentiment expressions and their
associated features. Through the evaluation of the model’s performance on the 20% of data
that has been intentionally withheld, it is possible to determine how effectively it can apply
its acquired knowledge to unobserved text.

3.3. Feature Extraction

Within the domain of natural language processing and sentiment analysis, the careful
selection of feature extraction methods plays a pivotal role in capturing significant infor-
mation from textual data. This section delves into the application of several techniques
for extracting features from Arabic text, such as Term Frequency-Inverse Document Fre-
quency (TF-IDF) features (both Unigram and Unigram-Bigram), Bag of Words (BoW), and
Word2Vec embeddings.

3.3.1. Term Frequency-Inverse Document Frequency (TF-IDF)

TF-IDF is a well-established and efficient technique for feature extraction that high-
lights the significance of words in a group of documents. In the context of Arabic text
analysis, TF-IDF can be leveraged to extract features by considering the frequencies of
Unigrams (single words) and Bigrams (pairs of consecutive words) [34,42]. By utilizing
TF-IDF features based on Unigrams alone, valuable insights can be obtained regarding the
importance of individual words. However, incorporating bigrams into the model enhances
its ability to capture meaningful word associations and specific Arabic phrases. In this
paper, TF was calculated as described in Equation (1).

TF =
number o f times the term appears in the document

total number o f terms in the document
(1)
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The IDF of a term reflects the proportion of documents in the corpus that contain the
term. Words unique to a small percentage of documents receive higher importance values
than words common across all documents. IDF is calculated as described in Equation (2).

IDF = log(
number o f documents in the corpus

number o f documents in the corpus containing the term
) (2)

The TF-IDF of a term is calculated by multiplying TF and IDF scores. This approach
proves valuable in recognizing the importance of specific Arabic terms in expressing
sentiment, particularly when considering the nuances of Arabic linguistics.

3.3.2. Bag of Words (BoW)

It is a simple yet powerful method for extracting features in text analysis. It involves
creating a vocabulary of unique words and counting their occurrences in a document. In
the context of Arabic sentiment analysis, BoW enables the construction of a feature vector
that captures the frequency of each word without considering word order or syntax [42].
Although BoW simplifies the text to a matrix of word counts, it can effectively identify
sentiment-related terms in Arabic text. To extract the bag of words, this paper first defines
our vocabulary, which is the set of all words found in our document set. After that,
count how many times each word appears to vectorize our documents. Consequently,
these vectors feed into the proposed classification model. Notice that we lose contextual
information, e.g., where in the document the word appeared when we use BOW. It is like
a literal bag-of-words: it only tells you what words occur in the document, not where
they occurred.

3.3.3. Word2Vec Embeddings

Word2Vec is an approach based on neural networks that allows for the learning of
distributed representations of words. It transforms words into continuous vector repre-
sentations where words with similar meanings are mapped to neighboring points in the
vector space. In the case of Arabic text, Word2Vec embeddings can effectively capture the
semantic relationships between words, enabling the model to comprehend the context and
nuances in sentiment expression. Arabic, known for its rich and context-specific vocabu-
lary, utilizes Word2Vec embeddings to provide a concise representation in vector space.
This representation preserves the meanings and relationships between words, allowing
sentiment analysis to be conducted with a greater awareness of the context [34]. To learn
the representations from Arabic words, the continuous skip-gram model is used to predict
words within a certain range before and after the current word in the same sentence. While
a bag-of-words model predicts a word given the neighboring context, a skip-gram model
predicts the context (or neighbors) of a word given the word itself. The model is trained
on skip-grams, which are n-grams that allow tokens to be skipped. The context of a word
can be represented through a set of skip-gram pairs of (target_word, context_word) where
context_word appears in the neighboring context of target_word. The training objective
of the skip-gram model is to maximize the probability of predicting context words given
the target word. For a sequence of words w1, w2, . . . wt, the objective can be written as the
average log probability, as described in Equation (3).

1
T ∑T

t=1 ∑−c≤j≤c log(p(wt + j|wt)) (3)

where c is the size of the training context. The basic skip-gram formulation defines this
probability using the softmax function. These embeddings learned through word2vec have
proven to be successful on a variety of downstream natural language processing tasks.

To summarize, when it comes to conducting Arabic text analysis, the choice of a feature
extraction method is contingent upon the specific objectives of the task. TF-IDF features,
Bag-of-Words (BoW), and Word2Vec embeddings each offer unique benefits. TF-IDF allows
for the evaluation of word and phrase significance, BoW simplifies text representation by
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highlighting word frequencies, and Word2Vec embeddings capture semantic relationships
among words. The choice of an appropriate method is contingent upon the complexity of
the sentiment analysis task and the linguistic characteristics inherent in Arabic text. These
factors play a crucial role in determining the model’s capability to accurately capture the
nuanced emotions portrayed by language.

3.4. Classification Models

The classification model in this study referred to a machine learning or deep learning
algorithm. Its purpose was to categorize data into different classes or categories based
on predetermined features or attributes. These models were trained using labeled data,
where the class or category of each data point is already known. Subsequently, they were
employed to predict the class or category for new and unseen data. Classification models
are extensively utilized across various industries, such as finance, healthcare, marketing,
and customer service. Their use enables accurate predictions and facilitates the streamlining
of decision-making processes. The subsequent sections elucidate the algorithms employed
in this study, which are derived from machine learning and deep learning models.

3.4.1. Machine Learning Models

In this section, various machine learning classification algorithms for sentiment anal-
ysis are discussed, specifically focusing on their applicability to Arabic text sentiment
classification. The algorithms examined included Logistic Regression, Random Forest,
K-Nearest Neighbors (KNN), Support Vector Machines (SVM), Naive Bayes, and XGBoost.

• Logistic Regression

We employed the Logistic Regression algorithm, a cornerstone in linear classifica-
tion widely utilized across diverse domains. Specifically, within sentiment analysis, we
harnessed the algorithm’s capabilities to effectively model the intricate relationship be-
tween text-based features and sentiment class labels encompassing positive or negative
sentiments. The model incorporates a sigmoid activation function, represented as σ(z),
where z is the linear combination of input features and their corresponding weights. The
probability of a given text belonging to a specific sentiment class is then determined using
the logistic function.

• Random Forest

The Random Forest technique is a type of ensemble learning method that leverages the
strength of multiple decision trees to make accurate predictions. It is highly regarded for
its resilience and ability to handle intricate relationships between features. In the context
of Arabic sentiment analysis, Random Forest proved to be quite effective in capturing
non-linear patterns within the dataset and managing a vast number of features [42]. This
approach becomes particularly valuable when dealing with sentiment classes that are not
easily distinguished using linear models. In the experiments, we set the number of decision
trees in the forest to 100 and used the Gini index to measure the quality of the split. We used
bootstrap aggregation to randomly select subsets of the whole dataset and also random
subsets of the features. We ran each experiment 10 times and reported the average accuracy.

• K-Nearest Neighbors (KNN)

The K-Nearest Neighbors (KNN) algorithm is widely recognized as a straightforward
yet efficient method for classification tasks. In this approach, a data point’s classification is
determined by the majority class of its k-nearest neighbors. When applying KNN to Arabic
text sentiment analysis, it is crucial to utilize similarity metrics that account for the unique
characteristics of the language. The algorithm calculates the distance between a new data
point and existing data points using a chosen metric—in our case, Euclidean distance. The
parameter ‘k’ denotes the number of nearest neighbors to consider, which we calculated
to be 3 using the elbow method. The predicted class (C) is the one with the highest count
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among the neighbors. This algorithm is intuitive, though sensitive to outliers, and does not
require model training, as it relies on the stored dataset for predictions.

• Support Vector Machines (SVM)

It is a robust tool for accomplishing binary classification tasks. They aim to determine
the most optimal hyperplane that successfully distinguishes data points belonging to
distinct classes. In the field of Arabic sentiment analysis, SVMs can be effectively applied
by selecting a suitable kernel function that captures the inherent non-linear characteristics
of the data [42]. We’ve employed a polynomial kernel function. In addition, we scale
this function by a coefficient of (1/number of features). We also added a regularization
parameter to prevent overfitting to the training data and help the model generalize over
the unseen text.

• Naive Bayes

It is a classification method that utilizes Bayes’ theorem and probabilities. It is
renowned for its computational efficiency and is especially valuable for text classifica-
tion tasks. In the context of Arabic sentiment analysis, Naive Bayes can aid in estimating
the conditional probability of sentiment classes by examining the presence of certain words
or features in the text [42]. We use Gaussian probability distribution to describe the distri-
bution of the classes and assume the independence of features. However, it is important to
acknowledge that the assumption of independence between features may not always be
valid for all forms of sentiment expressions in Arabic.

• XGBoost

It is a widely recognized gradient boosting algorithm that is highly regarded for its
impressive performance and versatility. It excels in effectively addressing classification
and regression tasks with equal proficiency. When applied to Arabic sentiment analysis,
XGBoost can be employed to create a collection of decision trees that effectively capture
complex relationships within the data. We set the number of estimators to be 100, the
learning rate to 0.1, and the maximum depth of each tree to be 3. These numbers were
selected based on experiments using our dataset.

3.4.2. Deep Learning Models

In recent times, deep learning models have gained significant recognition in the field
of sentiment analysis due to their outstanding performance in various natural language
processing tasks. This section will explore the utilization of Convolutional Neural Net-
works (CNN), Long Short-Term Memory (LSTM) networks, and Bidirectional Encoder
Representations from Transformers (BERT) for conducting sentiment analysis specifically
on Arabic text.

• Convolutional Neural Networks (CNN)

Convolutional Neural Networks (CNNs), initially created for image analysis, have
been successfully utilized in text classification assignments, such as sentiment analysis.
CNNs possess the ability to comprehend localized patterns within data by means of
convolutional layers and pooling operations. In the realm of Arabic sentiment analysis,
CNNs prove instrumental in automatically extracting pertinent features and patterns from
textual content. This enables them to effectively capture local word dependencies and
decipher their importance in determining sentiment polarity. This approach proves to be
exceptionally beneficial when dealing with the Arabic language, which is characterized
by intricate linguistic structures and variations in word order [37]. We construct a CNN
consisting of 2 convolutional layers, each one followed by a max pooling layer. These
blocks are followed by a flattening layer, then a dense layer containing 8 neurons. The
output layer is attached with one neuron to output the predicted class. The activation
functions are set to be Rectified Linear Unit (ReLU) in all layers except the output layer, in
which we use Sigmoid activation function to predict the probability of each sample being
positive or negative.
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• Long Short-Term Memory (LSTM)

LSTM networks, a type of recurrent neural network (RNN), are specifically engineered
to capture extensive dependencies in sequential data. This feature makes them particularly
well suited for text analysis tasks. When applied to the analysis of Arabic text, which
often relies on intricate contextual cues and historical information for sentiment inference,
LSTMs demonstrate noteworthy usefulness. These models excel at retaining and leveraging
previous information, thereby enabling them to accurately capture nuanced emotions
and sentiments expressed within the text. This is especially valuable when it comes
to comprehending sentiment in the Arabic language, as it relies heavily on contextual
cues and the intricate relationship among words within sentences [42]. The model we
employed consisted of an embedding layer to represent the embeddings of text, followed
by a bidirectional LSTM of 64 units. After that, we added a dense layer of 24 neurons
followed by an output layer of 1 neuron and a sigmoid activation function to predict the
probability of the output class.

• BERT Model

The BERT model, which is a transformer-based architecture that has been pre-trained,
has brought about significant changes in the domain of natural language processing. Its
ability to understand context bidirectionally makes it an exceptional option for Arabic
sentiment analysis. By leveraging a BERT model that has undergone pre-training and fine-
tuning on Arabic text, one can effectively utilize its extensive contextual comprehension to
accurately interpret intricate sentiments. BERT models possess the capability to handle the
subtleties and nuances present in the Arabic language, thereby making them exceedingly
effective at capturing complex features of sentiment expressed in Arabic text [31]. We
utilize the MINI version of the Arabic BERT model, which consists of 8 encoder layers
followed by the decoder followed by the fully connected layer. The model was pre-trained
on 8.2 billion Arabic words corpus and then fine-tuned on our Arabic tweets dataset. BERT
undergoes pre-training through two interrelated NLP tasks, capitalizing on its bidirectional
capability: predicting the next sentence and masked language modeling. When exam-
ining languages akin to human languages, BERT demonstrates heightened accuracy in
grappling with uncertainty, a formidable aspect of natural language analysis. In contrast
to the conventional word2vec embedding layer, which yields static, context-independent
word vectors, BERT’s layers generate dynamic, context-dependent word embeddings.
This is achieved by considering the entire sentence as input and extracting information
comprehensively. Leveraging a self-attention mechanism, BERT can concurrently process
multiple tokens, necessitating specialized embedded tokens for the next sentence prediction
challenge. Transformer encoders read the entire sequence of phrases at once, departing
from the sequential left-to-right or right-to-left approaches. While bidirectional, it is more
aptly described as non-directional. The model discerns a word’s context by considering its
surroundings on both sides, allowing it to derive contextual meaning based on the entirety
of the input [31].

In conclusion, the selection of a classification method for sentiment analysis in Arabic
text relies on the unique characteristics of the dataset and the intended task. It is recom-
mended that various methods, pre-processing techniques, and feature representations
be explored to determine the most appropriate approach for a specific Arabic sentiment
analysis problem. Furthermore, domain-specific knowledge and linguistic expertise can
greatly improve the performance of these methods when applied to sentiment classification
in Arabic text. Overall, a comprehensive analysis and evaluation of different classification
methods will lead to more accurate and reliable results in Arabic sentiment analysis tasks.

4. Results and Discussion

This section presents the outcomes of sentiment classification experiments that utilized
various feature extraction and classification models. Both conventional machine learning
models and advanced deep learning models were assessed. The study employed a com-
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prehensive set of evaluation metrics to rigorously evaluate the performance of sentiment
classification models. These metrics, such as accuracy, precision, recall, and F1-score, were
quantified using specific mathematical formulas [31].

Accuracy was determined by the following formula:

Accuracy =
True Positives + True Negatives

Total instances
(4)

It quantifies the percentage of correctly classified instances from all the samples in a
given dataset. It serves as a comprehensive measure of a model’s overall effectiveness in
accurately predicting and classifying data points. By considering both true positives and
true negatives, accuracy provides valuable insights into the reliability and precision of the
model’s predictions.

Precision was quantified using the following formula:

Precision =
True Positives

True Positives + False Positives
(5)

It evaluates the model’s performance based on its ability to effectively classify instances
of positive sentiment while minimizing the occurrence of false positives.

Recall (also known as sensitivity) was calculated as:

Recall =
True Positives

True Positives + False Negatives
(6)

This metric assesses the model’s ability to accurately detect all true positive instances
while minimizing the occurrence of false negatives.

The F1-score, which balances precision and recall, was computed with the formula:

F1 − Score =
2 Precision × Recall
Precision + Recall

(7)

The F1-score offers a comprehensive evaluation of the model’s performance, making it
particularly valuable when working with imbalanced datasets. These metrics together pro-
vide a strong framework for assessing sentiment classification models, enabling informed
decisions to be made regarding their effectiveness.

4.1. Data Analysis

The analysis of the Arabic tweet dataset for Hajj sentiment analysis has revealed
interesting insights. To summarize the dataset statistics, the following figures are used
for illustration. Figure 2 provides a detailed breakdown of tweet distribution over the
years and during various stages of the Hajj pilgrimage, categorized by location. The data is
divided into three key time periods: “Before Hajj”, “During Hajj”, and “After Hajj” for each
year. It is evident that during the Hajj period, Saudi Arabia consistently had the highest
number of tweets across all years, followed by Arab countries and then all other countries.
The distribution of tweets across time periods is not uniform, indicating that there may be
specific events or occurrences during the Hajj pilgrimage that trigger tweet activity.

It should be noted that the author was only able to retrieve location information for a
small number of tweets. The rest of the dataset is provided without location information.
Figure 2 provides insights into the overall tweet volumes over the years, categorized by
time period and without considering the location. The period labeled as “During Hajj”
consistently exhibits the highest tweet activity, indicating that this period serves as a
focal point for discussions and expressions related to Hajj. It is also worth noting that
the volume of tweets has increased over the years, particularly during the “During Hajj”
period, indicating a growing interest and engagement with the topic. In the years 2020 and
2021, there was a significant increase in tweet activity about Hajj compared to other years.
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This can be attributed to the strong impact of the COVID-19 pandemic on the Hajj season
during those years.

Figure 3 presents a comprehensive analysis of the dataset, where the data are organized
based on location and sentiment. This categorization provides a clear understanding of
how sentiments are distributed across different regions. Notably, Saudi Arabia stands
out with a significant number of tweets covering all sentiments, particularly showing the
highest count of positive tweets (1174) and a relatively even distribution between neutral
and negative sentiments. Arab countries also show notable presence in the dataset, with
317 positive, 436 neutral, and 120 negative tweets. Additionally, other countries contribute
to the dataset as well, with 150 positive, 131 neutral, and 17 negative tweets. These derived
insights serve as the basis for conducting a thorough sentiment analysis and delving deeper
into the factors that impact tweet engagement during the Hajj pilgrimage.
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In conjunction with the data analysis, there are two word clouds presented in
Figures 4 and 5. These word clouds provide distinct viewpoints on the sentiments ex-
pressed in the dataset. A word cloud is a visual representation of text data that offers an
immediate and intuitive understanding of the most commonly used words within a given
set of text. The size of each word in the cloud corresponds to its frequency of occurrence
in the text. The two word clouds in Figures 4 and 5 were generated in Python using the
‘wordcloud’ library.
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In word clouds, frequently used words are usually displayed prominently, allowing
for easy identification at a glance. These visually appealing representations are widely
utilized to summarize and visualize textual content effectively. They enable viewers to
quickly comprehend the primary themes, keywords, or sentiments within a given dataset
or document. For instance, in Figure 4, the word cloud representing positive tweets
prominently features words associated with prayers and expressions of gratitude that are
readily noticeable. In Figure 5, which represents the common words in negative tweets,
it is evident that there are words like “ A 	KðPñ»” (corona), “ 	

��
QÓ” (patient), “�ðQ�

	
¯” (virus),

and “ �
HñÖÏ @” (death). These words indicate the adverse effects of the COVID-19 epidemic on

the Hajj season.

4.2. Machine Learning Model Evaluation

The employed machine learning models have produced valuable outcomes in analysis.
These models have undergone rigorous training and testing, demonstrating their efficacy in
various aspects, as depicted in Figures 6 and 7. The performance of the Logistic Regression
model is dependent on the feature representation employed. For example, when utilizing
Unigram TF-IDF features, an accuracy of 88.44% was achieved, along with notable precision,
recall, and F1-score values of 0.8803, 0.8819, and 0.8809, respectively. By incorporating
Unigram and Bigram TF-IDF features, we achieved an accuracy of 86.86% along with a
well-balanced precision, recall, and F1-score. Similarly, when utilizing Bag of Words (BOW)
features, the model achieved an accuracy of 88.66% and demonstrated high precision, recall,
and F1-score. In contrast, the utilization of Word2vec Embeddings resulted in an accuracy
of 72.83% and perfect recall (1.000), although the F1-score was 0.8417.

The Random Forest model consistently demonstrated robust performance across
various feature representations. When employing Unigram TF-IDF features, this model
achieved the highest accuracy among all models, reaching 89.77%. Additionally, it exhibited
precision, recall, and F1-score values of 0.8962, 0.8974, and 0.8966, respectively. Even when
combining Unigram and Bigram TF-IDF features, this model maintained its strength with
an accuracy of 88.50% and balanced precision, recall, and F1-score. Furthermore, when
using BOW features, it excelled with an accuracy of 89.91% and displayed high precision,
recall, and F1-score. On the other hand, the use of Word2vec embeddings resulted in an
accuracy of 72.89%, along with perfect recall (1.000) and a balanced F1-score.



Big Data Cogn. Comput. 2024, 8, 5 18 of 26Big Data Cogn. Comput. 2024, 8, x FOR PEER REVIEW 18 of 26 
 

 
Figure 6. Results of various ML models with Unigram TF-IDF features. 

 
Figure 7. Results of best performing ML models (logistic regression and random forest) with various 
feature extractors. 

The Random Forest model consistently demonstrated robust performance across var-
ious feature representations. When employing Unigram TF-IDF features, this model 
achieved the highest accuracy among all models, reaching 89.77%. Additionally, it exhib-
ited precision, recall, and F1-score values of 0.8962, 0.8974, and 0.8966, respectively. Even 
when combining Unigram and Bigram TF-IDF features, this model maintained its 
strength with an accuracy of 88.50% and balanced precision, recall, and F1-score. Further-
more, when using BOW features, it excelled with an accuracy of 89.91% and displayed 
high precision, recall, and F1-score. On the other hand, the use of Word2vec embeddings 
resulted in an accuracy of 72.89%, along with perfect recall (1.000) and a balanced F1-score. 

The Naive Bayes model, employing Unigram TF-IDF features, attained an accuracy 
of 80.01%. While it exhibited noteworthy precision, it had slightly lower recall and F1-
scores of 0.8532 and 0.7997, respectively. 

The Support Vector Machines (SVM) model, when utilizing Unigram TF-IDF fea-
tures, achieved an accuracy level of 72.81%. Similarly, the K-Nearest Neighbors (KNN) 
model, leveraging the same Unigram TF-IDF features, attained a higher accuracy rate of 
82.80% and displayed balanced precision, recall, and F1-score values of 0.8207. Finally, 
when combined with Unigram TF-IDF features, the XGBoost model achieved an 

Figure 6. Results of various ML models with Unigram TF-IDF features.

Big Data Cogn. Comput. 2024, 8, x FOR PEER REVIEW 18 of 26 
 

 
Figure 6. Results of various ML models with Unigram TF-IDF features. 

 
Figure 7. Results of best performing ML models (logistic regression and random forest) with various 
feature extractors. 

The Random Forest model consistently demonstrated robust performance across var-
ious feature representations. When employing Unigram TF-IDF features, this model 
achieved the highest accuracy among all models, reaching 89.77%. Additionally, it exhib-
ited precision, recall, and F1-score values of 0.8962, 0.8974, and 0.8966, respectively. Even 
when combining Unigram and Bigram TF-IDF features, this model maintained its 
strength with an accuracy of 88.50% and balanced precision, recall, and F1-score. Further-
more, when using BOW features, it excelled with an accuracy of 89.91% and displayed 
high precision, recall, and F1-score. On the other hand, the use of Word2vec embeddings 
resulted in an accuracy of 72.89%, along with perfect recall (1.000) and a balanced F1-score. 

The Naive Bayes model, employing Unigram TF-IDF features, attained an accuracy 
of 80.01%. While it exhibited noteworthy precision, it had slightly lower recall and F1-
scores of 0.8532 and 0.7997, respectively. 

The Support Vector Machines (SVM) model, when utilizing Unigram TF-IDF fea-
tures, achieved an accuracy level of 72.81%. Similarly, the K-Nearest Neighbors (KNN) 
model, leveraging the same Unigram TF-IDF features, attained a higher accuracy rate of 
82.80% and displayed balanced precision, recall, and F1-score values of 0.8207. Finally, 
when combined with Unigram TF-IDF features, the XGBoost model achieved an 

Figure 7. Results of best performing ML models (logistic regression and random forest) with various
feature extractors.

The Naive Bayes model, employing Unigram TF-IDF features, attained an accuracy of
80.01%. While it exhibited noteworthy precision, it had slightly lower recall and F1-scores
of 0.8532 and 0.7997, respectively.

The Support Vector Machines (SVM) model, when utilizing Unigram TF-IDF features,
achieved an accuracy level of 72.81%. Similarly, the K-Nearest Neighbors (KNN) model,
leveraging the same Unigram TF-IDF features, attained a higher accuracy rate of 82.80%
and displayed balanced precision, recall, and F1-score values of 0.8207. Finally, when
combined with Unigram TF-IDF features, the XGBoost model achieved an impressive
accuracy of 88.28% and showcased well-balanced precision, recall, and F1-score metrics.

As we can see from the sensitivity curves of machine learning models in Figure 8,
there is a notable variation in sensitivity, specificity, accuracy, precision, and F1-scores
across different probability cutoffs. The fluctuation in these metrics provides insights into
the model’s performance at various decision thresholds. Notably, sensitivity increases
when we increase the probability cutoff in most of the models. However, in SVM, the
sensitivity is either 0 or 1, and that is because the model could not learn the data features
well. Now, turning our attention to the sensitivity curves for the naive bayes model, it is
evident that the sensitivity values were almost constant across most of the cutoff values.
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Naive bayes demonstrates consistency across all evaluation metrics that are not affected by
changing decision threshold, contributing to the overall understanding of its behavior in
different scenarios.
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Considering the sensitivity-specificity trade-off, as we can see, in all models, the
sensitivity increases when specificity decreases, and vice versa. This trade-off is crucial in
determining which cutoff point to consider.

Analyzing the impact of probability cutoffs, we find that a traditional selection of 0.5 is
a good choice. Notably, small changes in cutoff values can highly affect model performance,
suggesting the need for careful consideration in selecting the appropriate threshold. In
terms of model interpretability, logistic regression, random forest, and xGboost algorithms
were the best ML models for interpreting the data. While naïve bayes, SVM and KNN
were more challenging and were not considered the best choice for interpreting the data.
In conclusion, the sensitivity curves of ML models offer a comprehensive understanding
of their performance characteristics. By delving into the nuances of these curves, we can
make informed decisions about model selection, recognizing the strengths and limitations
of each in the context of our study.

In the evaluation of our models, the Receiver Operating Characteristic (ROC) curves
in Figure 9 provide valuable insights into their discriminatory power, with corresponding
Area Under the Curve (AUC) values quantifying overall performance. Notably, the logistic
regression model demonstrated a commendable AUC of 0.84, while the random forest,
naive bayes, and xGboost models exhibited even higher AUC values of 0.86, 0.83, and
0.85, respectively. In contrast, the K-Nearest Neighbors (KNN) model and Support Vector
Machine (SVM) display AUC values of 0.75 and 0.5, respectively. The superior AUC
values for logistic regression, random forest, naive bayes, and xGboost models may be
attributed to their ability to capture complex relationships within the data and maintain
a balanced trade-off between sensitivity and specificity. Meanwhile, the comparatively
lower AUC for KNN may stem from its sensitivity to the local structure of the data, and
the SVM’s AUC of 0.5 suggests a classification performance equivalent to random chance.
Our findings underscore the significance of model selection in achieving optimal AUC
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and highlight the importance of algorithms capable of effectively distinguishing between
classes in our dataset.
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4.3. Deep Learning Model Evaluation

Remarkable consistency in performance was observed among the deep learning mod-
els across various feature extractions. The comprehensive analysis, as depicted in Figure 10,
clearly illustrates that both the Convolutional Neural Network (CNN) and Long Short-Term
Memory (LSTM) models achieved an impressive accuracy of approximately 72% when
trained on Cleaned Tweets. Notably, the models exhibited excellent recall, with a score of
1.000. An intriguing observation is that the CNN model outperformed its counterparts by
achieving a higher accuracy of 88.31% when trained on Unigram TF-IDF features. This
revelation highlights the significant impact that feature extraction can have on model
performance and suggests the potential efficacy of utilizing TF-IDF features for improved
accuracy and precision in natural language processing tasks.
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When applied to cleaned tweets, the BERT-MINI model achieved an impressive accu-
racy rate of 93.88%, surpassing all other models in the domain. Notably, the BERT-MINI
model also demonstrated perfect recall, further emphasizing its effectiveness in accurately
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identifying sentiments expressed within text data. Furthermore, with an impressive F1-
score of 0.9388, this state-of-the-art model has solidified its position as a formidable tool
for analyzing and comprehending sentiment patterns. There is no denying the incred-
ible potential of sentiment analysis, which has created significant opportunities for its
implementation across diverse industries and sectors.

In evaluating the performance of our models—CNN, LSTM, and Mini BERT—through
the sensitivity curves in Figure 11, distinct patterns emerge that shed light on their dis-
criminatory capabilities. Notably, Mini BERT outperforms both CNN and LSTM, showing
superior sensitivity across various thresholds. The sensitivity curve for Mini BERT con-
sistently demonstrates its robust ability to capture relevant features and nuances in the
data, leading to better discrimination between classes. Conversely, the sensitivity curves
for CNN reveal commendable performance, although not reaching the heights achieved
by Mini BERT. On the other hand, the LSTM model exhibits notably lower sensitivity,
indicative of its struggle to effectively capture long-term dependencies in the data. The
superior performance of Mini BERT can be attributed to its attention mechanism, allowing
it to effectively leverage contextual information and semantic relationships. In contrast,
CNN’s ability to capture spatial hierarchies contributes to its performance. These insights
underscore the critical role of model architecture in achieving optimal sensitivity and
emphasize the advantages of leveraging advanced architectures like Mini BERT for tasks
demanding a nuanced understanding of context and semantics.
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In our DL model evaluation, the ROC curves presented in Figure 12 provide insights
towards understanding the performance of the models. Notably, the CNN model exhibits
an impressive Area Under the Curve (AUC) of 0.94, indicating a high degree of accuracy
in distinguishing between classes. In contrast, the LSTM model presents an AUC of 0.5,
suggestive of a classification performance equivalent to random chance. The standout
performer, however, is the Mini BERT model, showcasing an exceptional AUC of 0.981.
This remarkable AUC value attests to the superior ability of Mini BERT to discern between
positive and negative instances. These AUC values not only quantify the models’ discrim-
inatory power but also underscore the significance of advanced architectures, like Mini
BERT, in achieving heightened performance in complex classification tasks.
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In conclusion, the choice of a classification model plays a crucial role in sentiment
classification tasks. Random Forest, particularly when combined with Unigram TF-IDF
features, consistently demonstrates outstanding performance across various evaluation
metrics. On the other hand, within the realm of deep learning, BERT-MINI has emerged
as the top-performing model in terms of performance. This highlights the importance of
leveraging advanced language models in sentiment analysis.

In order to thoroughly examine the sentiment analysis findings, Figure 13 offers a
comprehensive and detailed overview of the quantity of tweets categorized as positive
and negative across multiple years. The collected data is thoughtfully segmented into
three distinct time periods, namely “Before Hajj”, “During Hajj”, and “After Hajj”. This
meticulous categorization allows for a more nuanced understanding of the sentiment trends
exhibited during different phases of the Hajj pilgrimage seasons. Particularly noteworthy
is the substantial surge in both positive and negative tweets observed during the crucial
“During Hajj” period. This notable increase in tweet activity implies a heightened level of
engagement and expressive sentiment during this critical phase.
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Moreover, an analysis of the data revealed intriguing variations in sentiment distribu-
tion across different years, indicating that external factors or events may have a significant
impact on the expression of sentiment within the context of Hajj. This dataset presents a
valuable resource for understanding the dynamics of sentiment and has the potential to
unveil the contributing factors behind both positive and negative sentiments during this
significant religious pilgrimage. By delving into these patterns, researchers can gain deeper
insights into the intricate interplay between external influences and emotional responses
within this religious framework.
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In interpreting the results of our sentiment analysis on Arabic tweets discussing the
Hajj pilgrimage, a practical application emerged in enhancing services for pilgrims. By
scrutinizing sentiment patterns over the six-year period before, during, and after each
Hajj event, we gained valuable insights into the prevailing sentiments associated with
the pilgrimage. Positive sentiments may indicate moments of heightened satisfaction or
communal joy, while negative sentiments could suggest potential areas of concern or dis-
satisfaction. Leveraging this information, service providers and organizers can tailor their
offerings and support systems to align with the emotional needs of pilgrims at different
stages of the Hajj journey. For instance, identifying positive sentiments during specific
periods may guide the implementation of enhancements to infrastructure, contributing to
an overall positive pilgrimage experience. Similarly, promptly addressing negative senti-
ments can allow for targeted improvements in areas that may impact pilgrim satisfaction,
ultimately contributing to the optimization of services during the Hajj pilgrimage.

4.4. Comparison with Similar Studies

Our sentiment analysis results on Arabic tweets discussing the Hajj pilgrimage show-
case the efficacy of our approach, particularly with the Arabic MINI BERT model, which
achieved an impressive accuracy of 93.8%. Notably, our results outperform those reported
in [42], where the highest accuracy obtained was 92.13% using LSTM. Additionally, when
compared to [39] and its focus on Arabic sentiment analysis, our findings surpass the
reported accuracies for the LSTM and Bi-LSTM models. Specifically, our random forest
model achieved 89.7%, outperforming the corresponding method in [42] (79.19%). These
outcomes underscore the robustness of our sentiment analysis methodology, showing supe-
rior accuracy rates that can be crucial for understanding the nuanced sentiments expressed
in Arabic tweets related to the Hajj pilgrimage. The utilization of the Arabic MINI BERT
model, in particular, demonstrates its effectiveness in capturing the complexities of Arabic
text, providing a valuable contribution to sentiment analysis within the context of religious
and cultural events such as the Hajj.

5. Conclusions

This research ventured into sentiment analysis on Twitter texts discussing Hajj over
a six-year span, aiming to unravel the intricacies of public sentiment surrounding this
significant event. Leveraging an Arabic tweet dataset obtained from Twitter, carefully
curated with Hajj-centric keywords, our study underwent rigorous pre-processing and
feature extraction to prepare the text for analysis. Employing a spectrum of machine
learning and deep learning techniques, we observed nuanced performance variations
among the models.

The choice of a classification model plays a crucial role in sentiment classification
tasks. Random Forest, particularly when combined with Unigram TF-IDF features, con-
sistently demonstrates outstanding performance across various evaluation metrics. On
the other hand, within the realm of deep learning, BERT-MINI has emerged as the top-
performing model in terms of performance. This highlights the importance of considering
both traditional machine learning approaches and deep learning techniques when selecting
a classification model for sentiment analysis tasks. Ultimately, the decision should be based
on the specific requirements of the project and the available resources. By carefully evalu-
ating and comparing different models, researchers and practitioners can make informed
choices that maximize accuracy and efficiency in sentiment classification.

Beyond model performance, our sentiment analysis journey across different phases
of the Hajj pilgrimage revealed dynamic trends. The “During Hajj” period exhibited a
significant surge in both positive and negative tweets, indicating heightened emotional
expression and engagement during this critical time. Negative tweets often featured terms
such as “ A 	KðPñ»” (corona), “ 	

��
QÓ” (patient), “�ðQ�

	
¯” (virus), “H. @

	
Y«” (punishment), “ÐQm×”

(forbidden), and “ �
HñÖÏ @” (death). Some of these tweets implied the negative impact of

the COVID-19 pandemic on the Hajj season. This analysis unveils evolving sentiment
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distributions across Hajj years, implying the influence of external factors on the expression
of sentiments within this unique context.

These findings have profound implications for understanding the nuanced sentiments
surrounding Hajj, shedding light on the multifaceted nature of public discourse during
significant events. The observed surge in emotional expression during the Hajj period
suggests the importance of context-aware sentiment analysis, considering the emotional
intensity linked to specific phases of events.

The practical applications of our research extend beyond academia. Event manage-
ment teams and public relations practitioners can leverage sentiment-aware strategies for
effective communication and engagement during major events like the Hajj. Additionally,
social sentiment monitoring tools informed by our findings could provide valuable insights
for authorities, helping them tailor responses and interventions based on the evolving
sentiments of the public.

As we chart future directions, exploring adaptive sentiment models that account
for evolving language nuances becomes pivotal. Real-time sentiment monitoring tools
could be developed to offer timely insights during major events, providing stakeholders
with actionable information. Further research could delve into refining sentiment analysis
frameworks for diverse cultural and linguistic contexts, ensuring the generalizability of
findings across various regions and events. A potential avenue for future work involves
delving deeper into the nuanced distinction between true and fake positive and negative
tweets and dealing with implicit and explicit aspect extraction. The next phase of the
research will focus on refining the sentiment analysis methodology to accurately identify
instances where expressions may convey insincerity or sarcasm.
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