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Abstract: In response to rising concerns over crime rates, there has been an increasing demand for
automated video surveillance systems that are capable of detecting human activities involving carried
objects. This paper proposes a hyper-model ensemble to classify humans carrying baggage based on
the type of bags they are carrying. The Fastai framework is leveraged for its computational prowess,
user-friendly workflow, and effective data-cleansing capabilities. The PETA dataset is utilized
and automatically re-annotated into five classes based on the baggage type, including Carrying
Backpack, Carrying Luggage Case, Carrying Messenger Bag, Carrying Nothing, and Carrying Other.
The classification task employs two pretrained models, DenseNet-161 and EfficientNet-B5, with a
hyper-model ensemble that combines them to enhance accuracy. A “fit-one-cycle” strategy was
implemented to reduce the training time and improve accuracy. The proposed hyper-model ensemble
has been experimentally validated and compared to existing methods, demonstrating an accuracy of
98.6% that exceeds current approaches in terms of accuracy, macro-F1, and micro-F1. DenseNet-161
and EfficientNet-B5 have achieved accuracy rates of 95.5% and 97.3%, respectively. These findings
contribute to expanding research on automated video surveillance systems, and the proposed model
holds promise for further development and use in diverse applications.

Keywords: deep learning; hyper model; pre-processing pipeline; baggage type; Fastai framework

1. Introduction

The rapid growth of urbanization and increasing global concerns over public safety
and security have led to the need for enhanced video surveillance systems [1,2]. These
systems play a crucial role in monitoring public spaces, securing critical infrastructures, and
detecting criminal or suspicious activities [3]. A key aspect of these surveillance systems is
the capability to accurately detect and classify human activities, particularly those involving
carried objects such as baggage [4,5]. This is essential in various situations, including airport
security, public transportation, and crowded events, where the identification of individuals
carrying potentially hazardous or prohibited items is of the utmost importance [6].

Deep learning techniques, specifically convolutional neural networks (CNNs), have
demonstrated significant success in various computer vision tasks, including object detec-
tion, classification, and human activity recognition [7,8]. However, there remains a need for
further improvement in the detection and classification of human-carried baggage to ensure
higher accuracy and adaptability to real-world scenarios [9,10]. The detection and classi-
fication of human-carried baggage using deep-learning techniques face challenges such
as occlusion, varied appearances, and real-time processing requirements [11]. Accurately
detecting and classifying baggage is further complicated by factors like background clutter,
motion blur, and limited annotated data [12]. Addressing these challenges is crucial for en-
hancing video surveillance systems and ensuring public safety [13,14]. In response to these
pressing needs, we present an innovative approach that leverages advanced deep-learning
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techniques. The significance of our work lies in its potential to dramatically enhance the de-
tection and classification capabilities of video surveillance systems in real-world scenarios,
particularly those involving human-carried baggage. Our research promises substantial
contributions to public safety and security across various contexts, ranging from airport
security to public transportation and crowded events. Beyond the immediate application
in surveillance, our innovations resonate profoundly within the broader landscape of com-
puter vision. Our pioneering methodologies, from applying hyper model application to
baggage-based human classification to innovative preprocessing strategies, aim to drive
the evolution of computer vision methodologies and their myriad applications. To this end,
we focused on the following contributions:

1.  We applied hyper models for the first time to the problem of classifying humans
carrying baggage based on bag types.

2. We developed a reliable hyper model that can classify humans, with or without
baggage, into five classes based on the baggage type.

3. Weintroduced a pre-processing pipeline that includes increasing the image contrast,
applying a sharpening filter, adjusting image brightness and saturation, and removing
noise to improve model performance.

4. We automatically re-annotated the PETA dataset with direct information about the
baggage type using a custom Python script.

5. We implemented the innovative ‘fit-one-cycle’ policy method to reduce the number of
epochs and iterations required for our model to handle large-scale data.

This paper is organized as follows: Section 2 presents a review of related work on
deep learning techniques for detecting and classifying human-carried baggage; Section 3
describes the methodology, including the dataset, preprocessing steps, and the proposed
hyper model ensemble; Section 4 presents the experimental results and discussion; and
finally, Section 5 presents the conclusion with a discussion on potential future work.

2. Related Work

Recent years have seen the increasing application of deep learning techniques in
various computer vision tasks, including object detection, classification, and human activity
recognition [4]. This section provides an overview of the related work on deep learning
techniques for detecting and classifying human-carried baggage and critically examines
the gaps that persist.

2.1. Human Activity Recognition

Human activity recognition (HAR) is a critical component in video surveillance sys-
tems and has been widely studied over the past few years [15]. Several deep learning-
based HAR techniques have been proposed, such as using convolutional neural networks
(CNNSs) [16], recurrent neural networks (RNNs) [17], and long short-term memory (LSTM)
networks [18]. However, despite their efficacy in recognizing basic human actions like
walking and running, these techniques often struggle when it comes to intricate actions
involving carried objects. The granularity of such actions, particularly when objects are
partially obscured, makes them challenging to detect and classify accurately.

2.2. Object Detection and Classification

Deep learning-based object detection and classification techniques have gained popu-
larity due to their ability to identify objects in images and videos with high accuracy [19].
Techniques like Faster R-CNN [20], the Single Shot Multi-Box Detector (SSD) [21], and You
Only Look Once (YOLO) [22,23] have been developed to address these challenges. While
these techniques have shown promise in detecting various objects, their performance in
classifying human-carried baggage is still limited due to challenges such as occlusion, the di-
verse appearances of baggage based on angles and lighting, and the need for instantaneous
processing that limits their efficacy [11].
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Ahammed et al. [24] leveraged deep learning and YOLOV3 for the real-time detection
of unattended baggage and owner identification, achieving notable accuracy. This work
underscores the essential role of precise detection and the classification of human-carried
baggage in enhancing security, an area to which our prior work has made substantial
contributions. We discuss these in the following subsection.

2.3. Human-Carried Baggage Detection and Classification

Numerous studies have focused on detecting and classifying human-carried baggage
using deep-learning techniques. Chen et al. [25] proposed a two-stage framework for
baggage recognition, where a CNN is initially employed to detect humans in images,
followed by a second CNN to classify the baggage type. However, this approach relies on
separate models for human detection and baggage classification, which may not be efficient
for real-time applications.

To address the challenges in human-carried baggage detection and classification,
researchers have explored various techniques, such as attention mechanisms [26], multi-
scale feature learning [27], and temporal information integration [28]. Nonetheless, these
methods continue to face limitations in terms of their accuracy, adaptability to real-world
scenarios, and processing time.

Wahyono et al. [29] developed a framework using custom CNN layers and transfer
learning based on the human viewing direction for classifying objects carried by humans.
Despite its efficacy, this approach faces limitations due to occlusions, similarities in human
appearance, and challenges in identifying front-facing backpack carriers, requiring further
refinement.

In our previous work [30], we addressed this protruding problem by proposing a
model for classifying humans carrying baggage. Our approach involved utilizing the
pretrained DenseNet-161 architecture and employing a “fit-one-cycle policy” strategy to
minimize the training time and enhance accuracy. The model demonstrated high precision
and outperformed existing techniques, achieving an accuracy range of 96-98.75% for binary
classification and 96.67-98.33% for multi-class classification. Notably, our method proved
to be effective in detecting baggage when it was heavily obscured or indistinguishable from
other objects. Moreover, our study focused on the direction in which humans were looking,
not the type of bag they carried.

In summary, while prior studies have showcased significant advancements in human-
carried baggage detection and classification, they also highlight a clear gap: the need
for a method that ensures heightened accuracy, real-time processing, and precise bag
type classification. This paper presents a novel approach, leveraging advanced deep-
learning techniques, particularly hyper-models, to address these challenges and augment
the efficiency of video surveillance systems.

3. Methodology

This section provides a detailed description of the methodology used in this study,
including dataset preparation, data preprocessing, and the development of the proposed
hyper model.

3.1. Dataset Description and Preparation

In this sub-section, a thorough explanation is provided regarding the dataset used
in this study, including the dataset re-annotation process and how data augmentation
techniques were applied to enhance the dataset.

3.1.1. Dataset Description

The dataset utilized in this study is the PETA dataset [31], comprising 19,000 annotated
images of pedestrians with various attributes, such as clothing, gender, age, and object
interactions. This dataset was selected based on its extensive coverage, including diverse
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settings and rich annotations, making it well-suited for detecting and classifying human-
carried baggage, which is a critical task in security applications.

3.1.2. Dataset Re-Annotation

To align the PETA dataset with our research objectives, we conducted a comprehensive
dataset re-annotation process by categorizing the images into five distinct classes based on
the type of baggage being carried. These five classes included Carrying Backpack, Carrying
Luggage Case, Carrying Messenger Bag, Carrying Nothing, and Carrying Other.

To automate this process, we developed a custom Python script that used the attributes
of the dataset to map the original annotations to the new baggage-based classes. This
approach allowed us to efficiently adapt the PETA dataset to our research needs, resulting
in a more focused dataset that was better suited for the task of baggage classification.

Table 1 illustrates the distribution of images across the five newly annotated classes,
which provides valuable insights into the composition of our refined dataset. It displays
the number of images for each class and the total number of images after re-annotation.
Additionally, Figure 1 displays a representative sample of the re-annotated dataset and
displays a sample of images from each of the five classes, providing visual examples of the
types of baggage that fall into each class.

Table 1. Distribution of images across the five classes after re-annotation.

Class Number of Images
Carrying Backpack 3385
Carrying Luggage Case 389
Carrying Messenger Bag 4666
Carrying Nothing 4801
Carrying Other 5759
Total 19,000

gage C

Carrying Mes

Figure 1. A representative sample of the re-annotated dataset showcasing the five distinct classes.
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3.1.3. Data Augmentation

In this study, data augmentation techniques [32] were applied only to the “Carrying
Luggage Case” class, involving the generation of additional training samples to increase
the dataset size from 389 to 2000 images. Various techniques, such as image rotation,
flipping, zooming, and translation, were used to create a more diverse dataset for this
class. This process aimed to enhance the model’s ability to accurately recognize and classify
“Carrying Luggage Case”, which is a critical task in security applications. While the other
categories did not require data augmentation, the overall dataset was still augmented
to ensure consistency in the dataset’s size and diversity across all classes. By selectively
applying data augmentation techniques to the “Carrying Luggage Case” class, we were
able to significantly improve the model’s performance in detecting and classifying this
class while maintaining consistency in the dataset.

3.2. Data Preprocessing

This subsection covers the Image Resizing and Image Pre-processing Pipeline, which
are essential components of pipelines for image classification.

3.2.1. Image Resizing

To ensure consistency and compatibility with deep-learning models, all images in the
dataset were resized to a uniform dimension of 224 x 224 pixels. This size was chosen as it
is a common input size for deep learning architectures, such as DenseNet and EfficientNet.

3.2.2. Image Pre-Processing Pipeline

To optimize the model’s performance, a sophisticated pre-processing pipeline was
implemented for the images [33]. This pipeline encompasses several crucial steps aimed at
refining image quality and enhancing the overall capabilities of the model. The key stages
involved in this pipeline are as follows:

e  Contrast enhancement: This step focuses on increasing the contrast of the image, which
amplifies the distinction between various objects and their background. Enhanced
contrast facilitates improved object recognition and localization.

e  Sharpening Filter Application: By applying a sharpening filter, the edges and bound-
aries of objects within the image were emphasized. This process aids in better fea-
ture extraction and helps the model identify and differentiate between objects more
effectively.

e  Brightness and saturation adjustment: Adjusting image brightness and saturation
is vital for enhancing color information and overall visibility. This step allows for
more accurate color-based object recognition, thereby contributing to the model’s
performance.

e  Noise reduction: The process of removing noise through Gaussian blur and non-local
means of denoising is crucial to minimize the impact of small artifacts and image noise.
By lowering noise levels, this model can concentrate on relevant features, leading to a
more precise analysis.

Figure 2 provides examples of images that have undergone the aforementioned pre-
processing steps, demonstrating the improvements in image quality and the potential
benefits for the performance of our proposed model.

3.3. Development of Proposed Model

This sub-section describes the development of the proposed model for baggage de-
tection and classification, which involves the selection and fusion of the DenseNet-161
and EfficientNet B5 architectures, the design of a hyper model, and the application of
the fit-one-cycle training method. Figure 3 illustrates the architecture of the hyper model.
Additionally, we outline the evaluation criteria used to assess the model’s performance.
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Figure 2. Examples of pre-processed images that show improved quality and potential benefits for

model performance.

Data Preprocessing l Data Augmentation

for 'carrying luggage case’

Carrying Carrying Carrying Carrying Carrying
Backpack Luggage Case Messenger Bag Nothing Other

Figure 3. The processing steps in our suggested model’s approach.

3.3.1. Densenet-161 Architecture
DenseNet-161 [34] is a variant of the DenseNet architecture, which is well-known for
its excellent performance in image classification tasks. DenseNet-161 consists of 161 layers
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and is characterized by dense connections between layers, wherein each layer receives
input from all the preceding layers. This design promotes efficient gradient flow and
feature reuse, leading to improved performance while using fewer parameters compared
to traditional CNN architectures.

This architecture is organized into multiple dense blocks, each containing several
convolutional layers. These dense blocks, which are integral components of the DenseNet-
161 architecture, are interconnected through transition layers. These layers play a pivotal
role in managing feature map dimensions, effectively reducing computational complexity
and thereby enhancing the efficiency of the overall system. Figure 4 demonstrates the
connection mechanism among various convolutional layers within a DenseNet block.
These feed-forward connections increase the total layer count from Lto L x (L +1)/2. In
this study, the DenseNet-161 architecture was employed as one of the base models for the
proposed hyper model.

e

Translation Layer]

Figure 4. A dense block where each layer uses all the feature maps from the previous layers as
input. (The pink arrow represents the initial input or starting point of the process. The colored layers
transitioning from pink to grey signify various stages of processing. The arrows labeled “BN —
ReLU — Conv” denote a sequence of operations common in neural networks or deep learning, where
“BN” stands for Batch Normalization, “ReLLU” is the Rectified Linear Unit activation function, and
“Conv” refers to a Convolutional layer. These are integral components of a Convolutional Neural
Network (CNN). The ‘Translation Layer’ is indicated as the concluding stage in the diagram. The
arrows depict the direction of data flow and the sequence of operations within the process).

3.3.2. EfficientNet B5 Architecture

EfficientNet [35] is a family of CNN architectures that exhibit exceptional performance
in various computer vision tasks, including image classification. The EfficientNet B5 is
a specific instance of the EfficientNet architecture that is designed to strike a balance
between model efficiency and accuracy. It employs a unique compound scaling method
that simultaneously scales the depth, width, and resolution of the network to achieve
optimal performance.

EfficientNet B5 embodies a highly advanced model that strategically extends the
bedrock established by EfficientNet B0 and serves as its fundamental architectural backbone.
The B5 version is an upscaled variant of the base model with increased depth, width, and
input resolution. This scaling enables the network to capture more complex features and
improve its overall performance. Moving beyond the design and workings of EfficientNet
B5, it is crucial to highlight its application within the scope of our research. Figure 5
illustrates the architecture of EfficientNet B5. In our study, the EfficientNet B5 architecture
was also employed as one of the base models for the proposed hyper model.
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Figure 5. The architecture of EfficientNet-B5.

3.3.3. Hyper Model Fusion and Design

The proposed hyper model aims to combine the strengths of both DenseNet-161 and
EfficientNet B5 architectures to enhance the accuracy of baggage detection and classification.
The fusion of these two architectures is achieved through the use of a weighted average
method, where the outputs of both models are combined based on their respective weights.
These weights are learned during the training process to optimize the overall performance
of the hyper model.

The decision to fuse DenseNet-161 and EfficientNet-B5 into a hyper model was guided
by their respective strengths. DenseNet-161, with its dense connections excels at feature
extraction, mitigating the vanishing-gradient problem that often affects the performance of
deep networks. On the other hand, EfficientNet-B5, built on the principle of compound
scaling, offers superior performance with a lower computational cost. The fusion of these
models through the weighted average method empowers the hyper model to leverage
the profound feature extraction capabilities of DenseNet-161 and the efficient resource
utilization of EfficientNet-B5. Furthermore, these weights for fusion are not pre-set but are
adaptively learned during the training, allowing the model to optimize its reliance on each
base model for each prediction.

To design the hyper model, the outputs of the DenseNet-161 and EfficientNet B5
models are first concatenated before being passed through a fully connected layer. This
layer is then followed by a SoftMax activation function, which produces the final class of
probabilities for the five baggage classes. The hyper model is trained end-to-end using
the fit-one-cycle method, as described in the subsequent sub-section. This sophisticated
architecture ensures a cohesive system that effectively combines two different architectures
to deliver superior performance in the complex task of baggage classification.

3.3.4. The Fit-One-Cycle Method

The fit-one-cycle method [36,37] is an innovative training approach that aims to
decrease the training time and enhance model accuracy. This method involves varying the
learning rate and momentum during training using a cyclical schedule. Specifically, the
learning rate is gradually increased from a minimum value to a maximum value and then
decreased back to the minimum, while the momentum follows the opposite pattern. By
employing the fit-one-cycle method, our model can adaptively adjust its learning rate and
momentum during training, leading to faster convergence and improved accuracy.

3.3.5. Evaluation Criteria

The evaluation criteria used for assessing the classification performance of our
DenseNet-161 and EfficientNet B5 models, as well as the hyper model, include several
metrics, such as accuracy, macro-F1, and micro-F1.
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As depicted in Equation (1), accuracy measures the proportion of correctly classified
instances among the total instances. It takes into account the true positives (TPs) and true
negatives (TNs), which represent the number of correctly identified positive instances
(baggage correctly classified as positive) and negative instances (non-baggage correctly
classified as negative), respectively. Equation (2) defines the Fl-score as the harmonic
average between precision and recall. Precision, calculated as the TP divided by the sum
of TPs and false positives (FPs), quantifies the accuracy of positive predictions. Recall,
calculated as the TP divided by the sum of TPs and false negatives (FNs), measures the
proportion of positive instances that are correctly identified. In Equation (3), macro-F1
calculates the average Fl-score for each class, assigning equal weight to each class. In
Equation (4), micro-F1 aggregates the contributions of all classes to determine the average
F1-score, emphasizing global performance.

By considering the metrics of accuracy, macro-F1, and micro-F1, we can comprehen-
sively evaluate the effectiveness of the proposed hyper model in detecting and classifying
human-carried baggage based on the bag type.

(TP+TN)
A = 1
CHAY = (TP L FP+ TN + FN) M
. TP TP
Precision = TP+ ED Recall = TP+ EN
2 x (Precision x Recall)
F1- = 2
Score Precision + Recall @)
1
Macro-F1 = e Y F1; fori=1To N 3)
. . Y TP;
Micro-P =
icro-Precision (T TP 5 FP, fori=1toN)
LTP;

Micro-Recall =

(XTP;+ Y FN; fori=1to N)

Micro — Precision x Micro — Recall
Micro-F1 =2 4
1cro % Micro — Precision + Micro — Recall @

4. Experimental Results and Discussion

This section presents the experimental results of the proposed hyper model for detect-
ing and classifying human-carried baggage based on the baggage type. We trained and
evaluated three models—DenseNet-161, EfficientNet B5, and the hyper model that combines
both models. These models were trained on the re-annotated PETA dataset using the Fastai
framework [38], which is built on top of PyTorch. All our experiments were conducted
using Google Colab [39], and we specifically utilized the T4 GPU for our computations.

The following subsection presents the results obtained for each model, followed by a
comparison with existing techniques and a discussion and performance analysis.

4.1. Classification Results

We conducted experiments to evaluate the performance of the proposed models on
the re-annotated PETA dataset. The dataset was randomly divided into the following
three sets: a training set comprising 65%, a validation set comprising 15%, and a testing
set comprising 20%. A batch size of 32 was used, and the training process was run for
40 epochs, except for the hyper model, which was trained for only 10 epochs. In all the
experiments, we randomly selected 2000 sample images from each class for classification.
Through extensive experiments, we determined that this number was optimal, adhering to
the recommended rule of thumb of having at least 1000 images per class [40].
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4.1.1. Densenet-161 Results

DenseNet-161 model performance metrics, such as precision, recall, and F1-score, were
calculated for each of the five classes. The classification results are summarized in Table 2,
while Table 3 displays the precision, recall, and Fl-scores.

Table 2. Densenet-161 classification results.

Network Accuracy Macro-F1 Micro-F1
Dense-Net 161 95.5% 95.4% 95.5%

Table 3. Precision, recall, and F1-score.

Precision Recall F1-Score
Carrying Backpack 0.97 0.97 0.97
Carrying Luggage Case 0.94 0.99 0.96
Carrying Messenger Bag 0.95 0.92 0.93
Carrying Nothing 0.97 0.94 0.95
Carrying Other 0.96 0.96 0.96
Average 0.958 0.956 0.954

The DenseNet-161 model achieved an overall accuracy of 95.5%. The loss curve of the
model, as shown in Figure 6, indicates a steady decrease in loss during the training process
with no apparent signs of overfitting.

—— Train
Valid
2.517

2.0

1.5 1

Loss

1.0 1

N,

0.0+

T T T T T T
0 5 10 15 20 25 30 35 40
Epochs

Figure 6. The loss curve for DenseNet-161 model.

The confusion matrix in Figure 7 shows the distribution of true and predicted class
labels. The diagonal elements represent the number of correctly classified instances, while
off-diagonal elements indicate misclassifications. From the confusion matrix, it is evident
that the DenseNet-161 model performed well in classifying most instances, particularly
in the Carrying Backpack and Carrying Luggage Case categories, with a high number
of correctly classified instances. The model exhibited some confusion between Carrying
Messenger Bags and Carrying Luggage Cases. However, overall, the model exhibited high
accuracy in correctly identifying the objects that individuals are carrying.
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Figure 7. Confusion matrix for DenseNet-161 model.

The ROC (Receiver Operating Characteristic) curve, shown in Figure 8, demonstrates
the performance of the DenseNet-161 model at various classification thresholds. Based on
the provided information, it appears that this model performed very well in classifying
images into different classes based on baggage carried.

ROC Curves

1.0 1

0.8

0.6

0.4 4

True Positive Rate (TPR)

0.2 -

004 *

—— carryingBackpack (AUC = 1.00)
—— carryingLuggageCase (AUC = 0.99)
—— carryingMessengerBag (AUC = 0.97)
—— carryingNothing (AUC = 1.00)

—— carryingOther (AUC = 1.00)

0.4 0.6 0.8 1.0

False Positive Rate (FPR)

Figure 8. ROC curve for DenseNet-161 model.

In summary, the DenseNet-161 model demonstrated excellent performance in de-
tecting and classifying human-carried baggage based on the bag type, with an overall
accuracy of 95.5%. The model performed well across all five classes, as evidenced by the
high precision, recall, and Fl-score values. Additionally, the average time taken for all
epochs was 1 min and 41 s.

4.1.2. EfficientNet B5 Results

The EfficientNet B5 model performance metrics, including precision, recall, and F1-
score, were calculated for each of the five classes. The classification results are summarized

in Table 4, while Table 5 displays the precision, recall, and Fl-scores.

Table 4. EfficientNet B5 classification results.

Network

Accuracy

Macro-F1

Micro-F1

EfficientNet-B5

97.3%

97.2%

97.3%
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Table 5. Precision, recall, and Fl-score.

Precision Recall F1-Score
Carrying Backpack 0.97 0.97 0.97
Carrying Luggage Case 0.97 0.98 0.98
Carrying Messenger Bag 0.98 0.95 0.96
Carrying Nothing 0.97 0.97 0.97
Carrying Other 0.98 0.99 0.98
Average 0.974 0.972 0.972

The EfficientNet B5 model achieved an overall accuracy of 97.3%. The loss curve of
the model, presented in Figure 9, demonstrates the consistent decrease in loss during the
training process, with no apparent signs of overfitting.

— Train

231 valid

2.0

1.5

Loss

1.0

0.5 1

0.0

0 5 10 15 20 25 30 35 40
Epochs

Figure 9. Loss curve for EfficientNet B5 model.

The confusion matrix depicted in Figure 10 shows the distribution of the true and
predicted class labels for the classification task. The EfficientNet B5 model displayed a
strong performance in accurately classifying the baggage carried by individuals, with
a high number of instances correctly labeled for each class. However, this model also
exhibited some confusion between Messenger Bags and Luggage Cases, which could be
due to the similarity in features and the impact of data augmentation on luggage cases.
Despite this, the model maintained high object identification accuracy.

Figure 10. Confusion matrix for EfficientNet B5 model.

The ROC curve, illustrated in Figure 11, depicts the performance of the EfficientNet
B5 model at various classification thresholds. The high AUC scores for each class indicate
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a strong classification performance. Therefore, based on the given information, it can be
inferred that this model performed very well in accurately classifying images of people
carrying different types of baggage into various classes.

ROC Curves
1.0 4 7
F: -
P
I”
,I

0.8 L
- I’
o -

”
g
Y 0.6 e
2
2 e
= ,’
§ 0.4 4 e
-
g /” .
= ~ —— carryingBackpack (AUC = 1.00)
-
0.2 - /' carryingLuggageCase (AUC = 1.00)
s —— carryingMessengerBag (AUC = 0.99)
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Figure 11. ROC curve for EfficientNet B5 model.

In summary, the EfficientNet B5 model exhibited exceptional performance in detecting
and classifying human-carried baggage based on bag type, achieving an overall accuracy
of 97.3%. The model performed well across all five classes, as evidenced by the high preci-
sion, recall, and F1-score values. Comparatively, the EfficientNet B5 model outperformed
the DenseNet-161 model in terms of overall accuracy and individual class performance.
Additionally, the average time taken for all epochs was 1 min and 32 s.

4.1.3. Hyper Model Results

The hyper model is an ensemble technique that combines the predictions of multiple
individual models, in this case, the DenseNet-161 and EfficientNet B5 models. The model
performance metrics, including precision, recall, and Fl1-score, were calculated for each of
the five classes. The classification results are summarized in Table 6, while Table 7 displays
the precision, recall, and F1-scores.

Table 6. Hyper model classification results.

Network Accuracy Macro-F1 Micro-F1
Hyper Model 98.65% 98.6% 98.65%
Table 7. Precision, recall, and F1-score.
Precision Recall F1-Score
Carrying Backpack 0.99 0.98 0.98
Carrying Luggage Case 0.99 0.99 0.99
Carrying Messenger Bag 0.98 0.97 0.98
Carrying Nothing 0.98 0.99 0.99
Carrying Other 0.99 0.99 0.99
Average 0.986 0.984 0.986

The hyper model achieved an overall accuracy of 98.65%. This represents an im-
provement over the individual DenseNet-161 and EfficientNet B5 models. The ensemble
technique effectively leverages the strengths of both models to achieve a better classification
performance. The loss curve of the hyper model, presented in Figure 12, demonstrates a
consistent decrease in loss during the training process, with no apparent signs of overfitting.
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Figure 12. Loss curve for hyper model.

The confusion matrix in Figure 13 provides an overview of the true and predicted class
labels’ distribution for the classification task. The hyper model demonstrated an impressive
performance by accurately classifying the baggage carried by individuals, with a high
number of instances correctly labeled for each class. The model showed high accuracy
for all classes, with only a few misclassifications, owing to the combination of strengths
from DenseNet-161 and EfficientNet B5. Therefore, the confusion matrix indicates that this
model is effective in accurately classifying the baggage carried by individuals, making it
useful in various applications that require object recognition and classification.

350

300

250

200

Figure 13. Confusion matrix for hyper model.

The ROC curve, depicted in Figure 14, demonstrates the performance of the hyper
model at various classification thresholds. The high AUC scores observed across all classes
are indicative of this model’s ability to accurately distinguish between the various categories.
This performance is attributed to the synergistic benefits derived from the combination of
DenseNet-161 and EfficientNet B5.

In summary, the ROC curve provides compelling evidence of the hyper model’s
ensemble robustness and efficacy in image classification tasks involving people carrying
baggage. The observed high AUC scores validate this model’s exceptional performance,
thereby affirming its suitability for real-world applications. Additionally, the average time
taken for all epochs was 2 min and 35s.
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4.2. Comparison with Existing Techniques

In this section, we compare the performance of three models—DenseNet-161, Effi-
cientNet B5, and the proposed Hyper Model ensemble—with existing techniques used
for human-carried baggage classification. Table 8 summarizes the classification results
of various methods, including the two models and the proposed hyper model ensemble
developed in this study.

Table 8. Comparison of classification results with existing techniques.

REF Method Accuracy Macro-F1 Micro-F1 Av.
F1-Score
[29] CNNR + DA + TL - - - 0.91
Our previous work o o o
[30] (DenseNet-161) 98.25% 98.28% 98.25% 0.983
- DenseNet-161 95.5% 95.4% 95.5% 0.954
- EfficientNet B5 97.3% 97.2% 97.3% 0.972
Hyper Model o o o
(Proposed Model) 98.65% 98.6% 98.65% 0.986

Note: The dash symbol (“—") indicates that certain values were not available or were not addressed by the
respective researchers in their publications.

As shown in Table 8, the hyper model ensemble achieved the highest overall accuracy
and F1-score among all the techniques. The ensemble technique effectively combined the
strengths of DenseNet-161 and EfficientNet B5 models to achieve a superior classification
performance.

Figure 15 provides a visual representation that contrasts the performance metrics
of DenseNet-161, EfficientNet B5, and the hyper model ensemble against established
techniques, focusing on overall accuracy, macro-F1, micro-F1, and the average Fl-score.
The delineated results underscore the pronounced advancements that the proposed models
bring forth in comparison to traditional methods.

In summary, the DenseNet-161, EfficientNet BS, and hyper model ensemble manifested
an unparalleled proficiency in the detection and classification of human-carried baggage
categorized by bag type. Notably, the ensemble technique warrants deeper investigation, as
it showcases promise for enhancing object classification endeavors across diverse real-world
applications.
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4.3. Discussion and Performance Analysis

In this section, we critically evaluate the performance of DenseNet-161, EfficientNet B5,
and the hyper model ensemble in the classification of human-carried baggage. We reflect
on the effectiveness of these models, delve into their unique architectures, and discuss
their advantages over traditional methods. Additionally, we identify limitations in our
current approach and propose potential directions for future research, aiming to enhance
the models’ applicability and robustness in real-world scenarios.

4.3.1. Effectiveness of the Models

This study’s experimental results demonstrate the effectiveness of DenseNet-161,
EfficientNet B5, and the hyper model ensemble in classifying human-carried baggage based
on bag types. These models outperformed existing techniques, including custom CNN
(CNNR + DA + TL) and a DenseNet-161 model informed by the human viewing direction.

4.3.2. Architectural Advantages

DenseNet-161 and EfficientNet B5’s standout performance can be attributed to their
unique architectures and design principles. DenseNet-161, with its dense connections,
mitigates the vanishing gradient problem, enhances feature propagation, and fosters feature
reuse. EfficientNet B5 scales the network depth, width, and resolution harmoniously,
contributing to both efficiency and accuracy.

4.3.3. Ensemble Approach

Our hyper model ensemble, which blends DenseNet-161 and EfficientNet B5, further
boosts classification accuracy. This ensemble strategy, known for reducing overfitting and
enhancing generalization, harnesses varied predictions from multiple models, showing
significant promise in advancing object classification in practical scenarios.

4.3.4. Identified Limitations and Future Directions
1.  The Dataset’s Size and Diversity:

e  Current Limitation: Our study used 2000 images per class from the 19,000-image
PETA dataset. While this sample size was optimal in our experiments, it has
limitations.

e  Future Research: Employing larger and more diverse datasets could improve
these models’ generalizability and robustness. This expansion can help the
models avoid overfitting to better handle varied real-world scenarios.
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2. Real-Time Performance:

e  Current Limitation: The computational demands of DenseNet-161 and Efficient-
Net B5 pose challenges for real-time applications.

e  Future Research: Exploring model optimization techniques, such as compression,
pruning, and efficient deployment on edge devices, could make these models
more viable for real-time use.

3.  Transfer Learning and Domain Adaptation:

e  Future Research: There is potential to adapt these models to related tasks, such
as baggage content classification or anomaly detection, using transfer learning
and domain adaptation techniques.

4. Multi-Object Detection:

Current Limitation: Our research was limited to a maximum of five classes.
Future Research: Expanding the model to accommodate a larger number of
classes could enable comprehensive multi-class classification to a greater extent,
which is crucial for broader applications.

In summary, this research validates the capability of DenseNet-161, EfficientNet B5,
and the hyper model ensemble to classify objects within human-carried baggage. While
these models demonstrate exceptional precision, there is room for further development,
particularly in expanding their applicability to diverse object classification and detection
scenarios. Future studies should focus on enhancing multi-class classification capabilities,
thereby broadening the range of identifiable objects. This work lays a foundational bench-
mark for future advancements in sophisticated object classification and detection methods.

5. Conclusions

In this research, we propose a novel hyper model ensemble for detecting and classify-
ing human-carried baggage based on baggage types in video surveillance systems. The
Fastai framework was leveraged to combine the strengths of DenseNet-161 and EfficientNet-
b5 pretrained models, resulting in enhanced accuracy and robustness. We utilized the
PETA dataset, automatically re-annotating it into five classes corresponding to baggage
types, and implemented an effective pre-processing pipeline to optimize the performance
of our model. Furthermore, we employed the fit-one-cycle policy to expedite the training
time while simultaneously improving model accuracy.

Our experimental results demonstrate the efficacy of the proposed hyper model en-
semble, achieving an impressive accuracy of 98.6%. This surpasses existing methodologies
in terms of accuracy, macro-F1, and micro-F1. The demonstrated potential of our hyper
model ensemble in improving the detection and classification of human-carried baggage
in video surveillance systems opens avenues for future research, such as integrating our
model with object detection algorithms like Faster R-CNN, which could further enhance
baggage detection performance.
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