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Abstract: This paper offers an in-depth review of the latest advancements in the automatic generation
of medical case-based multiple-choice questions (MCQs). The automatic creation of educational
materials, particularly MCQs, is pivotal in enhancing teaching effectiveness and student engagement
in medical education. In this review, we explore various algorithms and techniques that have been
developed for generating MCQs from medical case studies. Recent innovations in natural language
processing (NLP) and machine learning (ML) for automatic language generation have garnered
considerable attention. Our analysis evaluates and categorizes the leading approaches, highlighting
their generation capabilities and practical applications. Additionally, this paper synthesizes the
existing evidence, detailing the strengths, limitations, and gaps in current practices. By contributing
to the broader conversation on how technology can support medical education, this review not only
assesses the present state but also suggests future directions for improvement. We advocate for the
development of more advanced and adaptable mechanisms to enhance the automatic generation of
MCQs, thereby supporting more effective learning experiences in medical education.

Keywords: automatic question generation (AQG); case-based multiple-choice questions (MCQs);
ontology; natural language processing (NLP); machine learning (ML); deep learning (DL); large
language model (LLM)

1. Introduction

Multiple-choice questions (MCQs) play an important role in automating the assess-
ment of domain knowledge of students in a variety of disciplines [1,2]. In addition, the
flexible administration of MCQs helps optimize knowledge assessment interventions. The
manual development or generation of MCQs is cumbersome since it requires a high level
of expertise to construct distractors or wrong options, the key or correct option, and the
stem/question. Different MCQs, including odd-one-out, fill-in-the-blank, and wh-type,
aim to examine the cognitive skills of students. To avoid the challenges of manual MCQ
generation, machine learning and semantics-based approaches aid in the formulation of
heterogeneous MCQ stems via automatic question generation (AQG). However, MCQs
produced via automation need to be investigated for grammatical accuracy by semantics-
oriented procedures, which reutilize the original content to produce Cloze/fill in the blank
questions. Research suggests that combining machine learning and semantic-based tech-
niques can be used to create multiple-choice questions (MCQs) with minimal grammatical
and context problems [1].
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The automation of MCQs in the medical education domain requires high-level skills
and expertise in the medical domains [3,4]. To ensure the quality of automatically generated
questions, various psychometric evaluation methods can be employed to assess their
effectiveness. These methods help in determining the ability of the questions to discriminate
between different levels of student knowledge, thereby enhancing the learning process. The
evaluation of generated MCQs should be followed by a thorough psychometric analysis to
validate their quality and ensure that they meet educational standards.

Medical case-based MCQs, in education, stand out for their emphasis on thinking
skills over basic memorization [5]. These questions present scenarios that require students
to analyze and synthesize information in order to arrive at solutions [6]. Studies suggest
that using case-based assessment methods leads to performance and deeper learning
compared to methods that focus on rote memorization [7]. Case-based learning in education
aims to blend biomedical knowledge with real-world applications through patient cases,
encouraging students to provide detailed responses rather than simple regurgitation of
facts [8]. Moreover, the utilization of Case Based Reasoning (CBR) in Question Answering
Systems showcases the effectiveness of matching cases with previous ones for accurate
diagnoses, highlighting the value of case-based approaches in medical evaluations [9].

Recent evidence emphasizes a set of rules to effectively collate a reference set fol-
lowed by the case-based compilation of the MCQs [10]. In addition, the assessment of the
similarity of the parse structures of various case-based MCQs via automation improves
their alignment and restructuring that aims to evaluate the domain knowledge of medical
students. Importantly, the quality assessment of the automation of MCQs is highly nec-
essary to nullify the risk of conceptual errors. The other improvement processes include
feedback generation, presentation improvement, formulation of the automated template,
and question structure enrichment [2].

The primary objective of this study is to provide academics and practitioners with a
thorough summary of the research conducted in the domain of automated medical case-
based MCQ generation. The study has several notable contributions, which are outlined
as follows:

1. Provide a concise summary of the format of medical case-based multiple-choice
questions (MCQs).

2. Offer a comprehensive examination of approaches used for generating medical case-
based MCQs automatically.

3. Present applications of medical case-based MCQ auto-generation.
4. Give insight into evaluation and validation of automatically generated medical case-

based MCQs.
5. Provide a concise overview of potential improvements and future research directions.

The structure of this paper is as follows: We first represent the structure of medical
case-based MCQs and their components. Following that, we present a comprehensive
explanation of methodologies for generating MCQs based on medical cases, as well as their
applications. Then, we provide a comprehensive overview of the evaluation and validation
of automatically generated MCQs. We finally identify the various research future directions
and potential areas for further investigation.

2. Methods

The purpose of this paper is to analyze and synthesize the existing research on case-
based MCQ generation, with a specific focus on the medical domain. This review aims to
identify gaps in the current knowledge, highlight the progress made, and suggest directions
for future research. The primary inquiry driving this analysis is as follows: what are the
approaches employed to produce medical case-based multiple-choice questions (MCQs)?

We performed an extensive literature search on various databases, such as PubMed,
Scopus, and Web of Science to ensure comprehensive and thorough coverage of important
works in the field. The search strategy was designed to incorporate a blend of pertinent
terms and phrases related to our subject matter, employing Boolean operators (‘AND’, ‘OR’)
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to enhance and concentrate the search. The search strategy incorporated a combination of
keywords and phrases as follows: ‘Automatic MCQs generation’ AND ‘medical case-based’
OR ‘item auto-generation’, tailored to capture the broad spectrum of research on automatic
generation of MCQs in the medical field. The search was limited to articles published in
English and focused on the most recent developments in the field.

3. Background and Context

The development of automated multiple-choice questions (MCQs) has transformed
significantly over time, evolving from a tool focused primarily on testing basic knowledge
recall to one that assesses more complex cognitive skills in medical education [6,11]. Ini-
tially, MCQs were introduced to efficiently evaluate large numbers of students, providing
a standardized method for assessing factual knowledge across various subjects. Their
primary purpose was to test learners’ ability to remember and reproduce information, a
necessary but limited form of assessment. As medical education advanced and its demands
became more intricate, the role of MCQs expanded. They are no longer restricted to simple
knowledge recall but are now used to test higher-order thinking skills that are critical for
medical professionals.

Today, MCQs in medical education encompass the evaluation of complex cognitive
abilities, such as clinical reasoning, decision-making, and problem-solving [4,6]. In both
formative and summative assessments, they have become important tools. In formative
assessments, MCQs offer immediate feedback, allowing learners to identify and improve
areas of weakness. In summative assessments, they provide a comprehensive measure of
a student’s knowledge and critical thinking, ensuring readiness for professional practice.
Importantly, case-based MCQs can simulate real-life medical scenarios, requiring students
to apply their knowledge in diagnosing conditions and making treatment decisions. This
shift from assessing simple recall to evaluating critical thinking and decision-making has
solidified MCQs as a crucial component of medical training, preparing students to navigate
the complexities of healthcare.

Automating the generation of MCQs offers significant advantages over manual meth-
ods, primarily through its ability to quickly produce large volumes of questions, reducing
the time and effort required by educators [12,13]. This automated approach not only saves
time but also minimizes the potential for human errors in question creation. Automated
MCQs can be tailored to align with specific educational objectives, ensuring that each
question targets the intended learning outcomes and covers a broad range of cognitive
skills, from basic recall to higher-order thinking [14]. This customization allows for more
consistent and objective assessments, while also adjusting difficulty levels as needed. Addi-
tionally, automated MCQs are designed to present clear and concise questions, minimizing
cognitive load on learners and allowing them to focus on the content being assessed,
improving both the efficiency of the testing process and the overall learning experience.

Moreover, automated MCQ generation supports a variety of learning environments,
including large-scale e-learning platforms and personalized learning programs [15]. In
such settings, automatically generated MCQs can help learners assess their knowledge in-
dependently, facilitating continuous learning and self-assessment. This method of question
generation is particularly beneficial in medical education, where learners must master a
broad and constantly evolving body of knowledge.

Recent advancements in artificial intelligence (AI) and natural language processing
have enabled the creation of automated MCQs that can assess higher-order thinking skills,
such as critical thinking and problem-solving [1,16]. These AI-driven systems can analyze
huge amounts of medical literature to generate questions that test a learner’s ability to
apply knowledge in real-world scenarios. Automated MCQs can include changing levels
of difficulty and integrate distractors (incorrect answer choices) that challenge the learner’s
understanding of the material. This capacity to generate complex and nuanced questions
makes automated MCQs a powerful tool in modern medical education.
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However, automating MCQ generation presents several challenges, particularly in the
medical field where the accuracy and relevance of questions are crucial [17]. The quality of
automated MCQs largely depends on the system’s ability to extract and structure relevant
information from medical literature, generate plausible distractors, and stay updated
with the latest research and clinical guidelines. These challenges are compounded by
the complexity of medical knowledge and the rapid pace of advancements in the field.
Another significant challenge is maintaining the semantic and structural consistency of
questions. Automated systems must ensure that the MCQs they generate are aligned with
the educational objectives and standards of the curriculum. In some cases, the complexity
of medical knowledge can interrupt the system’s ability to accurately capture and assess
key concepts. Ensuring that automatically generated questions are free from bias and
capable of evaluating a wide range of cognitive skills remains an ongoing area of research.

A study comparing the quality of MCQs generated through automated item gener-
ation (AIG) with those created manually found no significant differences in the overall
quality or the cognitive domain assessed by the questions [16]. Both methods were able to
produce high-quality questions that evaluated higher-order cognitive skills, demonstrat-
ing that automated systems can effectively complement traditional question generation
methods. However, this study also highlighted the importance of careful oversight and val-
idation in the automated generation process to ensure that the questions are both accurate
and relevant.

In conclusion, while automated MCQ generation offers significant advantages in
terms of efficiency and scalability, it also presents challenges that need to be addressed
to ensure the quality and accuracy of the questions. As medical education continues to
evolve, the integration of automated MCQs—especially those driven by AI—will likely
play an increasingly important role in assessing both knowledge and critical thinking skills.
However, ongoing research and refinement of these systems are crucial to overcoming the
current limitations and ensuring that automated MCQs meet the high standards required
in medical education.

4. Case-Based Reasoning (CBR) in Medical Education

Case-based reasoning (CBR) is an approach to problem-solving that uses historical
cases to understand and address new problems [9,18,19]. In medical education, CBR is
particularly valuable because it mirrors the real-life process of clinical decision-making.
Physicians often draw on their knowledge of previous patient cases to diagnose and treat
new patients with similar symptoms or conditions.

CBR involves several key steps:

1. Understanding the Patient’s Problem: The first step in CBR involves thoroughly
understanding the patient’s symptoms and medical history, which helps in forming
an initial idea about the possible medical conditions the patient might have.

2. Knowledge Application: Students apply their knowledge of anatomy, organ systems,
and pathology to reason about the disease processes that could explain the patient’s
symptoms, which is crucial for accurate diagnosis.

3. Pattern Recognition: Students learn to recognize patterns in patient problems and
compare them with illness scripts, which are mental representations of diseases based
on previous cases they have studied or encountered.

4. Systematic Discussion: Through systematic discussion, students elaborate on the
possible courses of action from the initial presentation of the patient to the final steps
of clinical management, which helps in refining their clinical reasoning skills.

5. Decision-Making Practice: CBR also involves training students in decision-making
from different perspectives, such as considering the burden on the patient and the
cost for the hospital, which is essential for holistic patient care.

6. Case Vignettes: Students work with case vignettes that present different medical
scenarios, helping them practice and apply their clinical reasoning skills in a controlled,
educational environment.
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This approach is beneficial in medical education, as it helps students develop critical
thinking and diagnostic skills by applying theoretical knowledge to practical, real-world
scenarios. CBR encourages deeper understanding and retention of medical knowledge by
contextualizing learning within realistic clinical cases.

5. Structure of Case-Based MCQs

Case-based MCQs are a popular type of MCQ used in medical education and licensing
exams to assess medical graduates’ skills. A study of 1750 questions used in the German
National Medical Licensing Exam found that 51.1% were case-based questions [20]. These
questions are classified as testing higher-order thinking and problem-solving, discriminat-
ing better between low- and high-information students, and teaching pattern recognition
skills. They have also been used to measure health professionals’ adherence to clinical
practice guidelines and approximate costly approaches for measuring clinical decisions.
However, computerized generation of case-based questions is challenging due to their
structured format and semantically incoherent stems.

Case-based MCQs follow a standard format, consisting of the stem (question), alter-
natives (options), and answer (correct answer) [4]. The stem should be well-defined and
focused, containing the primary concept. Alternatives include all items from which the
user must select one. The answer, also known as the ‘correct answer’ or ‘key’, must be
indisputable and validated by referencing a reliable source for quality control purposes.
However, this citation is used during the question development process and is not in-
cluded in the item presented to examinees. Ambiguous phrases such as ‘frequently’, ‘often’,
‘rarely’, or ‘sometimes’ should be avoided in MCQs, as they can lead to confusion and
misinterpretation. These phrases do not contribute to assessing the student’s knowledge
accurately and may instead test the student’s ability to navigate ambiguities rather than
their understanding of the content. The focus should be on crafting clear and precise ques-
tions that unambiguously assess the student’s knowledge and skills. Distractors, which are
all alternatives that are not the correct answer, are common in health sciences testing, with
three or four being more common. Writing plausible distractors can be challenging when
developing a well-formulated examination. Table 1 provides a real case-based MCQ from
the National Board of Medical Examiners (NBME 2021) displaying the components of a
case-based MCQ [21].

Table 1. The constituents of a case-based MCQ. Note that the answer (key) and the distractors
together form the alternatives.

Case-Based MCQ Example Constituent

“A 23-year-old man comes to the physician because of a 1-week history of painful urination and a clear urethral
discharge. One month ago, he had similar symptoms and completed a course of doxycycline therapy for a
chlamydial infection. He has no previous history of sexually transmitted diseases. He has been sexually active with
one female partner for 2 years, and she takes an oral contraceptive. The examination shows no abnormalities. A
urine polymerase chain reaction test is positive for Chlamydia trachomatis. Which of the following is the most likely
explanation for this patient’s current infection?” [21]

Stem

A. Concurrent infection with Neisseria gonorrhoeae Distractor 1

B. Doxycycline-resistant strain of C. trachomatis Distractor 2

C. Insufficient duration of therapy Distractor 3

D. Reacquisition of infection from his partner Answer
(or key)

E. Sequestration of C. trachomatis in the epididymis Distractor 4
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6. Approaches for MCQ Generation

Creating manual MCQs requires estimation by experts in specific fields, which is a
time-consuming process. Therefore, use of automatic approaches for producing MCQs
from text is a viable alternative. Automatic generation is based on useful units using a
diversity of methods.

6.1. Introduction to Medical Ontologies

Medical ontologies are structured frameworks that organize information in the medical
field [6]. They offer a systematic approach to managing medical knowledge by establishing
relationships between concepts such as diseases, symptoms, treatments, and patient data.
This organization is essential for various applications, including clinical decision support,
medical research, and the generation of educational content.

Medical ontologies can be classified into three main categories [22–24]:

1. Field-Specific Ontologies: Focused on particular areas of medicine, such as gene
ontology (GO) and human phenotype ontology (HPO), these ontologies explore
specific topics like gene functions and phenotypic abnormalities.

2. General Medical Knowledge Ontologies: These include comprehensive terminolo-
gies like Systematized Nomenclature of Medicine—Clinical Terms (SNOMED CT) and
International Classification of Diseases (ICD), which cover a broad range of diseases,
clinical findings, and procedures.

3. Ontologies Addressing Common Misconceptions: These are designed to clarify
and correct frequently misunderstood information in medical fields, thus preventing
errors in clinical practice and improving patient outcomes.

Overall, medical ontologies play a crucial role in providing a structured representation
of medical knowledge. They support clinical decision-making, facilitate research, and
contribute to the development of accurate and reliable educational materials.

6.2. Ontology-Based Approaches

Within the field of medical education, the creation of MCQs plays a crucial role in
assessing and strengthening knowledge. Ontology-based systems have been a funda-
mental approach in automatically generating MCQs among many approaches used [25].
These methods are important in establishing questions that measure a range of medical
information and are based on pre-established templates and rules.

Ontology-driven systems utilize sets of guidelines and patterns to analyze data sourced
from a variety of references, like textbooks, academic papers or medical protocols [26].
MCQs are crafted in accordance with standards encompassing the question itself, the
response, and multiple plausible but incorrect choices. These components play a role in the
sector, where queries often mirror real-world scenarios or educational objectives crucial for
training healthcare professionals.

One key advantage of using ontology-based systems is their ability to consistently
generate high-quality questions [6]. This consistency ensures that the questions maintain a
high standard, which is crucial for MCQs, as it helps ensure the validity and reliability of
assessments in gauging students’ understanding. Moreover, ontology-based systems can
be developed without the need for advanced AI technologies or complex computational
models. By relying on structured medical knowledge and logical relationships, these
systems can produce high-quality MCQs that are both accessible and implementable, even
in environments with limited AI infrastructure.

However, using ontology-based systems to create MCQs also presents several chal-
lenges. A significant issue is the reliance on the input criteria, which must be of high quality
and depth. This necessitates the involvement of field experts to ensure that the generated
questions are both relevant and educationally meaningful [27]. Subject matter experts
play a crucial role in ensuring that the questions are not only medically accurate but also
pedagogically sound. Additionally, regulatory requirements and predefined formats can
limit the diversity and complexity of the MCQs. For instance, certain standards might
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require specific question structures, such as single-best-answer formats, which can restrict
the ability to create questions that assess higher-order cognitive skills like reasoning and
critical thinking [6].

Additionally, while these systems are effective at generating information-based ques-
tions, they may struggle with crafting questions that assess higher-order skills such as
thinking and problem-solving [3]. For instance, an automated system might generate a
basic factual question like ‘what is the causative agent of measles?’, which tests recall
knowledge about measles disease. However, generating a more complex clinical scenario,
such as ‘A 5-year-old patient presents with a 3-day history of fever followed by a rash that
started on the face and spread downwards. What is the most likely diagnosis?’, requires a
deeper understanding of clinical reasoning and decision-making. In this case, the options
might include diagnoses like the common cold, measles, chickenpox, or rosacea, with
‘measles’ being the correct answer. Such questions demand the integration of medical
knowledge and symptom analysis, which automated systems may struggle to produce
without proper contextual understanding. This highlights the importance of utilizing a
method that combines ontology-based systems with strategies to effectively address the
complexities of decision-making when creating questions.

The combination of ontology-based systems, natural language processing (NLP), and
machine learning (ML) helps ensure that the automated generation of MCQs follows a
structured and consistent framework [2,27]. Ontology-based systems provide a systematic
approach by defining the relationships between medical concepts, ensuring that the gener-
ated questions remain contextually accurate and relevant to the domain. Meanwhile, NLP
and ML allow for the dynamic generation of questions that maintain uniformity in terms
of complexity and relevance across different assessments. By leveraging these technologies,
educators can ensure that the MCQs are not only consistent in terms of quality and difficulty
but also align with specific educational goals, reducing human biases and variability in
question creation. This systematic approach improves the reliability and fairness of the
assessment process.

6.2.1. How Does Ontology Work to Generate MCQs?

Ontology is a detailed description of a domain, used to build intelligent applications
and educational tools. It can be created using software like Protégé or languages like OWL
(Web Ontology Language) [1]. There are many components of ontology design that should
be considered to generate MCQs:

• Ontology Components:

Ontology includes concepts (classes), instances (individuals), attributes, relations,
and axioms. Concepts are the abstract groups or categories that describe entities within a
domain [28]. In the generation of medical case-based MCQs, classes might include ‘Patient’,
‘Symptoms’, ‘Diseases’, ‘Treatments’, and ‘Tests’. These classes represent a group of entities
sharing common characteristics. Also, instances are the specific entities or examples of
classes. For example, a patient (A) or a disease (measles) are instances of the respective
classes ‘Patient’ and ‘Diseases’. In addition, attributes are the properties or features that
describe the characteristics of concepts. For example, a patient might have attributes like
age, gender, and medical history. Moreover, relations define how concepts are related to
each other. In the medical ontology, relations can describe interactions like ‘hasSymptom’,
‘hasTestResult’, and ‘givenTreatment’. These relationships help in linking different concepts
together, providing a holistic view of the domain. Axioms are the rules that define the
properties of concepts and their relationships. They help in asserting the truth about the
concepts within the ontology, ensuring consistency and logical coherence. Figure 1 shows
an example of medical ontology on COVID-19 [28]. It represents the relationships and
hierarchical structure of concepts related to COVID-19. It illustrates how different entities
such as viruses, symptoms, treatments, and medical departments are interconnected.
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6.2.2. Rule-Based Generation

The rule-based generation technique combines popular ontologies used to represent
domain information with rules that capture implicit knowledge or reveal new knowl-
edge [29,30]. The rules within the ontology can use logical reasoning to generate new facts
or initiate specified actions. Table 2 illustrates how ontology components, such as entities,
properties, and rules, can be used to create scenarios in the medical domain, which can
then be utilized for generating MCQs based on a rule-based approach.

Table 2. Designing a rule-based ontology in the medical domain for generating MCQs.

Ontology Design Example in Medical Domain

Entities Patient, Symptoms, Diseases, Treatments, Tests, etc.

Properties ‘hasSymptom’, ‘hasTestResult’, ‘givenTreatment’, etc.

Rules
These are the critical aspects of the rule-based ontology. For instance, a rule
could be: “If a patient hasSymptom ‘X’ and hasTestResult ‘Y’, then they
might haveDisease ‘Z’.”

• Ontology Design: The above table shows how to design an ontology using a rule-
based method for creating MCQs based on medical cases [1]. Ontology design involves
structuring and defining entities, properties, and rules to represent knowledge in the
medical domain. Entities are the core components or concepts within the domain
that are relevant to the creation of MCQs. In the medical domain, examples of these
entities include patients, who represent the individuals receiving medical care; symp-
toms, which are signs or indications of a condition or disease; diseases, which are
medical conditions that affect the patient; treatments, which are medical interventions
used to treat diseases; and tests, which are diagnostic procedures used to identify or
monitor diseases.

• Properties: Properties describe the attributes or relationships between entities. In the
medical domain, examples include the property hasSymptom, which indicates the
symptoms experienced by the patient; hasTestResult, which denotes the results of
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diagnostic tests conducted on the patient; and givenTreatment, which specifies the
treatments administered to the patient.

• Rules: Rules are guidelines that explain how entities and properties work together to
create new knowledge or actions. They play a crucial role in a rule-based ontology
system. For example, in the field of medical domain, a rule could be as follows: If
a patient shows symptoms ‘X’ and tests positive for ‘Y’, then they could potentially
have condition ‘Z’. This rule utilizes information about symptoms and test results
to suggest an illness based on the patient’s situation. For instance, if a patient has a
temperature and tests positive for a specific virus, this rule could indicate that the
patient might have an illness linked to those symptoms and test outcomes.

Table 3 presents an example of the generation of medical MCQs based on cases using
a rule-based ontology. An ontology rule is outlined, stating that “If a patient hasSymptom
‘fever’ and ‘rash’, they might haveDisease ‘measles’.” This rule is applied to craft an MCQ,
where a 5-year-old patient presents with a 3-day history of fever followed by a rash that
started on the face and spread downwards. The generated MCQ poses the question (stem)
“What is the most likely diagnosis?” with answer choices including (A) Common cold, (B)
Measles (correct), (C) Chickenpox, and (D) Rosacea. This method exemplifies how precise
rules can be leveraged to produce educational MCQs based on clinical scenarios, ensuring
the questions are relevant and medically accurate.

Table 3. Example of medical case-based MCQ generation by rule-based approach.

Ontology
Rule: “If a patient hasSymptom ‘fever’ and ‘rash’, they might haveDisease ‘measles’.”

MCQ
Generation:

Scenario: “A 5-year-old patient presents with a 3-day history of fever followed
by a rash that started on the face and spread downwards.”

Stem (Question): “What is the most likely diagnosis?”

Options:
(A) Common cold
(B) Measles (correct)
(C) Chickenpox
(D) Rosacea

6.2.3. Template-Based Generation

The process of creating MCQs by utilizing pre-established templates is referred to as
the template-based generation approach [6,22]. This method involves creating templates
with structures allowing for the replacement of elements with appropriate content. One
way to create a template is to have a question format that includes spaces where you can
insert relevant phrases or ideas pertaining to the subject matter. This method simplifies the
process of forming questions by incorporating information into existing templates. While
it guarantees uniformity in question structure, it might lack the adaptability needed for
addressing difficult issues. In Table 4, you can see how ontology architecture is developed
for generating multiple-choice questions based on cases using a template-oriented approach.
Table 5 demonstrates how MCQs are produced through a template-centric method.

Table 4. Creating a structure, for MCQ generation based on templates, in ontology design.

Ontology Design Example in Medical Domain

Entities Diseases, symptoms, treatments, etc.

Attributes Characteristics of the diseases like onset time,
severity, etc.

Relations Links between entities, like a disease causing
certain symptoms.
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Table 5. A sample of creating MCQs based on medical cases using a template-driven method.

MCQ
Template:

“A patient presents with [Symptom1], [Symptom2], and [Symptom3]. What is
the most likely diagnosis?“

Entities: Diseases, e.g., common cold, influenza, allergies

Attributes:
Common Cold: sneezing, runny nose, mild fever.
Influenza: high fever, muscle aches, fatigue.
Allergies: sneezing, itchy eyes, runny nose.

MCQ
Generation:

“A patient presents with sneezing, runny nose, and mild fever. What is the most
likely diagnosis?”

Correct answer: Common Cold

Distractors (wrong choices): Influenza, Allergies

Generating MCQs using both template- and rule-based approaches requires NLP
techniques to create MCQs from text content [26,27,31–33]. NLP typically entails analyzing
and understanding the material, pinpointing concepts or details, and then formulating
questions based on this knowledge. NLP algorithms can assess sentences, recognize
subjects and objects, and leverage these data to craft questions and distractors. This
approach is particularly useful for crafting MCQs that closely align with the content of the
text, ensuring that the questions are contextually relevant and accurate. An example of
generating case-based MCQs using an NLP-based approach is illustrated in Table 6.

Table 6. Example of medical case-based MCQ generation by NLP-based approach.

Case Report
“A 45-year-old male patient presents with fever, cough, and difficulty breathing. Chest X-ray
revealed bilateral pneumonia. The patient traveled recently to a region with a high number of
COVID-19 cases”.

Data Preprocessing • Tokenization: [“A”, “45-year-old”, “male”, “patient”, “presents”, “with”, “fever”. . .]

Information Extraction

• Age: 45
• Gender: Male
• Symptoms: Fever, cough, difficulty breathing
• Findings: Bilateral pneumonia
• History: Traveled to a high-risk COVID-19 region

MCQ Template Creation: “A [age] year old [gender] with a history of [history] presents with [symptom]. What is the most
likely diagnosis?”

Stem Generation: “A 45-year-old male with a history of traveling to a high-risk COVID-19 region presents with fever,
cough, and difficulty breathing. What is the most likely diagnosis?”

Distractor Generation: • Correct answer: COVID-19
• Distractors (using NLP or medical knowledge base): Influenza, Tuberculosis, Common Cold

Generated MCQ:

“A 45-year-old male with a history of traveling to a high-risk COVID-19 region presents with fever,
cough, and difficulty breathing. What is the most likely diagnosis?”
A. Influenza
B. Tuberculosis
C. Common Cold
D. COVID-19

6.2.4. Case-Based MCQ Based on Ontology Applications

Ontology-based systems for generating case-based MCQs represent a significant
advancement in medical education. By leveraging structured information in ontologies,
these systems create questions that closely mimic real clinical situations, enhancing the
learning experience [4,6,11]. These systems provide detailed representations of medical
cases, which help students and professionals assess their diagnostic and clinical decision-
making skills more effectively. This method is particularly useful for equipping medical
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students with the necessary knowledge and skills for real-world patient interactions and for
supporting the continuous professional development of healthcare practitioners, ensuring
their expertise remains current with the latest advancements in medical procedures. Table 7
displays five distinct studies focused on MCQ-generation approaches in the medical field,
including information on the techniques employed and the datasets linked with each study.

Table 7. Different studies in medical case-based MCQ auto-generation.

Study Reference Techniques Used Performance Dataset Description

Karamanis et al.
(2006) [34]

Rule-based approaches:
• The pilot study uses a semi-automatic approach to

generate multiple-choice test items (MCTIs) from medical
text, based on Mitkov et al.’s work [35]. The system
detects important concepts automatically and generates
MCTIs testing factual knowledge. It uses the tf.idf
method to promote key terms, computes distractors, and
selects the best scoring distractors.

The average time taken per MCTI
was around 3 min, which is
significantly faster than manual
production estimates by experts.

Text and the Unified
Medical Language
System (UMLS)

Wang et al.
(2008) [26]

Template-based approaches:
• The paper presents an automatic question generation

system using medical articles and MMTx tools. The
system extracts medical terms and classifies them using
Unified Medical Language System (UMLS) and MetaMap
Transfer (MMTx). It then selects similar templates and
generates questions and answers. Participants can
determine the interestingness of the questions, allowing
dynamic question generation for online assessment and
immediate feedback in medical learning systems.

Experiments conducted on
100 medical articles using
23 question templates on
headache aspects showed
88 accurate questions generated,
with 83 correctly answered.
Mistakes in question generation
were mainly due to insufficiently
defined entries and keywords
in templates.

A mix of text in
diseases, symptoms,
causes, therapies,
medicines
and devices.

Gierl et al.
(2012) [36]

Template-based approaches:
• They use a method to generate medical case-based

questions by involving domain experts who identify
possible diagnoses and related conditions. They build
templates and generate questions per template, using
information from experts to distinguish between
diagnoses. For example, they identified six possible
diagnoses for postoperative fever, set possible values, and
assembled questions based on these conditions. Each
template is specific to a sign or symptom, and questions
generated from the same template can substitute for
exams. Most work is done manually.

The AIG process generated
1248 multiple-choice items for
diagnosing complications with
postoperative fever. The
1248 items were produced in a
total of 6 h across three stages:
Stage 1 (3 h), Stage 2 (2 h), and
Stage 3 (1 h)

Medical case-based
questions.

Khodeir et al.
(2014) [37]

Rule-based approaches:
• They generate diagnostic questions using Bayesian

network knowledge representation, but do not include
standard patient demographics and histories. The most
probable diagnosis is unclear, especially when two
diseases are related to two symptoms.

There is a significant
improvement in the
approximation accuracy of the
student model. The student
model’s ability to estimate or
predict outcomes or behaviors is
enhanced by 40%. Additionally,
the paper mentions a 35%
reduction in the number of
assessing questions needed when
adapted generated questions
are utilized.

Medical case-based
diagnostic questions.

Leo et al.
(2019) [6]

Template-based approach:
• Elsevier MCQ generator (EMCQG) is an MCQG system

based on Elsevier Merged Medical Taxonomy-OWL
(EMMeT-OWL) ontology, using built-in templates to
generate unique, varying-difficulty questions based on
EMMeT-OWL’s classes, relations, and annotations.

The study generated 3,407,493
questions using an approach
implemented by EMCQG.

Clinical dataset
from EMMeT

The primary research gaps noted in Table 7 references are [6,26,34,36,37]: Automat-
ically generated questions have a more simple composition as compared to manually
created questions, typically consisting of only two stem entities and restricting the level of
cognitive complexity. These questions are typically employed to assess the ability of learn-
ers to retrieve acquired knowledge, such as recalling definitions. The absence of advanced
cognitive processes, such as the application of knowledge to novel scenarios, the analysis of
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knowledge, and the exercise of judgment, is a notable constraint in numerous educational
programs. Although basic recall questions have their benefits, creating comprehensive tests
requires a variety of questions that exhibit different patterns and cognitive complexity. It
is crucial to have a wider variety of questions in the development of AI in education to
accommodate various learning styles and cognitive abilities.

6.3. MCQs Generation Using Artificial Intelligence

Artificial intelligence (AI) is transforming the area of automated MCQ generation
from text. With the help of AI tools, educational platforms can generate scenarios that
mirror real-world medical situations, providing students and professionals with hands-on
experiences and tests.

6.3.1. Machine Learning Approaches

Machine learning (ML) is a subset of artificial intelligence that enables machines to
learn from data without being explicitly programmed [38]. It encompasses various ap-
proaches such as supervised, unsupervised, and reinforcement learning, allowing machines
to improve their performance based on past experiences. Machine learning improves the
process of generating MCQs through various technologies. These technologies surpass
simple automation; they empower systems to acquire knowledge from current datasets,
adjust, and gradually enhance the quality of generated questions.

Supervised Learning in MCQ Generation

Supervised learning (SL) has potential applications in the generation of case-based
MCQs in medical education, although the direct application of SL in this domain is still
emerging. SL algorithms, such as decision trees, random forests, and Naive Bayes, have
been explored in the context of text classification and question generation in other domains,
with promising implications for medical training. Several studies have successfully utilized
supervised learning algorithms to recognize medical patterns, which could be applied to
case-based MCQ generation [39,40]. For example, SL models have been shown to effec-
tively classify complex medical data into hierarchical structures that simplify diagnosis [20].
Similarly, decision-tree SL models have demonstrated high accuracy in identifying key
clinical features from patient data, improving diagnostic outcomes [41]. These approaches
illustrate how SL can be leveraged to identify the critical elements necessary for generating
case-based MCQs that assess clinical reasoning. The integration of patient cases, symptoms,
diagnoses, and treatment data into structured formats has the potential to train SL models
to produce accurate and clinically relevant questions, but further research and examples are
needed to illustrate the direct use of SL for this purpose. Thus, while the theoretical foun-
dation exists, future work must provide empirical evidence and detailed methodologies to
show how SL can be used effectively in the medical domain for MCQ generation.

• Recognizing Patterns and Learning: The main goal of SL is to recognize patterns in
medical cases and how questions are formulated based on those cases [42]. For exam-
ple, an algorithm learns to generate questions from patient scenarios by recognizing
specific clinical patterns, such as symptoms or test results that match known disease
profiles [20]. Using supervised learning, the system is trained on labeled medical cases
with the correct diagnoses, allowing it to learn patterns in the data and generate simi-
lar questions that assess a learner’s ability to recognize symptoms and apply clinical
knowledge. In this context, pattern recognition questions (PRQs) focus on identifying
diseases from clinical patterns, requiring the examinee to match presented symptoms
and test results with known disease patterns to make a diagnosis. This approach
helps simplify complex decision-making by breaking down medical reasoning into
smaller, manageable parts, thereby improving diagnosis or classification. In a study by
Swe (2019), the decision tree supervised learning model is used to recognize medical
patterns through a hierarchical structure [41]. The algorithm splits data into branches
based on feature values (such as symptoms or test results), leading to a decision or
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classification at the tree’s leaves. This structure simplifies complex decision-making by
breaking it into smaller, more manageable parts, helping the model learn and identify
key patterns in medical data for improved diagnosis or classification.

• Extracting Features: Feature extraction serves as the phase in learning algorithms,
where crucial characteristics are derived from the training data [43]. In the context of
MCQs, these key elements include scenarios, diagnostic criteria, treatment options and
potential patient outcomes. This process plays a role in understanding the nuances
of presenting cases and dealing with complexities when crafting questions. For
example, decision tree and random forest algorithms are effective for feature extraction
due to their inherent ability to perform feature selection during the model training
process [41]. Random forest is an ensemble learning method primarily used for
classification and regression tasks. It operates by constructing multiple decision trees
during training and outputting the mode of the classes (for classification) or mean
prediction (for regression) of the individual trees. These algorithms split data based
on the most informative features, which helps in identifying and prioritizing features
that contribute significantly to the decision-making process.

• Training and Testing: In the study by Yuan et al. (2017), a two-phase model is pro-
posed to generate questions using supervised learning and reinforcement learning
techniques [44]. Initially, the model is trained with teacher forcing to ensure it learns
the correct sequence of outputs by maximizing the likelihood of ground-truth se-
quences. It is later fine-tuned with policy gradient reinforcement learning to allow
improvements on sequences not encountered during training. The model’s effective-
ness is evaluated using the SQuAD dataset, and this approach can be adapted to
generate medical MCQs by incorporating clinical datasets for relevance and accuracy
in medical education.

Supervised learning has played a role in transforming how case-based MCQs are
created [39]. By harnessing its potential, educators can develop high quality MCQs that
serve as assessment tools while also enhancing deep learning and understanding in medical
education. Continued progress and enhancements in this field will undoubtedly enhance
the efficiency and scope of learning in generating content.

Unsupervised Learning in MCQ Generation

Unsupervised learning (UL), an approach of machine learning, holds the promise to
transform the creation of multiple-choice questions based on cases. Unlike supervised
learning, unsupervised learning (UL) operates without the need for labeled datasets. In-
stead, UL reveals underlying patterns and connections in data [45]. This characteristic is
particularly beneficial for crafting innovative MCQs that can adapt to the changing land-
scape of medical knowledge. UL algorithms analyze literature, case studies and clinical
information to generate MCQs by leveraging their ability to identify patterns and trends.

• Extraction of Features from Unlabeled Data: UL excels at extracting features from
content. The system autonomously identifies concepts such as disease symptoms, diag-
nostic methods or treatment options and incorporates them into relevant inquiries [45].
This feature is particularly useful, for covering an array of topics and ensuring compre-
hensive educational resources. This process indeed exemplifies unsupervised learning
as it involves discovering patterns and features in unlabeled data without predefined
labels or categories.

• Discovery of Patterns and Clustering: The discovery of patterns and clustering,
particularly through algorithms like hierarchical clustering, plays a crucial role in
unsupervised learning (UL) for generating MCQs in medical education [46]. These
algorithms group similar data, aiding in the identification of both common and rare
data for question creation. Additionally, unsupervised information extraction (IE)
techniques provide advantages by identifying important semantic relations between
concepts from unannotated texts, without relying on pre-defined rules or patterns.
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This approach enhances the flexibility and quality of MCQ generation, making it
especially useful in contexts where manually annotated data are unavailable or costly.

• Anomalies Detection: One appealing aspect of unsupervised learning (UL) is its ability
to identify anomalies [47]. In the context of MCQ generation, this entails pinpointing
situations. These instances can serve as the foundation for creating demanding MCQs
that assess a student’s competence in managing scenarios.

A study outlines a framework that uses hierarchical clustering in unsupervised learn-
ing to generate medical question–answer pairs [48]. This approach integrates unsupervised
key phrase detection and a multi-pass decoder, promoting diversity and validity in the
generated pairs. The hierarchical Conditional Variational Autoencoder (CVAE) captures
phrase-level relationships to maintain coherence. By incorporating both structured and
unstructured knowledge, this method enhances the quality of medical questions, mak-
ing hierarchical clustering a valuable tool for automatically structuring and diversifying
medical MCQ generation.

Another study presents the Medical Topic discovery and Query (MedTQ) generation
framework, which employs a hierarchical K-Means UL algorithm to uncover topics and
generate queries from biomedical ontologies [49]. This technique uses a level-by-level
optimization approach, ensuring strong associations within topics. It can be adapted for
MCQ generation by identifying critical concepts and their relationships in medical datasets,
thus facilitating the creation of meaningful and relevant multiple-choice questions.

Unsupervised learning provides a method for developing MCQs centered on scenarios.
By utilizing its capability to detect patterns in data and adjust to information, UL can
greatly improve the availability of current and challenging materials in the medical field.
As it advances, its impact on the evolution of education is set to broaden and become
increasingly significant.

6.3.2. Deep Learning Approaches

Deep learning, a subset of machine learning characterized by the use of neural net-
works with multiple layers, proves to be highly beneficial in the field of medicine due to its
ability to process and analyze large volumes of complex medical data [50]. Approaches
like natural language processing (NLP) and generative adversarial networks (GANs) have
been utilized to create educational materials, such as MCQs. These techniques harness
volumes of literature and case studies to teach models how to generate relevant and
thought-provoking queries. MCQ generation using deep learning techniques has shown
significant potential in the medical field, leveraging neural networks to create high-quality,
relevant questions based on large datasets [51]. Text generation models based on the Tensor-
Flow architecture, an open-source platform developed by Google for machine learning and
deep learning, leverage different algorithms to generate high-quality MCQs. TensorFlow
facilitates the building and training of deep learning models by providing a comprehensive
ecosystem of tools and libraries that support the development of scalable and efficient
machine learning applications [52]. These approaches enable the automatic generation of
MCQs based on medical case reports, providing valuable educational resources for medical
researchers and healthcare providers. By integrating deep learning methodologies into
medical case-based MCQ generation, the system can offer enhanced learning opportunities
and diagnostic support in the medical domain.

A deep learning technique known as the encoder–decoder (sequence-to-sequence)
architecture, introduced by Google, supports end-to-end learning for tasks involving
sequential input and output data [25]. This makes it particularly well-suited for text
processing and generation tasks. The model comprises two components: an encoder, which
processes the input sequence through multiple layers of a recurrent neural network, and
a decoder, which uses similar layers to generate the output sequence. A recurrent neural
network (RNN)-based model is a type of sequence-to-sequence deep learning algorithm
designed to process sequential data by maintaining a “memory” of previous inputs through
hidden states. This memory allows the model to capture dependencies between data
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points in a sequence, making it effective for tasks in text generation. This architecture is
particularly effective for tasks involving sequences, such as the automatic generation of
MCQs. In the study [53], question–answer pairs are generated using a knowledge graph
combined with an RNN-based model. Keywords are extracted from the graph and then
used in a sequence-to-sequence RNN model to create questions. The encoder–decoder
architecture uses a bi-directional RNN with 1000 neurons in the hidden layer. Training
on 1 million questions from Wiki Answers, the framework consists of two modules: one
extracts entity knowledge, and the other generates questions. The RNN model achieved
higher BLEU (Evaluating Matric) scores compared to phrase-based machine translation
and template-based methods.

Another approach is generative adversarial networks (GANs) that are composed of
two models: a generator and a discriminator [54]. The generator creates synthetic data,
while the discriminator evaluates whether the data are real or generated. GANs have been
successful in generating content such as images and text. In the medical field, GANs can be
used for auto-generating MCQs by generating synthetic patient cases and questions, while
the discriminator evaluates the quality. This process can help create diverse, realistic MCQs
to simulate clinical scenarios, improving medical education and assessment outcomes.

6.3.3. Natural Language Processing (NLP)

Advances in natural language processing (NLP), a subset of deep learning, have en-
abled machines to better understand and generate human-like text [55]. NLP techniques
are essential to generative models, such as Bidirectional Encoder Representations From
Transformers (BERT) and Generative Pretrained Transformer (GPT), which are commonly
applied in the automatic generation of medical MCQs [56]. These models excel at handling
complex text generation tasks, including interpreting medical case studies and creating
realistic questions. By leveraging transformer-based models, NLP has enhanced the devel-
opment of MCQs. The following expanded explanation details how NLP streamlines each
stage of generating MCQs in the field:

Medical Case Scenario Analysis and Extraction of Key Information

Medical case scenarios contain a wealth of data and complex medical terminology [6].
Utilizing NLP methods, these scenarios are broken down to reveal aspects like symptoms,
patient history, diagnosis details and treatment results.

• Entity Recognition: Advanced NLP models perform Named Entity Recognition (NER)
to identify and classify specific entities (e.g., diseases, drugs, symptoms) within the
text [6]. This process helps in categorizing the information that can later be used to
construct the stem of an MCQ.

• Contextual Understanding: NLP techniques used in generative models, like BERT, ex-
cel in interpreting the context of medical text [57]. For instance, BERT can differentiate
between multiple meanings of the word “cold” (virus or temperature) based on the
surrounding context. Its bidirectional architecture allows it to understand text from
both left-to-right and right-to-left, which is essential for accurate medical text genera-
tion. By using these capabilities, BERT enhances the quality of automatically generated
medical MCQs, ensuring contextually appropriate and accurate question formation.

Creation of Consistent, Authentic MCQ Prompts

After gathering all the details, it is crucial to convert them into MCQ prompts. This
goes beyond making changes to the language; it involves incorporating knowledge into a
framework that effectively evaluates understanding [6].

• Scenario Simulation: NLP can be used to simulate clinical scenarios that are realistic
and relevant to the curriculum [58]. This involves creatively integrating different pieces
of extracted information to form a scenario that mirrors real-life clinical situations.

• Generation of Content: Content generation involves the use of tools like GPT, which
have been trained on extensive text data to produce coherent and contextually relevant
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text [58]. Through natural language processing (NLP), these models generate content
by predicting the next word in a sequence based on the preceding words. This
capability allows for the construction of statements that adhere to typical medical
evaluation standards while maintaining flexibility in expression. By leveraging the
predictive power of NLP, these tools can generate questions and educational content
that are both accurate and reflective of common medical scenarios, thereby enhancing
the quality and relevance of the material.

Generation of Plausible Incorrect Options (Distractors)

Distractors are the incorrect options provided in an MCQ that are designed to be
reasonable and challenging, without being misleading, in order to test the student’s knowl-
edge. Evaluating the learner’s comprehension and capacity to apply knowledge critically
is of utmost importance.

• Similarity and Distinction of Semantic Content: Techniques like semantic analysis
enable NLP models to provide distractors that possess both similarity with and distinc-
tion from the correct response [59]. For instance, in a question regarding a treatment,
the distractor options may consist of different pharmaceuticals that are suitable for
related problems but are not suitable for the specific case specified in the question.

• Analysis of Error Patterns: NLP can evaluate patterns in students’ misinterpretations
of comparable instances, enabling the creation of distractors that mirror prevalent
mistakes in the medical domain [60].

6.3.4. MCQ Generation Using AI Transformers

The use of AI transformers to generate medical case-based MCQs demonstrates a
fusion of artificial intelligence and medical education [56]. Transformers, which belong to a
category of deep learning models, have greatly revolutionized the field of NLP with their
ability to effectively analyze data, understand context, and produce coherent text output.
Their application in crafting MCQs is enhancing the way educators develop materials,
resulting in more engaging, pertinent and challenging assessment tools.

AI transformers employ self-attention mechanisms, which allow the model to weigh
the importance of different words in a sentence relative to each other [61]. This technique
enables the processing and understanding of large amounts of data simultaneously, rather
than sequentially, enhancing the model’s ability to capture contextual relationships and
dependencies within the text. This capability allows people to grasp the nuances of medical
case stories and extract details that can be used to formulate multiple-choice questions. The
various functions of AI transformers in generating MCQs are as follows:

• Understanding Context: Transformers can understand the shades of meaning in terms
and concepts, setting them apart from other models in a case study setting [62]. This
deep understanding allows for the creation of MCQs that are clinically precise and also
intricately linked to context assessing students’ capacity to apply medical knowledge
in challenging real-world situations.

• Data Scalability: Experts can significantly enhance the capabilities of transformers
by training them using a diverse mix of textbooks, journals, and case studies. This
method allows transformers to capture a broader and more comprehensive range of
information compared to traditional approaches like rule-based systems and long
short-term memory (LSTM) networks, which often struggle with complex and varied
medical data [63]. By leveraging this training, transformers can generate MCQs across
different medical fields and specialties, offering flexible and scalable solutions to meet
the growing demand for high-quality educational materials.

• Innovative Question Formulation: Transformers have sophisticated NLP capabilities
that enable them to generate innovative and creative questions and answers [64].
Automated systems could generate subtle distractors (incorrect answers) that closely
resemble typical misunderstandings or mistakes in clinical reasoning. This is achieved
by training the models on large datasets that include examples of common errors and



Big Data Cogn. Comput. 2024, 8, 139 17 of 32

misconceptions in medical practice. By analyzing these patterns, the models can pro-
duce distractors that are both plausible and challenging. This approach improves the
instructional significance of the MCQs by encouraging students to engage in critical
and discriminative thinking. One common method to evaluate the effectiveness of
distractors is through item analysis, which involves statistical techniques to examine
how test-takers respond to each option [65]. This can help identify which distractors
are working well and which are not. In addition, distractors are reviewed by subject
matter experts [66]. These experts can assess whether the distractors are plausible
and relevant to the question being asked, ensuring they align with the guidelines of
standardized exams like the United States Medical Licensing Examination (USMLE)
and Comprehensive Osteopathic Medical Licensing Examination (COMLEX) of the
United States. Moreover, analyzing how students interact with the distractors can
provide valuable insights. If a distractor is never chosen, it may be too obviously
incorrect. Conversely, if a distractor is chosen too frequently, it might be misleading
or too similar to the correct answer. Tracking the number of times each distractor is
selected can help identify which ones are effective and which need revision. Also,
observing when and how often students engage with the practice quizzes can also
indicate distractor effectiveness. For instance, if students frequently access quizzes
and attempt questions multiple times, it suggests that the distractors are challenging
enough to encourage repeated practice, which is a sign of their effectiveness. An-
other way to assess these distractors is collecting feedback from students about the
distractors, which can provide direct insights into their effectiveness. Students can
report if they found certain distractors confusing or too easy to eliminate, which can
help in refining the questions to better assess their knowledge. Also, using statistical
methods to analyze the performance of distractors can provide objective data. For
example, item analysis techniques like the discrimination index can measure how
well a distractor differentiates between high-performing and low-performing students.
A good distractor should be more likely chosen by students who do not know the
correct answer.

Although the utilization of transformers in the generation of MCQs shows potential,
there are still obstacles to overcome, such as guaranteeing the clinical relevance and accu-
racy of the generated questions and avoiding the introduction of cognitive biases, such
as confirmation bias (favoring information that confirms existing beliefs), availability bias
(relying on easily accessible information), and anchoring bias (overemphasizing initial
information) [67]. These biases in training data can lead to biased outputs in AI-generated
content, which could mislead students or misrepresent medical knowledge. Therefore,
careful evaluation and validation processes are essential to identify and mitigate these
biases, ensuring that the generated questions are fair, unbiased, and educationally valu-
able. Ongoing collaboration among AI developers, medical educators, and clinicians is
crucial to tackle these difficulties and enhance the technology [68]. The future of utilizing
AI transformers in medical education is focused on advancing integration by combining
multimodal data, such as clinical imaging, into the development of MCQs. Additionally,
there is a growing interest in researching interactive, AI-driven simulations to enhance
learning experiences with greater dynamism.

AI transformers are significantly enhancing medical education by utilizing their ad-
vanced capabilities to generate case-based MCQs. These transformers play a crucial role in
helping medical students develop critical thinking and clinical reasoning skills by creating
questions that are rich in context, clinically relevant, and educationally valuable [69]. This
approach ensures that the MCQs are aligned with real-world medical scenarios, providing
students with an effective and comprehensive learning experience. As this technology
continues to advance, it holds great promise for further improving and customizing medical
education. The future of AI-powered tools in training the next generation of healthcare prac-
titioners looks bright, with these innovations poised to play a vital role in their education
and preparation.
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6.3.5. Case-Based MCQs Based on AI Applications

Various studies have investigated the utilization of artificial intelligence (AI) and
machine learning to generate MCQs in the medical field. A study conducted a comparison
between MCQs generated by the language model ChatGPT and those created by human
examiners for medical graduate examinations [70]. In the training process, ChatGPT was
trained using a vast amount of text data from the internet, which included books, articles,
and websites, to understand and generate human-like text based on the input it received.
This training helps the AI learn language patterns, grammar, and context. ChatGPT was
specifically tasked with generating 50 MCQs using two standard undergraduate medical
textbooks, Harrison’s and Bailey & Love’s, as references mentioned in the study. The AI was
given prompts related to medical topics, and it created questions based on the information
from these textbooks. To have a direct comparison between the questions generated by
the AI and those created by experienced human educators, two university professors also
created 50 MCQs using the same medical textbooks. All 100 MCQs generated by both
ChatGPT and humans were then randomized and sent to five independent international
assessors. These assessors evaluated the questions based on five criteria: appropriateness,
clarity and specificity, relevance, discriminative power of alternatives, and suitability for
medical graduate examinations. The assessors used a standardized assessment score to rate
each question. The study found that ChatGPT-generated questions were comparable in
quality to those created by humans, except in the relevance domain where AI was slightly
inferior. The AI-generated questions also showed a wider range of scores, indicating
variability in quality. One significant finding was that ChatGPT took only 20 min and 25 s
to generate 50 questions, whereas the human examiners took a total of 211 min and 33 s,
highlighting the efficiency of AI in generating educational content.

Another study was conducted in the generation of MCQs using ChatGPT based on
specific scenarios [58]. ChatGPT was trained using a large dataset of text from the internet,
which included books, articles, and websites, to understand and generate human-like text
based on the input it received. The researchers created a detailed prompt for ChatGPT,
which included specific instructions and context to generate case-based MCQs efficiently,
reducing the need for extensive input from subject matter experts. The prompt incorporated
cognitive and item models, which are frameworks that define the structure and content
of the questions, ensuring that the generated MCQs were relevant and of high quality.
The prompt included detailed medical scenarios and contexts, which guided ChatGPT to
create realistic and contextually appropriate questions that assess higher-order thinking
skills in medical students. By using a well-structured template, the prompt ensured
that ChatGPT could generate a wide variety of questions, covering different topics and
difficulty levels, which is essential for comprehensive medical education assessments.
These prompts included specific instructions and examples to help the model produce high-
quality questions that assess higher-order skills of medical students. After training, the
model’s output was tested and validated by subject matter experts to ensure the generated
MCQs were accurate, relevant, and challenging. This step is crucial to ensure the quality
and reliability of the questions before they are used in educational settings. The results
highlight the potential of ChatGPT in medical education and encourage further research
to explore and optimize its use, marking the beginning of the artificial intelligence era in
this field.

Another investigation evaluated the suitability of AI models such as ChatGPT, Google
Bard, and Microsoft Bing in producing MCQs that require reasoning for undergraduate
medical students [71]. These models were trained using large datasets of text from the
internet, which helped them understand and generate human-like text based on the input
they received. These models use advanced algorithms to predict the next word in a sentence,
allowing them to create coherent and contextually relevant responses. In this study, two
physiologists selected specific competencies from the National Medical Commission of
India’s physiology curriculum, and then, a third physiologist prompted the AI models
to generate five MCQs for each competency. This process was repeated for each of the
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11 modules in the curriculum. ChatGPT generated the most valid MCQs, with a median
validity score of 3 (on a scale of 0–3), while Bard and Bing had slightly lower validity
scores, indicating that ChatGPT’s questions were more accurate and relevant. However,
ChatGPT’s questions were also the least difficult, with a median difficulty score of 1. The
reasoning ability required to answer the MCQs was rated similarly across all three AI
models, with no significant difference, indicating that none of the models could generate
questions that required a high level of subject understanding. This suggests that while
AI can create basic questions, it struggles with more complex, reasoning-based queries.
The study used statistical methods like the Kruskal–Wallis test to compare the distribution
of scores and Cohen’s Kappa to assess the agreement between the two raters, ensuring
the reliability of the results. This rigorous evaluation helps in understanding the current
capabilities and limitations of AI in generating educational content.

Another research paper introduced a novel approach to generating medical text re-
sponses using a bidirectional long short-term memory (Bi-LSTM) and neural network
technology, focusing on the medical aesthetics domain, specifically double eyelid surgery
questions and answers [72]. Bi-LSTMs are particularly useful for tasks that involve under-
standing context from both past and future data points in a sequence. The study utilized
TensorFlow’s Keras (high-level neural network API) to implement a sequential model,
highlighting the embedding layer’s role in processing textual data and the LSTM layer’s
contribution to maintaining contextual consistency in generated text. A unique dataset
comprising queries and answers related to double eyelid surgery was used to train the
model, demonstrating its capability to generate accurate medical text responses. The paper
discusses the model’s strengths, including its flexibility and ease of operation, while also
acknowledging limitations such as its linear structure and inability to implement com-
plex neural network topologies. Model evaluation metrics focused on accuracy, with the
model showing promising results in generating coherent and contextually relevant text
responses, suggesting potential for broader applications in medical intelligent question and
answer systems.

7. Evaluation and Validation of Automatically Generated MCQs

Assessing and confirming the accuracy and quality of automatically generated medi-
cal MCQs is essential for ensuring their educational integrity and efficacy [17,52,53]. This
evaluation process aims to ensure that the generated questions are accurate in terms of med-
ical content and appropriately aligned with the intended difficulty level and instructional
objectives. While the process helps enhance the quality and relevance of the questions,
it does not provide a guarantee of accuracy without further validation and refinement.
A comprehensive review and verification process ensures that MCQs align with goals
accurately assessing student understanding and remain impartial. Additionally, these steps
play a role in improving AI algorithms by ensuring the generated questions are relevant
within their context and meet standards. In the realm of medical education, where the
quality of learning directly influences future clinical performance, meticulous validation of
MCQs is critical to preparing healthcare professionals with the skills necessary for effective
patient care.

In evaluating the accuracy of created MCQs, various methods are typically utilized:

• Precision:

Precision is essential for assessing the quality of medical case-based MCQs. It ensures
that the questions are accurate, relevant, and aligned with current medical knowledge,
including correct terminology, diagnoses, and treatments [73]. Precision is critical in
preventing errors that could mislead learners and propagate incorrect practices.

Precision, recall, and F1 score are crucial metrics for evaluating the accuracy of gener-
ated MCQs [74]. Precision measures the proportion of correctly generated questions among
those identified as correct, ensuring that false positives are minimized. Recall evaluates the
system’s ability to identify all relevant questions, thus reducing false negatives by capturing
all potential correct questions. The F1 score, as the harmonic mean of precision and recall,
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provides a balanced view, especially useful when there is an uneven class distribution
or when one metric is prioritized over the other. Together, these metrics ensure that the
generated MCQs are not only accurate but also comprehensive, covering all necessary
aspects of the topic, which is essential for creating effective and reliable assessments.

• Difficulty Score:

Measuring the level of challenge when crafting MCQs is important to ensure they
effectively assess learners. Difficulty is commonly assessed using models like item response
theory (IRT) [75,76]. The Rasch model, for example, assesses question difficulty by analyz-
ing responses from a large group of test takers and calculates the probability of a correct
answer (P(X = 1)) using the formula (X = 1) = eθ−b

1+eθ−b , where θ is the examinee’s ability
and b is the item’s difficulty. This model assumes that as a test taker’s ability exceeds the
question’s difficulty, and their likelihood of answering correctly increases, thereby helping
educators tailor questions to meet learning objectives [73,77]. Additionally, the 3-parameter
logistic model in IRT considers discrimination (a), difficulty (b), and guessing (c) to refine
the difficulty evaluation. The formula P(θ) = c + 1−c

1+ea(θ−b) incorporates these parameters,
where a indicates how well a question differentiates between skill levels, b represents the
skill level for a 50% chance of correctness, and c accounts for guessing.

Using models like item response theory (IRT), questions can be specifically designed
to target certain difficulty levels and discrimination parameters, which ensures a balanced
assessment that can effectively differentiate between students’ abilities [75,76]. IRT models
also provide a detailed analysis of student responses, helping to identify which questions
are too easy, too difficult, or ineffective at distinguishing between varying skill levels.
This analysis guides educators in adjusting their question sets to better align with desired
learning outcomes. As a result, these models ensure that the questions are both challenging
and fair, offering a reliable measure of student learning and helping educators refine
assessments to more accurately reflect students’ progress.

In a study [78], AI-generated medical MCQs were evaluated for difficulty using expert
judgment and psychometric analysis. Psychometric analysis is a statistical method used
to evaluate the quality and effectiveness of test items by measuring factors like difficulty,
discrimination (explained in next section), and reliability, ensuring the accuracy and fairness
of assessments. Experts rated 80% of the items as easy and 20% as moderately difficult,
but psychometric analysis showed that 90% of the items were moderately difficult based
on student performance. A correlation between difficulty and discrimination indices was
found, indicating that item difficulty relates to how well the questions differentiate between
high and low performers. This highlights the effectiveness of using both expert and
statistical evaluations in determining question difficulty. Another study [79] evaluated the
difficulty score of generated MCQs using the difficulty index, which ranged from 0.3 to 0.9
for most items, indicating moderate difficulty. This range indicates that the questions were
of moderate difficulty, meaning they were neither too easy nor too hard for the students.

• Discrimination Index:

The discrimination index in MCQs assesses how well a question can differentiate
between students who excel and those who struggle, relative to a given population of
students [80]. A high discrimination index indicates that a question effectively distinguishes
individuals with a strong grasp of the subject from those who do not. To calculate this index,
test takers are typically divided into two groups: achievers and low achievers, usually
comprising the top 27% and bottom 27% of the population, respectively. The formula
employed is as follows: Discrimination Index = (Number of accurate responses in the
topmost group − Number of accurate responses in the lowermost group)/(Number of
individuals in one group).

The range for this index varies from −1 to +1, with values suggesting differentiation.
A positive index shows that a higher percentage of high-performing students answer the
question correctly, whereas a negative index indicates potential issues with the question.
This index is an empirical measure and requires conducting actual MCQ field tests with
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students to derive accurate values. In the context of generated MCQs, the discrimination
index is crucial for validating question effectiveness and ensuring that the assessments can
accurately differentiate between varying levels of student performance.

A study mentioned in the previous section [78] showed that the discrimination index
of the generated medical MCQs ranged from 0.77 to 0.15. Of the items, 50% had excellent
discrimination, 30% had good discrimination, 10% had poor discrimination, and 10% were
non-discriminating.

• Significance (Relevance):

Relevance is an aspect in generating multiple-choice questions within medical educa-
tion [6]. It pertains to how the questions correspond to the intended learning goals and
the current standards of practice. It is essential for MCQs not just to cover content but to
accurately reflect the intricate nature and depth of subjects in a way that suits the learner’s
educational level. One method to measure relevance is to engage a group of specialists
in evaluating the questions. This assessment would determine how well each question
fits with the curriculum or specific educational goals. A practical way to execute this
idea would be to create a relevance scale that spans from ‘not relevant’ to ‘very relevant’.
Then, have experts evaluate each question accordingly. The relevance score for every
multiple-choice question could be calculated by averaging all the scores, resulting in a
relevance rating. Additionally, examining student performance on these questions using
analysis could offer insights into their effectiveness, enhancing our understanding of their
significance. For example, if students consistently excel on questions that experts consider
relevant, it could confirm the efficacy of aligning the content.

The process of evaluating auto-generated MCQs typically involves experts in the
field conducting assessments to verify their accuracy and relevance [81]. These experts
utilize established guidelines and their knowledge to carefully examine the questions. This
evaluation process often includes cross-referencing the MCQs with published literature,
academic papers, or medical guidelines to ensure they align with current standards and
knowledge. Additionally, statistical techniques, such as item analysis, can be used to
assess the efficiency and consistency of these questions by studying student responses.
This approach guarantees that the created MCQs accurately reflect the intended content
and are suitable for their educational objectives. For example, studies have shown that
auto-generated questions, when evaluated using these rigorous methods, can achieve a
level of relevance and effectiveness comparable to human-composed questions.

• Guessing Factor:

The guessing factor in MCQs pertains to the likelihood of selecting an answer through
guessing [76,82,83]. This factor is particularly significant when there are multiple answer
options, as it increases the chances of making an educated guess. In a typical MCQ with four
options, the probability of guessing the correct answer is 0.25, representing a 25% chance.
However, more sophisticated approaches, such as item response theory (IRT) models,
adjust this probability by analyzing how often students who perform poorly manage to
answer correctly, potentially through guessing. This adjustment provides a more accurate
indication of a question’s ability to assess genuine comprehension rather than random luck.

When generating MCQs through automatic question generation (AQG) systems, it
is important to consider the impact of guessing on student performance [35]. While AQG
systems do not inherently incorporate item response theory (IRT) models, information from
IRT-based analysis can be used to refine questions by identifying those that may be prone
to guessing. During the validation phase, item analysis helps in adjusting or discarding
questions that do not adequately differentiate between students who understand the
material and those who might guess correctly. This process ensures that MCQs accurately
assess learning outcomes while minimizing the effect of random guessing.

• Feedback analysis:
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Feedback analysis is a critical method for evaluating the quality and efficacy of MCQs,
particularly in the field of medical education [84]. This process involves collecting and
analyzing input from both students and instructors regarding the clarity, relevance, and
complexity of the MCQs. Quantitative methods, such as surveys or questionnaires, allow
participants to rate various features of the MCQs on a numerical scale. Qualitative methods,
including open-ended responses, provide deeper insights into specific issues. The gathered
information can then be analyzed statistically to identify trends and significant issues, such
as questions that are frequently misunderstood or perceived as too easy or too difficult.

For AQG systems, feedback analysis is essential to ensure the generated questions
meet educational standards and learning objectives. Specific implications for AQG include
the need for continuous refinement of algorithms based on feedback to improve question
quality. Studies have shown that incorporating feedback analysis into the AQG process can
significantly enhance the relevance and effectiveness of generated questions. For instance,
Kurdi et al. (2020) demonstrated that using student feedback to iteratively improve question
generation algorithms leads to better alignment with curriculum goals and improved
student performance [2]. Also, they highlighted the importance of feedback loops in
adaptive learning environments, where automatically generated questions are continuously
refined based on learner responses. By consistently seeking input and implementing
enhancements based on feedback, AQG systems can maintain high-quality question banks
that effectively assess and enhance student learning [85]. This iterative process ensures that
the questions not only align with the curriculum but also address the real-time needs and
challenges faced by students.

• ROUGE metric

The Recall-Oriented Understudy for Gisting Evaluation (ROUGE) metric is utilized in
natural language processing (NLP) to measure the quality of generated text by comparing it
to a reference text in tasks such as summarization and machine translation [12,86]. ROUGE
measures how similar the generated text is to the reference text, focusing on recall. This
measure calculates the overlap of n-grams (sequences of words) between the reference text
and the generated text. The basic calculation for ROUGE N is as follows: ROUGE N =
(Number of shared n-grams in the reference and generated text)/(Total number of n-grams
in the reference text).

For evaluating the generation of case-based MCQs, ROUGE can be used to assess the
similarity of the generated questions to a set of preexisting human-created “gold-standard”
MCQs [62,81]. However, this approach requires a substantial corpus of preexisting MCQs
covering the same content to provide meaningful comparisons. While ROUGE can be
useful during the system development phase to refine and validate the question generation
algorithms, it cannot be used for evaluating new questions over entirely new materials.

• BLEU metric

The Bilingual Evaluation Understudy (BLEU) metric is commonly used in natural
language processing to assess the quality of text in machine translation by comparing the
generated text to reference translations [6,62,63]. BLEU measures the accuracy of the text
based on how many n-grams from the generated text match those in the reference text [87].
The BLEU score is calculated by dividing the number of correct n-grams in the generated
text by the number of n-grams present, with adjustments for brevity.

For MCQs, BLEU can be applied similarly to evaluate the quality of generated ques-
tions by comparing them to a set of standard or reference questions. This method provides
information on the quality and relevance of the generated MCQs when compared to high-
quality, human-created questions. However, like ROUGE, BLEU requires a significant
number of preexisting MCQs on the same content to be effective. This limits its applica-
bility for evaluating new questions over new materials but makes it valuable during the
development and refinement of AQG systems.

For automatic question generation (AQG), using ROUGE and BLEU metrics involves
comparing generated MCQs to a preexisting corpus of high-quality MCQs to ensure
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similarity in structure and content [4,81]. This process helps in refining AQG algorithms and
ensuring that the generated questions meet the desired standards of quality and relevance.
However, it is crucial to note that these metrics are best suited for system development
rather than for the ongoing evaluation of new questions covering novel material. Therefore,
additional evaluation methods, such as expert review and student feedback, are necessary
to ensure the efficacy and appropriateness of newly generated MCQs.

• Unweighted Kappa metric

The unweighted Kappa, also known as Cohen’s Kappa, is a statistical measure used to
evaluate the level of agreement between two raters, accounting for agreement occurring by
chance [88].In the context of evaluating generated MCQs, unweighted Kappa assesses the
consistency between two experts’ ratings on the quality, relevance, or appropriateness of
the questions.

This involves creating a contingency table summarizing the ratings, where the ob-
served agreement Po is calculated by dividing the number of questions both experts rated
the same by the total number of questions, and the expected agreement Po is calculated
based on the probability of chance agreement. The Kappa value is then derived using the
formula: = (Po − Pe)/(1 − Pe), where values range from 1 (perfect agreement) to 0 (agree-
ment by chance) to negative values (less agreement than by chance). For instance, if two
experts evaluate 100 MCQs and both rate 40 questions as acceptable and 40 as unacceptable,
while disagreeing on the remaining 20 questions, the Kappa value would indicate good
agreement (κ = 0.6). This measure provides a nuanced assessment of inter-rater reliability,
essential for ensuring the quality and consistency of MCQs in educational settings.

• Kruskal–Wallis Test

The Kruskal–Wallis test is a non-parametric method used to evaluate the quality of
generated MCQs by comparing ratings across three or more independent groups [69,89].
This test is particularly useful in educational research, as it does not assume a normal
distribution of data, making it suitable for the ordinal data typically gathered from rating
scales. For instance, in evaluating MCQs, researchers might gather ratings on aspects such
as clarity, relevance, and difficulty from different groups of medical experts or students. The
Kruskal–Wallis test ranks these ratings and calculates the H statistic to determine if there
are significant differences in the medians among the groups. This helps identify whether
certain groups consistently rate the questions higher or lower than others, providing
valuable insights into the consistency and acceptance of the generated questions. Using the
Kruskal–Wallis test ensures a robust statistical framework for assessing the effectiveness
and fairness of automated MCQ generation systems, thereby enhancing the development
of educational assessment tools.

8. Comparative Analysis and Evaluation of Automatic Case-Based MCQ
Generation Applications

To provide a comprehensive overview of the progress and effectiveness of various
automatic medical case-based MCQ generation methods, Table 8 summarizes recent appli-
cations, some of them discussed in the previous sections. This table includes key details
such as the techniques used, datasets, performance metrics, evaluation metrics used and
key findings. By offering a clear comparison, Table 8 serves as a valuable guide for future
research and practical applications in the field.
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Table 8. Summary analysis of recent studies on automatic case-based MCQ generation.

Study Technique
Used Dataset Performance Evaluation

Metrics Used Key Findings

Leo et al.
(2019) [6]

ontology-
based

approach

Clinical dataset
from EMMeT

Application generated over
3 million questions across four

physician specialties and
conducted a user study involving
15 medical experts to evaluate the

approach. The evaluation
revealed that 129 questions (30%)

were deemed appropriate for
exam use by both experts, while

an additional 216 questions (50%)
were considered suitable by at

least one expert.

Unweighted
Kappa,

Feedback
analysis,

Difficulty Score

The key findings of the study show
that the ontology-based approach is
effective in generating high-quality,
complex MCQs that are suitable for
medical education and assessment.

Huang
et al.

(2022)
[72]

Bi-LSTM
(Bidirectional

Long
Short-Term
Memory),

neural network
technology

The dataset
comprises

queries and
answers related

to double
eyelid surgery

This overview indicates that the
application’s performance is

assessed through its optimization
strategy, accuracy, loss rate, and

user interaction capabilities,
aiming to provide effective and

reliable medical information.

Accuracy,
Loss rate

The study does not explicitly detail
the key findings or the exact figures

for model accuracy and loss rate, but
it emphasizes the importance of these

metrics in evaluating the model’s
performance. The use of a specific
medical dataset suggests a focused
approach to improving AI-driven

medical consultations.

Cheung
et al.

(2023)
[70]

LLM
(ChatGPT)

Two standard
undergraduate

medical
textbooks

(Harrison’s, and
Bailey & Love’s)

ChatGPT was able to produce
50 questions in 20 min and 25 s,

significantly faster than the
211 min and 33 s required by

human examiners for the same
number of questions. However, in

the relevance domain,
AI-generated questions scored

slightly lower than
human-generated ones.

Appropriateness,
clarity and
specificity,
relevance

The study found no significant
difference in the overall quality of

questions between those generated by
AI and humans, except in the

relevance domain where AI was
slightly inferior. AI-generated

questions showed a wider range of
scores, indicating variability in quality

compared to the more consistent
human-generated questions.

Y. S.
Kıyak
(2023)
[58]

LLM
(ChatGPT) Not Specified

The ChatGPT prompt introduced
in the paper can generate a large

number of high-quality
case-based multiple-choice

questions (MCQs) quickly, which
significantly reduces the effort

required by subject matter experts
in medical education.

Relevance,
Feedback
analysis

The paper finds that the ChatGPT
prompt can generate a large number

of high-quality case-based MCQs
efficiently, significantly reducing the

effort required by subject
matter experts.

Agarwal
et al.

(2023)
[71]

LLM
(ChatGPT,
Bard, and

Bing)

Large datasets of
text from the

internet.

ChatGPT generated 110 MCQs,
Bard generated 110 MCQs, and
Bing generated 100 MCQs, as it
failed to generate questions for

two competencies.

Kruskal–Wallis
Test,

Unweighted
Kappa

ChatGPT produced the most valid
MCQs with a median validity score of

3, while Bard and Bing had slightly
lower validity scores, indicating that

ChatGPT’s questions were more
accurate and relevant.

ChatGPT’s questions were the least
difficult, with a median difficulty

score of 1, whereas Bard and Bing had
slightly higher difficulty scores. The
reasoning ability required to answer
the MCQs was rated similarly across

all three AI models, with no
significant difference, indicating that
none of the models could generate

questions that required a high level of
subject understanding.

Kiyak
et al.

(2024)
[90]

LLM
(ChatGPT)

Prompts
published in

medical
education

literature. Source
not specified.

The performance of the
case-based MCQ generator is

enhanced by its ability to produce
contextually relevant and

high-quality MCQs efficiently,
surpassing the capabilities of the

standard ChatGPT

Relevance,
Efficiency

The custom ChatGPT significantly
streamlines the MCQ creation process

by eliminating the need for manual
prompt input, making it easier for

medical educators to
generate questions.
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Table 8 provides a comparative analysis of different studies and techniques used
for generating MCQs in the medical field. It covers a range of methodologies, from
ontology-based approaches to advanced language models like ChatGPT, and examines their
effectiveness in generating high-quality MCQs suitable for medical education. Key aspects
evaluated include the datasets used, performance metrics such as accuracy, relevance,
and feedback analysis, and the overall effectiveness of the approaches. For instance, Leo
et al. (2019) demonstrated the effectiveness of an ontology-based approach in generating
complex MCQs, while Huang et al. (2022) highlighted the importance of accuracy and
loss rate in neural network models [6,72]. Similarly, studies by Cheung et al. (2023) and
Kiyak (2023) emphasized the rapid generation of MCQs by ChatGPT, though with some
variability in quality compared to human-generated questions [58,70].

The findings suggest that AI-driven approaches, particularly those using large lan-
guage models like ChatGPT, can significantly reduce the time and effort required to generate
MCQs while maintaining quality comparable to that of human-generated content. How-
ever, certain challenges, such as variability in question relevance and the need for precise
evaluation metrics, were noted. ChatGPT, for example, was found to be slightly inferior
in the relevance domain but excelled in efficiency, making it a valuable tool for medical
educators. The table highlights the ongoing advancements in AI for medical education and
the potential for these technologies to streamline the MCQ creation process.

9. Practical Implementation and Educational Impact

The auto-generation of MCQs in medical education has been explored in various
educational settings, demonstrating significant impacts on student learning and assessment.
One real-world example is the implementation of AI-driven systems to generate MCQs from
medical textbooks and lecture notes, as discussed by Moore et al. [91]. This approach has
been shown to enhance the efficiency of question creation, allowing educators to focus more
on teaching and less on administrative tasks. In another study, Indran et al. explored the
use of natural language processing (NLP) techniques to automatically generate MCQs from
medical literature [92]. This method not only increased the volume of available assessment
items but also ensured that questions were aligned with current medical knowledge, thereby
improving the relevance and quality of assessments. The impact on student learning was
notable, as students reported improved engagement and understanding of complex medical
concepts due to the diverse range of questions generated. Berman et al. highlighted the use
of auto-generated MCQs in formative assessments, which provided immediate feedback to
students [66]. This feedback loop was crucial in helping students identify their strengths
and weaknesses, leading to more targeted and effective study strategies. The study found
that students who regularly engaged with these auto-generated MCQs performed better in
summative assessments, indicating a positive impact on learning outcomes.

Rezigalla’s research focused on the integration of auto-generated MCQs in online
learning platforms, which facilitated continuous assessment and self-paced learning [78].
This approach was particularly beneficial in remote learning environments, where tradi-
tional assessment methods were challenging to implement. The flexibility and accessibility
of these platforms contributed to improved student satisfaction and learning efficiency.
Finally, Kıyak and Emekli examined the role of auto-generated MCQs in reducing cogni-
tive load for educators, allowing them to allocate more resources to personalized student
support and curriculum development [93]. This shift not only enhanced the educational
experience for students but also improved the overall quality of medical education pro-
grams. In summary, the auto-generation of MCQs in medical education has proven to
be a valuable tool in enhancing student learning and assessment. By leveraging AI and
NLP technologies, educational institutions can provide more comprehensive and adaptive
learning experiences, ultimately leading to better educational outcomes.
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10. Research Gaps and Limitations

Automated MCQ generation in the medical field presents several challenges and
gaps, as highlighted by recent research. One significant issue is the complexity of medical
knowledge, which requires sophisticated algorithms to ensure the accuracy and relevance of
generated questions. The intricacy of medical terminology and the need for context-specific
understanding often lead to difficulties in generating questions that are both meaningful
and educationally valuable [6]. Another gap is the lack of comprehensive datasets that can
be used to train models for MCQ generation. The medical field is vast, and existing datasets
may not cover all necessary topics or may lack the depth required for high-quality question
generation. This limitation can result in questions that do not adequately test the breadth of
knowledge expected from medical professionals [94]. Moreover, the evaluation of generated
MCQs poses a challenge. There is a need for robust validation methods to ensure that the
questions are not only syntactically correct but also pedagogically sound. Current systems
often rely on human experts for validation, which can be resource-intensive and may not
scale well with the increasing demand for automated educational tools [95]. Additionally,
the integration of automated MCQ systems into existing educational frameworks is not
seamless. There are concerns about the adaptability of these systems to different curricula
and the potential for them to reinforce outdated or incorrect information if not regularly
updated with the latest medical research [48]. Finally, there is a gap in the personalization of
MCQs. Current systems often lack the ability to tailor questions to the individual learning
needs and progress of students, which is crucial for effective learning in the medical field.
Personalized learning paths could enhance the educational value of automated MCQs, but
this requires further development in adaptive learning technologies [95]. In summary, while
automated MCQ generation holds promise for medical education, significant gaps remain in
terms of complexity handling, dataset comprehensiveness, validation processes, integration
with educational systems, and personalization capabilities. Addressing these gaps will be
essential for the effective deployment of automated MCQ systems in medical education.

11. Potential Areas for Further Investigation (Future Research Directions)

The incorporation of AI and ML methods, in developing MCQs inspired by actual
cases marks a notable advancement [72,85]. These tools allow for the creation of cus-
tomized questions tailored to the user’s knowledge level, learning preferences, and specific
educational needs. For instance, customization can include adjusting the difficulty level
of questions based on the learner’s performance, targeting specific learning objectives
or topics that the student needs to focus on, and providing varied question formats to
enhance engagement.

Through the use of algorithms, these platforms can assess individual learning situa-
tions to ensure that the generated questions are both stimulating and relevant. For example,
a student struggling with a particular concept can receive more questions on that topic,
with varying levels of difficulty to aid comprehension. Similarly, advanced learners can be
challenged with more complex questions that push their understanding further.

Leveraging AI offers an opportunity to streamline the question-making process, lead-
ing to increased productivity and better alignment with educational goals [96]. As a
result, the development of MCQs has seen progress in enhancing both the quality and
effectiveness of assessments. Future research could explore more sophisticated adaptive
learning systems, the integration of real-time feedback mechanisms, and the development
of domain-specific question generation models to further personalize learning experiences.

11.1. Development of Data Sources and Interoperability

Integrating diverse data sources, such as clinical cases, literature, and patient records,
significantly enhances the realism of case-based questions by providing a more com-
prehensive view of medical scenarios, which is essential for helping students grasp the
complexities of real-life medical practice [97]. Clinical cases enable students to see the
practical application of theoretical knowledge, while literature ensures that the information
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is accurate, evidence-based, and up-to-date, thus making the learning experience more
reliable. Additionally, patient records add a crucial personal and social dimension to these
cases, helping students appreciate the human experience of medicine and understand the
patient’s perspective. By combining these data types, educators can create cases that more
effectively simulate real-life medical practice, better preparing students for their future
roles as healthcare providers. This approach also encourages critical thinking, improving
students’ problem-solving skills and clinical reasoning, ultimately leading to more holistic
and empathetic healthcare professionals who are well-prepared for the complexities of
modern medical practice.

11.2. AI–Human Content Collaboration

The integration of AI technology with domain-specific human expertise offers promis-
ing potential for developing case-based MCQs [56,69]. This approach leverages the effi-
ciency and data-processing capabilities of AI to generate questions, which are then refined
through the practical insights and expertise of professionals. While AI algorithms can
rapidly analyze large datasets to formulate initial questions, the final content is subject
to rigorous review and validation by human experts to ensure it meets high standards of
accuracy, relevance, and contextual appropriateness. This collaborative method aims to
enhance the quality of educational content by combining the strengths of AI—such as speed
and data handling—with the nuanced understanding of human professionals. Although
still in development, this approach is expected to address challenges related to the creation
of high-quality educational materials, while also considering ethical standards and the
specific needs of learners. The ongoing evolution of AI in this domain holds the potential
to significantly improve the effectiveness of training programs in medical education.

11.3. Adaptive Learning Systems and Personalization

The incorporation of adaptable learning systems into the creation of case-based
MCQs represents a significant advancement in the field of medical education technol-
ogy [98]. These systems employ algorithms to evaluate learners’ responses, identifying
their strengths, weaknesses and learning patterns. This information enables the generation
of tailored questions that match each student’s skill level and rate of learning. Adaptive
learning algorithms adjust the question’s difficulty, providing a customized learning jour-
ney that enhances educational outcomes. This approach not only enhances knowledge
retention and understanding, it also fosters a more engaging and effective learning en-
vironment. These technologies have the potential to be used for ongoing professional
development of healthcare practitioners, which would help them stay up-to-date with the
continuously changing medical domain [73]. Potential advancements in this field may
involve a more extensive incorporation of educational frameworks and a wider imple-
mentation across diverse medical fields, hence enhancing the educational environment for
healthcare practitioners.

11.4. Research and Collaborative Development

Collaboration in developing automated methods for generating case-based MCQs is
essential to advancing educational tools in medical training [4,27]. This interdisciplinary
effort brings together experts in artificial intelligence, medical education, and healthcare to
create MCQs that are not only contextually relevant but that also accurately reflect clinical
realities. The primary goal is to refine AI algorithms for question generation, ensuring they
incorporate clinical expertise to enhance accuracy and relevance in medical contexts. This
collaborative approach is crucial for adapting educational tools to meet the diverse and
evolving needs of modern medical education, ensuring that MCQs maintain the highest
standards of clinical and educational quality. As technology and medical knowledge
advance, such collaboration is vital for driving innovation and improving the effectiveness
of medical education.
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11.5. NLP Developments

The advancements in natural language processing (NLP) are changing how case-based
MCQs are created, leading to improvements in accuracy and relevance [32,33]. The use of
NLP algorithms now enables an analysis of texts leading to a grasp of complex medical
terms and contexts. This advancement allows for the generation of questions that closely
resemble real-world scenarios. The future outlook for NLP in MCQ development seems
positive, with the potential for improvements in understanding and language models
that can replicate the comprehension of literature. These advancements could result in
learning experiences where questions cater to individual learning needs and also capture the
nuances and depth of medical knowledge. The ongoing advancements in NLP technology
are expected to facilitate its integration into tools ultimately creating learning platforms.
This integration holds the potential to enhance the journey, for both aspiring healthcare
professionals and experienced practitioners.

12. Conclusions

Automated case-based MCQ generation advances medical education technologies.
Using machine learning, NLP, and ontology frameworks could simplify and speed up the
process of MCQ creation. It guarantees that generated questions are standardized and
simplify medical ideas. These questions improve learning outcomes depending on accuracy,
relevance, difficulty, discrimination index, guess-ability factor, and feedback evaluation.

Future advances in machine learning, NLP, and ontological research, along with
improved collaboration among educators, technologists, and healthcare experts, could
improve education. We can create personalized learning experiences by adopting these
technologies while maintaining goals, privacy, and ethics. These innovations may include
tailored learning paths, interactive information delivery, and virtual and augmented reality
simulations of medical settings for hands-on practice. In our comparative analysis of auto-
matic case-based MCQ generation applications, it became evident that these technologies
offer distinct advantages over commonly used methods, particularly in their ability to
efficiently produce large volumes of high-quality questions. The analysis highlighted that
while commonly used methods rely heavily on human effort and are time-consuming,
automated systems can scale rapidly, maintaining consistency in question quality across
different medical domains. However, the evaluation also pointed out challenges, such as
the need for ongoing refinement of algorithms to better capture the nuances of medical
knowledge and ensure the contextual relevance of the generated content.

Automated scenario-based MCQ generation changes medical knowledge teaching,
assessment, and refinement, leading to an evolution in educational technology. This
seamless combination of research and improvements foretells a future where technology-
driven education generates trained and knowledgeable healthcare workers. In reaction to
healthcare changes, education will become more efficient, accessible, and adaptable.
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