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Abstract: Due to the widespread acceptance of ChatGPT, implementing large language models
(LLMs) in real-world applications has become an important research area. Such productisation of
technologies allows the public to use AI without technical knowledge. LLMs can revolutionise and
automate various healthcare processes, but security is critical. If implemented in critical sectors such
as healthcare, adversaries can manipulate the vulnerabilities present in such systems to perform
malicious activities such as data exfiltration and manipulation, and the results can be devastating.
While LLM implementation in healthcare has been discussed in numerous studies, threats and vulner-
abilities identification in LLMs and their safe implementation in healthcare remain largely unexplored.
Based on a comprehensive review, this study provides new findings which do not exist in the current
literature. This research has proposed a taxonomy to explore LLM applications in healthcare, a threat
model considering the vulnerabilities of LLMs which may affect their implementation in healthcare,
and a security framework for the implementation of LLMs in healthcare and has identified future
avenues of research in LLMs, cybersecurity, and healthcare.

Keywords: large language models; ChatGPT; taxonomy; threat model; healthcare; vulnerabilities;
security framework

1. Introduction

Large language models (LLMs), such as ChatGPT and GatorTron, are trained on
massive amounts of data to handle and process queries which involve NLP and generate
human-like responses and other language processing tasks with exceptional accuracy
and speed [1]. LLMs are critically acclaimed for their ability to mimic human language
processing and process automation in various real-world applications. ChatGPT and GPT4
are considered the future of chatbots and are widely researched in mathematics, physics,
medicine, etc. [2]. ChatGPT is a sensation in the field of LLMs. It has even found its
application in Microsoft’s famous search engine, “Bing” [3]. Moreover, research suggests
that there is a possibility for LLMs to be implemented in healthcare [4–6].

LLMs can be trained on healthcare data to automate several processes like writing
clinical letters [7], categorising patients based on their symptoms, suggesting medicines to
non-critical patients, directing patients to complete certain tests, and preparing discharge
sheets for patients by summarising their medical records [8]. LLMs can also answer medical
queries in human terminology, making it feasible for the public to understand it easily. A
clinical LLM, GatorTron, was developed recently [9]. It is pre-trained on over 90 billion
pieces of textual data from electronic health records.

LLMs can be used to answer patient queries in natural language [10], along with the
medical automation of certain tasks. However, it is important to emphasise the potential
harm that it can incite when LLMs are implemented in healthcare. Despite considerable
research in the field of LLMs, it still faces significant limitations that restrict its widespread
application in real-world scenarios [2]. As identified by [11], LLMs can have a devastating
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effect on the mental health of patients as the models can depict biases based on gender,
ethnicity, gender, religion, and age. Moreover, they may pose serious security risks like
data breaches, adversarial attacks, and the leaking of medical records, further complicating
their extensive implementation in healthcare [12].

LLMs are also prone to generate incorrect information as they cannot distinguish
between facts and false data [7,8,13,14]. Hallucinations are another issue affecting its
widespread application in the real world [4]. Previous research has worked on imple-
menting various LLMs in different healthcare domains. Studies have also identified some
general threats and weaknesses of LLMs. However, there is a clear gap in the research
on securely implementing LLMs in healthcare, which involves consideration of all the
possible vulnerabilities that may affect their implementation. Therefore, this research
provides a security framework for safely implementing LLMs in healthcare. For this, a
taxonomy is proposed that investigates all the possible implementations of LLMs in various
healthcare domains.

A high-level threat model is proposed that focuses on the identified threats to, and
vulnerabilities of, LLMs and how adversaries can manipulate them. Finally, a security
framework has been created to direct developers to securely deploy the LLMs in the
healthcare domain. Section 2 discusses related work, where relevant ongoing and past
research is analysed. Section 3 presents the methodology of this paper. Section 4 contains the
taxonomy of LLMs in healthcare. Section 5 identifies possible threats and vulnerabilities that
may affect the implementation of LLMs in healthcare and discusses the attacks adversaries
can use to leverage these vulnerabilities. Section 6 focuses on the proposed security
framework for implementing LLMs in healthcare. In Section 7, we discuss the ongoing
research challenges to motivate researchers to produce future research in the domain of
LLMs and healthcare, and we conclude the study in Section 8.

2. Related Work

Coventry L. et al. [12] describe healthcare as an active target of adversaries mainly
because of its weak defence against cybercrime and huge volumes of vulnerable data that
can be attacked. Their research investigates various measures that can be taken to improve
healthcare organisations’ cybersecurity and emphasises the use of provocative approaches
to tackle these threats. A study conducted on a recent LLM sensation, ChatGPT, infers
that LLMs have immense potential to take over human tasks. Still, they are limited in
their knowledge as they generally take data from the internet. Moreover, the data access
of such LLMs is also limited, which may also affect their ability to be implemented in
healthcare [15].

Organisations like Google, Meta, NVIDIA, and Microsoft have already developed
their LLMs for healthcare implementations. GatorTron (by NVIDIA) is claimed to be the
largest clinical language model and is publicly available to use. BioGPT from Microsoft,
MedBert from Stanford University, and Med-PaLM 2 by Google are all developed for
clinical purposes. GNS Healthcare Oncora Medicals are also using LLMs and AI to develop
clinically smart solutions, but security concerns and vulnerabilities remain paramount for
the widespread implementation of LLMs in healthcare.

Pan X. et al. [16] considered the privacy risks of using general-purpose LLMs and
found that these models could leak private and sensitive information to adversaries. They
analysed membership inference attacks, model inversion attacks, and inference attacks
to obtain sensitive information from LLMs. The authors highlighted the need for careful
design of LLMs to mitigate such risks. One of the research projects [17] discussed using
LLMs in rheumatology and found that it is prone to confidently providing false informa-
tion. Invalidated information is another flaw in LLMs like ChatGPT, which hinders its
implementation in rheumatology.

Weidinger et al. [18] explored LLMs’ social and ethical risk factors. They partitioned
the risks of LLMs into six distinct categories and provided results, drawing expertise from
computer science, linguistics, and social sciences. Their research identified 21 social and
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ethical risks associated with using LLMs and proposed recommendations to mitigate these
risks. The corresponding research led by the same author identified 21 risks involved
in general-purpose LLMs [19]. They distributed them into six distinct categories: dis-
crimination, hate speech, and exclusion; malicious uses; human–computer interaction
harms; information hazards; environmental and socioeconomic harms; and misinformation
harms. The authors suggest that developers should be responsible for launching LLMs
with reasonable risk considerations.

Another significant study identified the importance of training data and how sensitive
information can be leaked accidentally by these language models or attacked by adversaries
to circumvent the privacy of individuals. The authors argued that special datasets must
be made specifically for training LLMs explicitly generated for public use to preserve pri-
vacy [20]. Malik Sallam considered using ChatGPT, a publicly and critically acclaimed LLM
in healthcare education, research, and practice, highlighting its limitations [6]. The author
states that using ChatGPT in healthcare research and education would be promising, but
considering the risks and limitations, its implementation should be undertaken cautiously.

Ref. [21] provides an overview of the challenges and issues involved in biotechnol-
ogy’s adoption of AI. The report highlights the ethical, social, trust and fairness concerns
regarding the use of LLMs in healthcare departments. Ongoing research by Sharma G. et al.
has identified the use of ChatGPT in drug discovery, and the authors have identified areas
where ChatGPT provides a lack of trust, reliability, interpretability, and validation, and
further research is needed to implement LLMs in this area [22]. Another research study [5]
proposed using ChatGPT in radiological decision-making, given that the limitations have
been resolved. LLMs present limitations in terms of hallucinations, misalignment, and the
inability to provide fact-based information.

A significant study [4] investigated the use of ChatGPT in clinical practice, medicine
and research, scientific production, and public health. The authors indicated that ChatGPT
could diagnose diseases without proper validation and sometimes suggested incorrect
treatment options. Ref. [23] analysed the implementation of LLMs in dental medicine and
its long-term impact. The authors maintained that using LLMs in dental medicine could
change dentistry’s future, but its limitations must be tackled first. They also identified that
LLMs in dental education pose fewer challenges than other academic fields. One of the
research projects [24] discussed real-work LLM-integrated applications. The authors have
investigated various attacks that could affect LLMs, including information contamination,
worming, data theft, etc. Their research showed how adversaries can functionally manip-
ulate LLM applications. The author’s further research argued that the LLM-integrated
application poses serious security threats when implemented in the real world, so careful
deployment should be considered.

A comprehensive study on LLMs by [25] proposed the responsible design and imple-
mentation of LLMs in healthcare. It analysed the risks and challenges of LLMs and how
these can affect LLMs’ implementation. The authors argued that simply launching another
version of the same GPT with an increased training dataset would not solve the issues
involved in its implementation; rather, re-designing previous models is required, focusing
on the technical, ethical, and cultural aspects. Recently, a new study was published [26]
which considered the implementation of ChatGPT in healthcare and provided a systematic
review. A taxonomy was also proposed in this study. The researchers have found that
ChatGPT has only passed tests when implemented in clinical processes to a moderate
degree, and that it is not fit for actual implementation in critical healthcare procedures as
this LLM is not specifically designed for clinical implementation.

According to a study published by [27], in introducing GPT-4 in healthcare depart-
ments, maintaining security, ensuring the privacy and protection of the patients, and
maintaining ethical standards is a critical challenge. The study in question has identified
major regulatory challenges that may be faced when practically implementing GPT-4 in
medical practices. A recent study has focused on the security limitations of LLMs beyond
the ethical and societal weaknesses [28]. The researchers have provided a taxonomy of se-
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curity risks of LLMs, focusing on prompt-based attacks, providing real-life attack examples
which may pose serious security risks in real-world implementation.

Previous research has shown the weaknesses of LLMs and suggested ways of overcom-
ing these challenges to implementing LLMs in healthcare successfully. However, limited
research has been conducted to identify the possible threats these weaknesses may pose
when the LLMs are implemented in healthcare. Moreover, limited focus has been given to
identifying vulnerabilities in LLMs that adversaries may attack if implemented in health-
care since the cybercrime rate in healthcare is quite high [12]. From this body of literature,
there is a clear need to analyse the vulnerabilities in LLMs that adversaries can exploit
when they are deployed in healthcare departments. Consequently, there is a need for a
security framework to safely implement LLMs in healthcare, keeping in view these threats
and vulnerabilities. Therefore, this research investigates the current threat landscape of
LLMs with respect to their implementation in healthcare.

3. Methodology

We searched four databases (Google Scholar, PubMed, ScienceDirect, and ACM) for
high-quality, relevant papers. We specifically chose recent papers from the past 5 years
to find applications of LLMs in the healthcare sector to represent recent advancements
in the field which better suit our research objectives. We filtered these papers to find
applications of LLMs in healthcare and modelled our taxonomy based on the findings.
Based on these applications, we searched for the papers where the threats, vulnerabilities,
and weaknesses of LLMs were discussed, and we picked the papers that best suited the
healthcare setting. We then analysed the selected papers and discussed the threats and
vulnerabilities of LLMs in healthcare. Based on our research, we developed a high-level
threat model, presented in Section 5 of this paper. In proposing our security framework,
we carefully studied papers in which security problems were tackled and suggestions were
given to avoid security concerns. We then modelled our framework based on the identified
threats and vulnerabilities of LLMs in healthcare to overcome these challenges and secure
the implementation of LLMs in healthcare.

4. Taxonomy of LLMs in Healthcare

LLMs have found their applications in healthcare departments in some tasks, but it
has not been officially introduced into the healthcare sector because of various security
concerns. Different researchers have presented different taxonomies of LLMs in healthcare
based on their perception [9,26]. We have proposed our own taxonomy, as shown in
Figure 1.

The proposed model considers two basic LLM categories, i.e., Discriminative LLMs
(BERT, RoBERTa, etc.) and Generative LLMs (ChatGPT, T5, etc.), and describes their further
application in healthcare. Generative LLMs are specifically focused on generating natural
language sentences that mimic the tone of an input prompt. Such models make use of joint
probability distribution to generate new content. They predict the next word in a sequence,
producing highly relevant and coherent content to the input. Generative LLMs are suitable
for tasks that require interacting with patients (already implemented in some areas in
the form of telehealth), drafting reports, and describing named entity recognition (NER)
and entity relations (ER) because of their efficiency in generating human-like text [29].
Generative LLMs are also proficient in producing medical reports and discharge sheets.
A recent study used VisualGPT to produce medical reports, including text and visual
representation [30]. Another study [31] deployed ChatCAD, which effectively summarised
and reorganised information, including medical images, in a much more useful way for
medical reports.
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Using Generative LLMs to create a dialogue system can be divided into two sub-systems:
open-domain and task-oriented [29]. Open-domain dialogue systems can take up the tasks
of informal conversations with the patients, language translations, and reaching patients
living in rural areas via telehealth and telemedicine. The task-oriented dialogue systems,
on the other hand, can take up the tasks of providing hospital guides to the patients and
medical practitioners alike, offering medical consultations to the patients (medication top-ups,
suggesting suitable doctors based on their symptoms and medical history), and can handle
appointment scheduling and rescheduling. Generative LLMs can also be used to draft various
medical reports, including visual reports, CAD reports, discharge sheets, and medical bills.
NER and ER can also be conducted efficiently using Generative LLMs.

Discriminative LLMs are designed to perform distinguishing tasks and make decisions
and predictions based on conditional probability. Discriminative LLMs are more suitable
for applications where critical decision-making and support are required, like drawing
results from CADs [32,33], providing diagnostic support to doctors, providing treatment
and procedure recommendations, suggesting required tests based on medical history [34],
risk assessment, etc. Discriminative LLMs are also useful in analysing drug interactions
drawn by generative LLMs, categorising benign or harmful drugs. It is also beneficial to
use NLP to generate an EHR (electronic health record) [29]. They can efficiently analyse and
extract information from medical records and create notes for effective decision-making.

5. Threats and Vulnerabilities of LLMs in Healthcare

Considering the threats and vulnerabilities of LLMs in healthcare in the above section,
we propose a high-level overview of the threat model for LLMs in healthcare in Figure 2,
describing the major security attacks that can be made on LLMs, along with the user re-
quests and responses made to the LLMs, compromising its confidentiality, integrity, and
availability. LLMs are prone to security threats and challenges, which become even more
crucial when such models are implemented in sensitive departments like healthcare. This is
in addition to the general weaknesses of LLMs, like biased and unethical responses, giving
out false information, hallucinations, etc. This section identifies security threats and vul-
nerabilities in LLMs that may be disastrous when implemented in healthcare departments.
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5.1. Data Exfiltration from LLMs

LLMs can be effectively used for informal conversations with patients and for tele-
health/telemedicine services, which can detect various health conditions in patients [35,36].
As LLMs are trained on user data, these machines are prone to unintentional memorisa-
tion [37], which can become the basis of data exfiltration attacks. LLMs are notorious for
giving up their training data [38,39], which attackers can leverage to manipulate naive
patients if LLMs are implemented in healthcare departments without consideration.

LLMs are prone to membership inference attacks [39], which shows whether the exam-
ple data are present in the training data set. Another study [40] showed that membership
inference attacks on specified clinical language models lead to 7% privacy leakage. Recent
research [41] showed that memorised data can be extracted from LLMs using well-chosen
prompts for generative language models. LLMs are prone to giving out sensitive infor-
mation based on specifically tailored queries. In a recent study [42], researchers attacked
GPT-2 with specifically targeted queries and extracted sensitive information.

LLMs are also prone to attacks where sensitive information can be reconstructed using
the responses it generates. In a study, researchers were able to reconstruct private text
messages used in training the model using their formulated model inversion attack for text
reconstruction [42]. The authors of ref. [43] were able to reconstruct sensitive data by only
using the output labels based on the model inversion attack. This study showed that the
attackers only need minimal information to extract data from LLMs.

5.2. Data Manipulation in LLMs

LLMs are prone to data poisoning attacks in which the attacker can manipulate
training data by modifying the model parameters or changing training samples. In such
attacks, the models will generate wrong outputs if the input contains triggers injected by
the attacker [44]. Such attacks can be used to manipulate patients’ records and data, which
may affect the diagnoses and treatment of the patient; in the worst case, it can cause human
casualties as well.

Studies have shown that backdoors can be injected into LLMs with few instructions,
and the success rate is as high as 90% [44]. In another study, researchers introduced
two hidden backdoors, aiming at injection attacks, and obtained success rate of 97% and
95.1% [45]. This shows the vulnerability of LLMs, and when deployed in the healthcare
department, patients’ records can be manipulated, CAD reports can be modified, and the
outputs of dialogue systems can be manipulated. Another category that may fall under
backdoor attacks is the virtual prompt injection attack. In this technique, a backdoor can
be installed in the LLMs, manipulating its behaviour by considering the virtual prompt in
concatenation with the user prompt, affecting its output. A study showed that such attacks
are highly effective in manipulating LLM behaviour, such as poisoning [46].

5.3. Bypassing Security Measures in LLMs

Adversaries can attempt to bypass security measures on LLMs to control their be-
haviour. Such attempts come under the category of jailbreak attacks. Such attacks can
modify LLMs’ security measures, and this may cause LLMs to give out information that
is not expected. Jailbreak attacks are attempts to bypass security measures to protect
LLMs’ data generation and desirable functionality. A study employed a genetic algorithm
and used adversarial prompts in combination with the user prompts, and the generated
responses did not match the intended user and social norms [47]. Poisoning LLMs with
prompts to bypass their ethical and security guidelines may result in harmful reactions
from LLMs, which can be disastrous in healthcare settings. Researchers have evaluated the
jailbroken responses from LLMs using instances where LLMs give detailed responses to
dangerous questions [48]. In an experiment, ChatGPT 3.5 was asked a series of questions
to jailbreak it, and it turned out that it was not difficult for the attackers to manipulate the
model’s security guidelines. Figure 3 shows a snapshot of an experimental conversation
with ChatGPT to ask about hacking the healthcare system.
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5.4. Model Manipulation in LLMs

Adversaries can attempt to manipulate models by injecting payloads to obtain priv-
ilege escalation. They can control their behaviour and change their results and outputs.
This can be devastating as patient records can be changed, suggested medicines can be
altered, diagnoses can be mistreated, etc. Ref. [24] made use of indirect prompt injection
attacks to inject payloads into LLMs and control the model. Backdoors can be planted
in the LLMs using prompt injections, giving the LLM model access to the adversaries.
Backdoor injection attacks are further classified into hidden injections and user-driven
injection attacks. The attackers may hide the injection payloads within images. When
the LLMs are made to process the images, the payloads may be installed, and they can
manipulate the model, giving its control to the attacker [24]. Another category that may
fall under backdoor attacks is user-driven injection attacks. Such attacks can be as simple
as persuading the users to copy plain text with prompt injection. The user unintentionally
copies the text and gives it to the LLM to initiate the backdoor [49].

5.5. Availability Attacks in LLMs

Attacks can be made to make LLMs useless in certain conditions. Denial of services
attacks can run on these models; APIs can be blocked, making the LLMs useless for the
users; and attacks can make the LLMs run slower than usual [24]. Such attacks can be
devastating when deployed in healthcare, as timely diagnoses and treatment are critical.
Denial of service attacks can be run on LLMs to render them unavailable. This will delay
the LLMs’ response, which may affect the timely treatment of critical patients. Also, patient
analysis may be delayed, which can be a life-or-death situation, requiring an immediate
response. Attackers can also deny the availability of LLMs by blocking a part of their
functionality, which may be crucial. This can mean attackers may block APIs, without
which the LLMs cannot function [24]. Attackers can also target the LLMs to engage in a
time-intensive task where they remain unresponsive for a few hours. Such attacks render
LLMs unavailable, which may have a direct impact if implemented in healthcare. Figure 4
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shows a map of the LLMs’ threats and vulnerabilities, which may significantly impact
healthcare departments.
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5.6. Attacks on User Request/Responses

Apart from the attacks that can be made on LLMs, for secure implementation of LLMs
in healthcare, it is imperative to consider the attacks that can be made on user requests
and responses with the LLMs. Adversaries can manipulate the integrity of the information
by attacking the requests and responses of users and models, which can result in data
manipulation attacks on user requests/responses. The integrity of the requests made to the
LLMs can be attacked by adversaries using virtual prompt injection attacks. This way, user
requests are modified, resulting in unintended responses [5,50]. Such attacks could involve
injecting prompts with words to change the semantics of the request.

The attackers may also modify the model’s responses before they reach the user,
resulting in false or misleading information. For example, if a doctor uses an LLM to
diagnose a disease, misleading information can lead to wrong diagnoses, resulting in
devastating outcomes [28]. Response tampering attacks are another security concern
regarding using LLMs in healthcare. Attackers can also target the availability of the models
by attacking the user request and model responses.

The attacker can modify user requests so that the LLM takes an unreasonably long
time to evaluate the response, thus affecting its availability. These prompt bloating attacks
can be achieved if the attacker adds irrelevant information to the user requests, making
the model spend unreasonable time processing and giving out irrelevant information
in the response [28]. The attacker may block the user’s request from reaching the LLM,
affecting the availability [28]. Prompt blocking attacks can be devastating, especially in
critical healthcare departments. The attackers may block the responses from the LLMs from
reaching the users, inevitably increasing the waiting time [28]. Response-blocking attacks
can be critical in time-sensitive environments like healthcare and may affect user trust in
the LLM.

6. Secure Framework for Implementing LLMs in Healthcare

Based on the identified threats and vulnerabilities of LLMs and the proposed threat
model, we proposed a security framework for implementing LLMs in healthcare (Figure 5),
considering all security aspects, including attacks on the LLM model mechanism, attacks
on the training data/knowledge base, and attacks on user request/responses.
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User authentication is used to keep user-specific data confidential. Then, to protect
against attacks made on user requests and to throttle prompt injection attacks and jailbreak
attacks, end-to-end encryption mechanisms are applied. Furthermore, prompt sanitisation
and validation remove any harmful or malicious content from the prompt to only pass safe
and legal user-prompts to the LLMs. For prompt sanitisation purposes, techniques like text
cleansing are applied. Moreover, masking PII is also used to mask confidential information
like email addresses or contact information in user prompts.

To ensure confidentiality and integrity, prompt filtering is conducted. Character
escaping is applied to filter the prompts containing malicious requests like SQL queries
or privilege escalation commands. Techniques that fall under prompt filtering include
format, keyword, and pattern validation. The rate-limiting technique to limit excessive
queries within a specified set time limit, which may overwhelm the LLM, also falls under
prompt filtering.

To protect against prompt bloating attacks, prompt pre-processing is performed. A
technique used in prompt pre-processing is called input length validation. It is undertaken
to ensure that the prompts fall within the expected specified length. For example, GPT-4
is trained to have a token limit of 8000–32,000 tokens. If the input exceeds this length, it
will either be rejected or truncated. Another technique applied in prompt pre-processing
is prompt compression. If the prompt length exceeds a certain limit, the content will
automatically be summarised, containing only meaningful content, which is then sent to
the LLM.

To mitigate the attacks made on availability, request rate limiting and throttling are
used. These limit the use of LLMs in a specified timeframe to avoid abusing LLMs, for
example, selecting no more than 15 requests in an hour. Another technique applied to
prevent keeping the LLMs engaged for longer durations is the content length verification
mechanism. If the request is unreasonably long, the LLM will respond with an autore-
ply. An anomaly-based detection mechanism monitors malicious user requests to avoid
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intrusion. DDoS, Firewall, and IDS/IPS are installed for intrusion detection and network
traffic attacks.

To decrease computational time and throttle attacks made to increase computational
time and overwhelm the LLMs, a caching mechanism and a content delivery network
(CDN) are used to distribute content if a specific server is down. The servers used in CDNs
are known as edge servers, which are geographically positioned at different locations.
The users are served with the data from the nearest possible CDN for increased efficiency.
Moreover, the CDNs are caches that store actively used copies of content to reduce delivery
time and load on the main server. CDNs also offer scalability, improved latency, and
security by working as a DDOS, dealing with online threats and load balancing to avoid
availability issues and mitigate such attacks.

The attacks on LLMs’ training data/knowledge base can be reduced using controlled
access mechanisms. The training data/knowledge should have certain security measures
to protect against leaking confidential information and jailbreaking attempts. The mem-
bership inference attacks should be mitigated using differential privacy, including data
augmentation, feature quantisation, and discretisation in the training data. The model
can be made secure by adversarial training, using techniques like model aggregation and
ensembling, gradient and output perturbation, and model pruning and regularisation in
the model mechanism.

To protect against jailbreaking attacks, ethical guidelines and integration, as well
as bias mitigation, should be introduced in the training data, and response filtering and
moderation should be performed before sending a response to the user. To deal with model
inversion attacks, feature selection and masking should be set in place for training data, and
generative adversarial networks should be introduced to generate artificial data resembling
the original data, making it tough for adversaries to reconstruct samples. Moreover, privacy
preservation mechanisms in models should be introduced. User access controls, regular
monitoring, and contextual understanding should be involved in dealing with backdoor
injection attacks.

Several security checks are set up to deal with the attacks made on LLMs’ responses,
such as timeout mechanisms and acknowledgement and retries. Response segmentation is
another technique suggested, in which LLMs’ responses are sent via segmentation with
a three-way handshake so lost or stolen segments can be resent. Response filtering and
moderation should be applied to keep the LLMs’ responses in check, as bias and ethnic
discrimination are major security concerns with respect to LLM responses. The concern
becomes even more critical in healthcare settings. This technique is set in place to filter
responses that have been tampered with, adding unnecessary bias or harmful content.

7. Open Research Challenges

The potential of implementing LLMs in healthcare is widely researched, but their
translational implementation is falling short due to inadequacies in critical research ar-
eas. LLMs hold significant promise in transforming healthcare applications, but several
challenges and areas for future research remain.

7.1. Misinformation

LLMs are prone to generating misleading information or incorrect outputs, which
may have dire consequences for healthcare. Wrong information may lead to incorrect
diagnoses, prescriptions, unnecessary or inaccurate treatments, or severe outcomes. Medi-
cal experts need to be significantly involved in the decision-making process to overcome
such challenges. Moreover, continuous monitoring and validation of LLMs are essential
to minimising misinformation and unethical and biased response generation. Ethical con-
siderations are a crucial security measure to put in place for safely implementing LLMs in
healthcare. To ensure the generation of ethical and biased responses, a fairness training
component is extremely necessary to achieve fair outcomes. Moreover, comparing LLMs’
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responses for individuals from different groups would help ensure counterfactual fairness,
as suggested by [51].

7.2. Resource Implications

Implementing LLMs in healthcare is extensively resource-implicit. Developing healthcare-
suitable LLMs, training them on a substantial amount of healthcare data, and implementing
them in security-critical settings require significant resources, and it is an open challenge to
come up with a suitable place that is resource-sensitive. Maintaining high performance
and consuming less computational power is a developmental challenge that researchers
are still looking into. Public and private collaboration would be more suitable for balancing
implementation costs and making such technologies accessible.

7.3. Bias and Fairness in Healthcare LLMs

The presence of biases in LLMs is a significant issue, particularly in healthcare, where
inaccurate models can exacerbate disparities. LLMs trained on biased datasets may lead to
unfair treatment recommendations or inaccurate diagnoses for under-represented groups.
Addressing this requires more research into fairness auditing and continuous monitoring
in real-world applications [25,51,52]. Solutions should focus on equitable model training,
testing for diverse populations, and integrating fairness metrics.

7.4. Interpretability and Transparency

LLMs are often criticised for their “black-box” nature, making it difficult to under-
stand how they generate recommendations or conclusions. This lack of transparency
can erode trust, particularly in high-stakes medical decisions. More research is needed
to enhance explainability frameworks, providing clear justifications for clinical choices
made by LLMs [53–55]. Interpretability remains crucial for clinician trust in AI-driven
healthcare systems.

7.5. Integration with Clinical Workflows

Seamless integration of LLMs into clinical workflows presents another challenge.
Although LLMs can provide diagnostic suggestions or summarise patient data, integrating
them into electronic health records (EHRs) systems remains challenging. More research
is needed to ensure these models are user-friendly and do not overburden clinicians with
additional tasks or cognitive overload [56–58]. Achieving smooth integration requires
focusing on user interfaces and clinical acceptability.

7.6. Ethical Considerations and Patient Privacy

Ethical issues related to LLMs in healthcare, particularly regarding patient privacy
and data security, are paramount. Given the sensitive nature of healthcare data, LLMs must
be developed with strict ethical frameworks. There is also a need for further exploration
of the role of LLMs in automated decision-making while ensuring compliance with regu-
latory requirements [25,59,60]. Research should focus on maintaining a balance between
performance and ethical considerations.

7.7. Clinical Validation and Real-World Performance

While LLMs show impressive capabilities in controlled environments, their real-world
performance in clinical settings requires further validation. Rigorous clinical trials and
real-world testing are essential before their widespread adoption. Research should also
focus on comparing LLM performance with traditional diagnostic tools across different
medical fields [61–63]. Establishing guidelines for clinical validation will be critical for
ensuring trust and safety in medical applications.
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8. Conclusions

In this paper, we have assessed various applications of LLMs in healthcare and pro-
posed a taxonomy based on our findings. Furthermore, we have explored the threats and
vulnerabilities affecting the real-world implementation of LLMs in healthcare to create a
threat map, and we have proposed a high-level overview of the threat model of LLMs in
healthcare. Finally, we propose a security framework to address the identified security
concerns for the secure implementation of LLMs in healthcare. Future work in this research
area should include the testing of the proposed framework in a simulated healthcare en-
vironment using an LLM like ChatGPT. If the proposed framework works as expected,
it can be considered fit for implementation in real-world healthcare scenarios. Moreover,
LLMs are evolving with the addition of modern technology and increased training data,
so the proposed framework needs to be revised to tackle newly identified threats and
vulnerabilities. We aim to revise in accordance with modern advancements in LLMs and
technology to keep it current.
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28. Derner, E.; Batistič, K.; Zahálka, J.; Babuška, R. A Security Risk Taxonomy for Large Language Models. arXiv 2023,
arXiv:2311.11415.

29. He, K.; Mao, R.; Lin, Q.; Ruan, Y.; Lan, X.; Feng, M.; Cambria, E. A Survey of Large Language Models for Healthcare: From Data,
Technology, and Applications to Accountability and Ethics. arXiv 2023, arXiv:2310.05694.

30. Chen, J.; Guo, H.; Yi, K.; Li, B.; Elhoseiny, M. VisualGPT: Data-Efficient Image Captioning by Balancing Visual Input and Linguistic
Knowledge from Pretraining. CoRR 2021, abs/2102.10407. [CrossRef]

31. Wang, S.; Zhao, Z.; Ouyang, X.; Wang, Q.; Shen, D. ChatCAD: Interactive Computer-Aided Diagnosis on Medical Image Using
Large Language Models. arXiv 2023, arXiv:2302.07257.

32. Li, C.; Zhang, Y.; Weng, Y.; Wang, B.; Li, Z. Natural Language Processing Applications for Computer-Aided Diagnosis in Oncology.
Diagnostics 2023, 13, 286. [CrossRef]

33. Omoregbe, N.A.I.; Ndaman, I.O.; Misra, S.; Abayomi-Alli, O.O.; Damaševičius, R. Text Messaging-Based Medical Diagnosis
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