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Abstract: The detection and identification of defects in transmission lines using computer vision
techniques is essential for maintaining the safety and reliability of power supply systems. However,
existing training methods for transmission line defect detection models predominantly rely on single-
node training, potentially limiting the enhancement of detection accuracy. To tackle this issue, this
paper proposes a server-side adaptive parameter aggregation algorithm based on multi-method
fusion (SAPAA-MMF) and formulates the corresponding objective function. Within the federated
learning framework proposed in this paper, each client executes distributed synchronous training in
alignment with the fundamental process of federated learning. The hierarchical difference between
the global model, aggregated using the improved joint mean algorithm, and the global model from
the previous iteration is computed and utilized as the pseudo-gradient for the adaptive aggregation
algorithm. This enables the adaptive aggregation to produce a new global model with improved
performance. To evaluate the potential of SAPAA-MMEF, comprehensive experiments were conducted
on five datasets, involving comparisons with several algorithms. The experimental results are
analyzed independently for both the server and client sides. The findings indicate that SAPAA-MMF
outperforms existing federated learning algorithms on both the server and client sides.

Keywords: federated learning; defect detection; multi-method fusion; attention mechanism

1. Introduction

Ensuring a stable power supply through the power grid is a crucial factor in main-
taining quality of life and the seamless functioning of society. Timely detection of faults
and defects in transmission lines is essential for maintaining the stability of power system
operations. Consequently, transmission line defect detection has emerged as a research
hotspot, garnering significant attention from both academia and the power industry, and
has been extensively studied by numerous scholars.

In recent years, the rapid advancement of deep learning has prompted researchers
to employ it for object detection, leading to the development of numerous deep learning-
based object detection algorithms. For insulator defect detection, Miao et al. [1] employed
transfer learning strategies, utilizing the COCO (Common Objects in Context) pre-trained
model for domain adaptation to construct a Single Shot MultiBox Detector (SSD) model that
incorporates various insulator types using diverse backgrounds. Zhao et al. [2] proposed an
improved insulator detection method based on Faster R-CNN, fine-tuning the model and
introducing an enhanced anchor box generation technique to improve detection precision
and significantly enhance performance in handling occlusion. Feng et al. [3] introduced an
automatic insulator detection approach utilizing the YOLOv5x object detection model in
combination with the K-means algorithm. This approach optimizes model performance,
facilitating the rapid and accurate detection and localization of targets in images. For
detecting foreign objects in bird nests, Ju et al. [4] proposed a real-time bird nest detection
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approach leveraging the spatial relationship between bird nests and tower poles. This
approach employs SSD as the detector and utilizes deep neural networks to establish the
spatial relationship between tower poles and bird nests. By leveraging tower pole detection
results to refine bird nest detection, this approach enhances both the accuracy and efficiency
of bird nest identification.

Although the aforementioned detection models have achieved considerable success in
identifying defects in transmission lines, their training methodologies primarily rely on
single-node systems. Training defect detection models on a single node restricts effective
data sharing and connectivity, hindering comprehensive integration and analysis of data
from diverse environments. This, in turn, affects the diversity and generalization capabili-
ties of transmission line defect detection models. Furthermore, single-node training raises
concerns regarding privacy security and the inability to handle large-scale data [5]. In 2016,
Google Research introduced the concept of federated learning to enhance privacy protec-
tion and address the challenge of data silos [6]. The primary goal of federated learning
is to enable model training without centrally storing or transmitting raw data. Due to its
superior performance and enhanced security compared to traditional distributed machine
learning, federated learning has rapidly become a prominent paradigm in the field [7].
Hong et al. [8] proposed a joint adversarial debiasing method that allows users to opt out
of the debiasing session based on privacy or computational cost concerns without accessing
sensitive group information. This method addresses the issue of model bias and unfairness
arising from the heterogeneity of user data in federated learning. Karimireddy et al. [9] pro-
posed the stochastic control averaging algorithm, which utilizes control variables to reduce
drift between clients during local updates, thereby addressing the issues of unstable and
slow model convergence. Yuan et al. [10] proposed the joint pairwise averaging algorithm,
which overcomes the limitations of traditional averaging by introducing an innovative
server-side pairwise averaging procedure. This approach effectively improves convergence
speed and optimization in federated learning tasks involving non-smooth regularization
terms. Traditional federated learning algorithms have achieved progress by optimizing
parameter aggregation and improving communication efficiency, but the aggregated global
model continues to suffer from poor performance and generalization. Most traditional
federated learning algorithms optimize parameter aggregation from a single perspective,
overlooking the complementary advantages of integrating different algorithms, which
limits model performance.

To tackle these challenges, this paper introduces a Server-side Adaptive Parameter
Aggregation Algorithm Based on Multi-method Fusion (SAPAA-MMTF). This approach
takes into account data silos, privacy security, and hardware performance issues inherent
in defect detection tasks dependent on single-node training models. The study constructs
a transmission line defect detection network utilizing the single-stage object detection
algorithm SSD as the client model for local training within a federated learning framework.
By leveraging the complementarity of algorithms, the adaptive aggregation algorithm
FedAdam [11] serves as the base algorithm, which is combined with the improved federated
averaging algorithm Fed Avg [11] to enhance server-side parameter aggregation in federated
learning. This approach yields a more effective global model.

e The SAPAA-MMF method integrates various algorithms by utilizing the average
model variance as the pseudo-gradient for adaptive aggregation. This approach
addresses the limitations of previous single-parameter aggregation algorithms, which
often struggled to ensure both the convergence and stability of the global model. By
leveraging the average model variance, SAPAA-MMF enables a more robust and stable
parameter aggregation process, resulting in enhanced performance and generalization
of the global model in federated learning scenarios.

e In this paper, we propose a weight balancing method that comprehensively considers
factors such as client-side local data distribution and data quality in the aggregation
process. This method ensures that different training nodes or devices can contribute
effectively to the global model, thereby maximizing the advantages of various al-
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gorithms. By accounting for the variability in local data and the quality of client
contributions, the weight balancing method improves the aggregation process, result-
ing in a more accurate and robust global model in federated learning.

e The SAPAA-MMF method proposed in this paper significantly improves defect
detection in transmission lines. Extensive experiments against several state-of-the-art
methods demonstrate the effectiveness and superiority of SAPAA-MME. The results
indicate that SAPAA-MMEF outperforms existing methods by providing more accurate
and reliable defect detection, thereby confirming its potential and advantages in
practical applications.

2. Related Work
2.1. Defect Detection

In the traditional field of image processing research, researchers mainly use artificially
designed feature extraction algorithms to build models for visual characteristics such as
color and morphological edges, aiming to effectively distinguish key objects from complex
background environments, performing various defect detection tasks accordingly. Wu
et al. [12] proposed a new active contour model, which uses a semi-local operator to ex-
tract texture features, defines a new function to handle texture inhomogeneity, and uses a
fast dual form to make contour evolution more efficient. The model can extract uneven
insulators from aerial images and overcome the recognition difficulties caused by texture
inhomogeneity. Using only a single feature cannot significantly improve the detection
effect. Therefore, Wang et al. [13] proposed a recognition method that integrates the shape,
color, and texture information of insulators. First, parallel line features are perceived from
different directions as candidate features of the insulators. Then, the candidate region is
expanded and semantic analysis is performed using local binary patterns to identify the
insulator region. Finally, the main color component analysis is used to compensate for
the insulator region, the region is adaptively divided according to the average distance,
the texture feature changes are analyzed, and the insulator shedding defect is detected.
Considering that image noise can also affect the detection results, Yan et al. [14] proposed
a maximum inter-class variance algorithm based on morphological methods, designed
a new filtering method to remove tiny noise according to the characteristics of power lines,
and successfully identified the redundant materials on the power lines by comparing the
number of local maxima in the measured power lines and Hough transfer accumulators
through the Hough transform feature. Chen et al. [15] addressed the limitations of tra-
ditional pavement defect detection methods by proposing MANet, a multi-scale mobile
attention-based network that integrates multi-scale convolutions and hybrid attention
mechanisms to enhance feature extraction and improve the accuracy of pavement defect
detection. Yu et al. [16] addressed the limitations of using methods like graph convolu-
tional networks (GCN) by constructing high-quality graphs with multi-source sensors and
utilizing a two-stage framework for fault diagnosis, thereby enhancing the robustness of
fault diagnosis.

Although the above algorithms have achieved some results, they have limitations in
feature acquisition and real-time performance, which limits the accuracy and efficiency of
detection. In recent years, with the rapid development of deep learning [17], researchers
have adopted deep learning for target detection, and many deep learning-based target
detection algorithms have emerged. The target detection algorithm based on deep learning
has achieved good results in image feature extraction and complex and diverse image
features. This type of algorithm can automatically identify the features in an image and
overcomes the shortcomings of traditional algorithms. In insulator defect detection, Miao
et al. [1] borrowed the transfer learning strategy, made domain adaptability adjustments
through the COCO (Common Objects in Context) pre-trained model, and constructed an
SSD (Single Shot MultiBox Detector) detection model that includes multiple insulator types
using multivariate backgrounds. On this basis, the initial model is fine-tuned using training
data from specific insulator samples and their complex application scenarios to accurately
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identify insulators. Zhao et al. [2] proposed an insulator detection method based on an
improved Faster R-CNN. By fine-tuning the Faster R-CNN model and using an improved
anchor box generation method, the accuracy of insulator detection is improved while
significant improvements are made in handling occlusion. Feng et al. [3] proposed an
automatic insulator detection method based on the YOLOv5x target detection model. This
method combines the YOLOv5x model and the K-Means algorithm to achieve the purpose
of automatically identifying insulator defects. The performance of the model is optimized
by K-means clustering. The YOLOv5x model can quickly and accurately detect and locate
targets in the image. In the defect detection of bird nest foreign bodies, Ju et al. [4] proposed
a real-time bird nest detection method based on the relationship with the tower pole. This
method uses SSD as a detector, uses a deep neural network to establish the relationship
between the tower pole and the bird nest, and uses the tower pole detection results to
correct the bird nest detection effect, thereby improving the accuracy and efficiency of bird
nest detection. Li et al. [18] proposed an automatic detection method for bird nests in power
transmission lines based on Faster R-CNN. By magnifying the bird nest image, it not only
solves the problem of insufficient training samples and overfitting of the neural network
classifier, but also has a good bird nest target detection effect in complex environments.
Li et al. [19] addressed the limitations of traditional PV panel defect detection methods
by incorporating Ghost convolution with BottleneckCSP and a tiny target prediction head
into YOLOVS, significantly enhancing detection accuracy and speed for multiscale PV
panel defects. Wang et al. [20] addressed the limitations of traditional road defect detection
methods by enhancing YOLOv8 with BiFPN and LSK-attention mechanisms, improving
both detection accuracy and model efficiency for real-time applications.

Although the aforementioned detection models have achieved good results in identify-
ing defects in transmission lines, their training methods are primarily based on single nodes.
However, in practical applications, transmission lines are widely distributed, and defect
data is dispersed across equipment or systems in different regions. The single-node training
method for defect detection models leads to a lack of effective sharing and connection
between data, preventing comprehensive integration and analysis of data from different
environments, thus affecting the data diversity and generalization ability of transmission
line defect detection models. Additionally, there are issues related to privacy security and
the inability to train large-scale data on a single node.

2.2. Federated Learning

The goal of federated learning is to build a global model by aggregating local updates
from multiple clients to adapt to the overall data distribution. The client shares global
model parameters with other clients during local training, and the server aggregates local
updates to form a global model.

McMahan et al. [6] were the first to propose the concept of federated learning. In
response to the needs of massive data training and privacy and security protection, they
advocated distributing training data to mobile devices and using local calculated updates
for shared model learning. They proposed a practical method for deep network federated
learning based on the average iteration model, and the global model was obtained by
calculating the mean of the parameters. Blanchard et al. [21] proposed the Krum aggrega-
tion algorithm, the core idea of which is to judge the abnormal behavior of nodes based
on the similarity between weights, identify abnormal nodes by calculating the distance
between weights, and exclude these abnormal nodes to obtain a reliable aggregation result.
Yin et al. [22] proposed a robust distributed gradient descent algorithm based on median
and truncated mean operations, which enables the algorithm to better solve the Byzantine
problem [22] and has good robustness. Pan et al. [23] started by reducing the frequency of
federated learning communication, and optimized the balance between local updates and
global parameter aggregation by intelligently selecting the number of local updates from
the client, thereby reducing the communication frequency between the client and the server.
Li et al. [24] added a proximal term to the loss function of the client model to penalize any
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client model that deviates too much from the global model, so as to prevent the client model
from deviating too much from the global model and ensure the convergence of the global
model. Li et al. [25] proposed model contrast federated learning by using improved cross
entropy loss to perform local optimization and solve the inconsistency problem between
foreground and background and by using the similarity between model representations
to correct the local training of each party. Zhu et al. [26] proposed a data-free knowledge
distillation method to solve heterogeneous federated learning. This method integrates
client information without using actual data by training a lightweight generator on the
server side and then broadcasting it to the client, adjusting the client’s training process.
Reddi et al. [11] proposed an adaptively optimized federated learning algorithm, combined
with an adaptive optimization strategy, to achieve effective learning and optimization of the
global model on the server side, thereby improving the performance of federated learning.
Fallah et al. [27] proposed combining federated learning algorithms with a model-agnostic
meta-learning framework. In this approach, models are initialized via meta-learning, and
clients perform one or more gradient descent steps on their local datasets to adapt the
models. This method retains the advantages of the federated learning architecture while
providing more personalized models for each client. Li et al. [28] proposed a private
model inheritance scheme that fuses a client’s historical personalized models to guide
the subsequent personalized adaptation of the global model, effectively leveraging prior
personalized results. Chen et al. [29] proposed a trunk patch-based federated learning
architecture, where the shared trunk refines the common knowledge of all participants,
and the private patch serves as a compact and efficient module to retain each partici-
pant’s domain-specific information, thereby improving model performance. Niu et al. [30]
proposed an activation function-based regularizer to correct the gradient of category em-
beddings by accurately injecting cross-client gradient terms, starting from backpropagation
for gradient correction. Collins et al. [31] proposed shared feature representations with
local head learning algorithms, which utilize the computational power of distributed clients
to perform multiple rounds of local low-dimensional parameter updates. This approach
addresses the issues of learning inefficiency and limited model generalization caused by
data heterogeneity in federated learning. Shen et al. [32] proposed a novel federated learn-
ing paradigm called joint mutual learning to address the issue of data heterogeneity. This
paradigm allows each client to independently train personalized models and obtain local
models for similar but distinct tasks through collaborative training. Additionally, it enables
clients to design customized models for different scenarios and tasks. Shi et al. [33] investi-
gated the challenge of balancing generalization and personalization in blended learning
and proposed the personalized joint upper confidence bound algorithm. This algorithm
optimally selects the exploration length to balance learning a local model with providing
global information for the blended learning objective.

The federated learning algorithm has made some achievements in terms of parameter
aggregation effect and communication efficiency, but the aggregated global model still has
problems such as poor model performance and the generalization effect. Most traditional
federated learning algorithms only optimize the parameter aggregation effect from a single
perspective, ignoring the complementary advantages of different algorithm fusions, which
limits the model performance. Starting from the perspective of multi-method fusion,
this paper makes full use of the complementary advantages of different algorithms and
designs a multi-method fusion adaptive aggregation parameter algorithm to improve the
performance and generalization ability of the global model.

3. Proposed Method

This section is organized into subsections and offers a comprehensive description
of the proposed SAPAA-MMF structure, the objective function, and the specific design
elements. Additionally, it presents the pseudo-code along with an analysis of the model’s
time and space complexity.
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3.1. Overall Algorithm Architecture

The SAPAA-MMEF algorithm is designed to ensure that the global model aggregated
by the server demonstrates robust performance and generalization capabilities. This
paper leverages the complementary strengths of algorithms by integrating the improved
joint mean algorithm with the adaptive aggregation algorithm. By combining the broad
applicability and high performance of the joint mean algorithm with the adaptability
and stability of the adaptive aggregation algorithm, the SAPAA-MMF algorithm further
improves the performance and generalization capabilities of the global model. The overall
architecture of SAPAA-MMF is depicted in Figure 1.

Adaptive stepz
aggregation &

Server-side —

client-side — \ \ \
2 - Z L Z L Z
clientl client2 client3 clientk
dataset D, dataset D, dataset D5 dataset Dy,

—

Figure 1. Architecture diagram of server-side adaptive parameter aggregation algorithm based on
multi-method fusion.

The SAPAA-MMEF algorithm operates within the federated learning framework de-
veloped in this study. As illustrated in Figure 1, each client utilizes its local dataset to
perform distributed synchronous training, adhering to the standard federated learning
process. After each training round, the aggregated global model is disseminated to the
clients as updated model parameters, and iterative training continues until the termination
condition is satisfied. During server-side aggregation, the hierarchical difference between
the global model aggregated by the improved joint mean algorithm and the global model
from the previous round is calculated. This difference is utilized as the pseudo-gradient
for the adaptive aggregation algorithm, enabling it to generate a new global model with
improved performance.

3.2. Objective Function

The local client device in federated learning is responsible solely for storing and
processing data. Under this condition, it uploads the client model parameters to the server,
which aggregates them to generate a single global model parameter w. In this distributed
setting, the global optimization problem involves finding the set of parameters w that
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minimizes the average loss across all client devices participating in the training process.
Thus, the global optimal objective function F(w) on the server side can be expressed as

mm F(w i )

Here, K represents the total number of client devices participating in the joint training and
Fy(w) denotes the local objective function of the k-th client, which is expressed as

— Zﬁ )

Mk zedk

Here, dj represents the local dataset of the k-th client device, n; indicates the size of the
k-th client’s data, and f;(w) refers to the loss value of the local client defect detection model
SSD on sample i. The corresponding loss function f(w) is expressed as

Fl) = 5 Laang (0,%,6) + ALiela,3,1,8)), ®

where x is the matching indicator variable, c is the confidence score of each category
predicted by the network, I is the offset of each default box predicted by the network
relative to its original shape, and g represents the parameters of the real box, including
the center coordinates (cx,cy), width (w), and height (h). N is the number of default
boxes corresponding to the matched real box, L, is the classification loss, Ly, is the
positioning loss, and A is a hyperparameter that balances the weights between classification
and positioning losses. L, s and L, are calculated using Equation (4) and Equation (6),
respectively. In Equation (3),

Leonf(w, x,¢) = — Z xt log( ) ) log(é?), (4)

i€Pos i€Neg

where x7 ij = {1,0} indicates whether the i-th default box matches the real bounding box of
category p. In Equation (4),
exp (cf)

¢ = m (5)

indicates the probability that the i-th default box belongs to category p.

N f
Lige(w, x,1,8) = Z Z x]smoothu( —§; ) (6)

i€Pos me{cx,cy,w,h}

where x/. ij = {1,0} indicates whether the i-th default box matches the j-th real bounding
box. In Equation (6), smoothy(-) is the smooth L1 loss function used to calculate the
difference in positional parameters between the bounding box predicted by the network
and the real bounding box.

3.3. Algorithm Principle

The SAPAA-MMF algorithm integrates two algorithms to fully leverage the com-
plementary strengths of different approaches, thereby enhancing the performance of the
global model. This process is divided into two stages of aggregation. In the first stage, an
improved joint mean algorithm is used for aggregation, followed by the calculation of
hierarchical differences between the aggregated global model and the previous round’s
global model. The objective is to leverage the adaptability and strong performance of the
improved joint mean algorithm, fully accounting for the differences in client data and
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local training states, to obtain a high-performance one-stage global model. In the second
stage, the hierarchical model differences from the first stage serve as pseudo-gradients
for adaptive aggregation. The aim is to exploit the strong convergence and stability of
adaptive aggregation algorithms to further enhance the stability and performance of the
global model. Due to the use of joint mean and adaptive aggregation algorithms in multi-
method fusion, this section primarily provides a detailed introduction and analysis of the
joint mean algorithm, adaptive aggregation algorithm, and server-side adaptive parameter
aggregation algorithm used in multi-method fusion.

3.3.1. Joint Mean Algorithm

McMabhan et al. [6] proposed the joint mean algorithm FedAvg, applicable to hori-
zontal federated learning. This algorithm accounts for the influence of data samples on
aggregation performance, adapts to various environments, and fully utilizes the computing
resources of diverse devices. By aggregating multiple local models, this algorithm enhances
the model’s generalization ability and improves its robustness.

In the FedAvg algorithm, the server aggregates the model parameters uploaded by
the clients, while the clients train the model on their local datasets. The detailed training
process is as follows: First, the server initiates the global model’s initialization process
and distributes the initialized model to various clients. Then, the server and clients jointly
enter the iterative training stage. In the ¢ + 1 round of federated learning, the server selects
K clients from all available clients for local model training and sends the aggregated global
model w; from the ¢-th round to the selected clients. After receiving the global model, the
clients train on their local datasets according to Equation (7). Finally, after local training,
the local model parameters wf 1 are generated as follows:

Wiy = wf — g 7)

Here, 17 represents the learning rate, and g denotes the model gradient. After all client mod-
els complete training, the model parameters are uploaded to the server, which aggregates
the parameters from each client model according to

Some g
Wiyl = Z - Wi (8)
n
k=1

Here, n represents the total number of client samples and 7 denotes the number of samples
for the k-th client. After server-side aggregation, a global model is generated and distributed
to each client for subsequent rounds of training until the model converges or meets the
termination condition.

3.3.2. Adaptive Aggregation Algorithm

The FedAdam algorithm, proposed by Reddi et al. [11], is a federated learning algo-
rithm. It is an improved federated learning algorithm that utilizes the Adam optimizer [34]
within the federated learning framework. It primarily addresses the issues of slow con-
vergence, low accuracy, and poor stability encountered by traditional federated learning
algorithms during model training.

The Fed Adam algorithm is adapted from the Adam algorithm framework to accommo-
date the unique characteristics of federated learning. This algorithm retains the concept of
adaptive learning rates from the Adam algorithm, dynamically adjusting the learning rate
through first-order and second-order moment estimations to accelerate model convergence
and improve stability. The formula for calculating the first-order moment in the FedAdam
algorithm is:

my = Byimi—1 + (1 — 1) )

Here, t denotes the training round and 51 represents the decay rate of first-order moment
estimation. First-order moment estimation simulates the effect of momentum, helping to
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stabilize model parameter updates. Here, A represents the model pseudo-gradient. In the
FedAdam algorithm, the average model difference for each client is computed as:

AF = wk —w;. (10)

Here, A¥ represents the difference between the k-th client and the global model w; in round
t. Based on the above equation, the average model difference A; can be obtained as:

1 &
At = — Y A, (11)
K B

The calculation formula for second-order moment estimation in the Fed Adam algorithm is:
o = Bavr1 + (1 - B2) (A1) (12)

Here, B, represents the decay rate of second-order moment estimation. By incorporating
second-order moment estimation, the algorithm can more flexibly respond to gradient
changes in the parameter space. In some cases, gradients can undergo significant changes,
and second-order moment estimation captures this trend, facilitating learning rate adjust-
ments and enhancing the algorithm’s robustness.

Finally, the formula for updating the model parameters is

om;
Wi = Wi+ ——. 13
1= Ot e (13)
Here, o represents the learning rate, controlling the magnitude of parameter updates, while
7 is a small constant added for numerical stability to prevent division by zero.

3.3.3. A Server-Side Adaptive Parameter Aggregation Algorithm for Multi-Method Fusion

The first two sections provide a comprehensive introduction to the core concepts of
the Fed Avg and FedAdam algorithms. The Fed Avg algorithm primarily addresses data
distribution differences, offering strong effectiveness and adaptability, while the Fed Adam
algorithm focuses on improving model convergence speed and stability. Therefore, this
paper posits that integrating these two algorithms can harness their complementary
strengths, further enhancing the effectiveness of federated learning.

This paper proposes a server-side adaptive parameter aggregation algorithm, SAPAA-
MMEF, based on multi-method fusion. In the adaptive aggregation algorithm FedAdam, the
pseudo-gradient A; is calculated by averaging model differences, as shown in Equations (10)
and (11). This paper posits that using average model differences as pseudo-gradients for
adaptive aggregation overlooks the impact of client data samples on the global model.
Since the number of data samples is a key factor in determining the contribution of each
client, overlooking client data samples can result in weight allocation bias. For instance,
clients with a large number of data samples may be undervalued, while clients with
fewer data samples may be overvalued, leading to weight bias that can affect the accuracy
of model training. Furthermore, overlooking client data samples can also diminish the
model’s generalization ability. The diversity of data samples is crucial to the model’s
generalization ability, and neglecting this factor may lead to poor model performance on
new data. Therefore, during the model aggregation process, the influence of the number of
client samples on the aggregation results must be carefully considered.

To address the above issues and integrate the advantages of different algorithms, this
chapter adopts FedAdam as the base algorithm, incorporates the weighted client data
samples from the Fed Avg algorithm, and proposes a new model hierarchical difference as
the pseudo-gradient A; in the FedAdam algorithm:

At - [wavg,l — W1, wm}g,z — W2,y wavg,i - wt,i]‘ (14)
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Here, i represents the number of model layers, w,,; denotes the global model aggregated
using the joint mean algorithm in the first stage, and w; is the global model from the
previous round. The detailed calculation of A; is presented in Algorithm 1.

Algorithm 1: Calculation of hierarchical differences in models

Input: The Global Model Aggregated by the Joint Mean Algorithm w;y, Previous
round of global model w;
Output: Model layering differences A;
1 Calculate the number of model layers layers for the global models w;,; and wy;
2 Initialize Model Hierarchical Difference Set Ay;
3 fori < 1to layers do
4 | forj < 1tolayers do

5 if key value of wyyg,; equals key value of wy ; then
6 Calculate the dimensions of the vectors contained in wyyg,; and wy ;
separately;
7 Map w;y,,; and w; ; based on vector dimensions;
8 Put the values of the dimension mapped (w,yg,i - wyj) into the
hierarchical difference set A; of the model;
9 end
10 end
11 end

Using hierarchical model differences that account for data samples as pseudo-gradients
can effectively resolve the weight bias and generalization decline caused by average model
differences. However, there are still challenges in calculating Wapg- In the calculation of
Wapg, only the number of client samples is considered, meaning that the more samples
a client has, the greater the client’s influence on the global model aggregation. If a client’s
model parameters are of poor quality but the client has a large number of samples, this
will negatively impact the performance of the global model.

In real-world federated learning, various factors influence client samples, including
not only sample size but also differences in data distribution and quality. Therefore, the
aggregation method for wgye can be further improved to fully account for the impact of
factors such as client local data distribution and quality on the aggregation results. Since
no direct indicator exists to measure data distribution and quality, the loss during client
training is used as an indirect indicator to assess the local data distribution and quality
factors of the client, further optimizing the calculation of

K

Wang = Y [(1 —9). % 'y Lk} Lk, (15)
k=1

Here, Ly represents the proportion of losses incurred by the k-th client relative to all clients.
This improvement considers both the impact of local data samples and the loss incurred
during training on the aggregation results. The parameter 6 adjusts the ratio between
sample size and loss. When 6 equals 0, the calculation of w;y is equivalent to the original
FedAvg algorithm. Ly is calculated using Equation (16). In Equation (15),

el
pr— 7]( — ',
Z,‘:1€ l

where /; represents the model loss for the k-th client trained on the local dataset. This
formula converts a set of losses into a probability distribution with values ranging between
0 and 1. For the exponential term e, taking the negative value of the input I, ensures
that smaller [y values approach 1 after the exponential operation, while larger I, values
approach 0. Accordingly, for larger losses, if the model’s learning performance is poor, the

Ly (16)
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proportion of losses should be small, whereas for smaller losses, if the model’s learning
performance is good, the proportion of losses should be large.

Weight decay is a technique used to regularize neural networks, with its effects
primarily manifesting in regularization, preventing overfitting, enhancing robustness,
simplifying model structure, and improving convergence stability. By introducing weight
decay, the model can learn simpler and smoother representations, thereby enhancing
its generalization ability and robustness. Weight decay is introduced in the adaptive
aggregation algorithm to prevent the global model parameters from becoming too large
after server-side aggregation, thereby reducing the risk of overfitting and improving the
stability and generalization performance of the global model. The weight decay penalty is
introduced in the adaptive aggregation algorithm updates to control the complexity of the
model. The optimized model update is given by:

mi
= —A . 17
Wt wr + 0'( T+ e wt> ( )

Here, A represents the weight decay term, which is a non-negative real number typically
set to 0.0001 during training.

Based on the aforementioned algorithm steps and fundamental principles, a server-
side adaptive parameter aggregation algorithm for multi-method fusion has been imple-
mented. The detailed steps of the algorithm are presented in Algorithm 2. Algorithm 3
provides the client-side update procedure, which is used to receive the global model and
perform updates and local training.

Algorithm 2: A server-side adaptive parameter aggregation algorithm for multi-
method fusion (SAPAA-MMF)

Input: (Parameters: k is the number of clients, t is the iteration rounds of joint
training, B, is the decay rate of the first-order moment estimation, j3, is the
decay rate of the second-order moment estimation, ¢ is the initial learning
rate of the server, and A is the weight decay item)

Output: global model w*

1 Initialize the global model as w;

2 Select kclients to participate in this joint training;

3 fori < 1to T do

4 The selected client implements local update and training according to
Algorithm 3, and the server receives the model parameter w* 1 of each client;
5 | According to the Equation (15), calculate the step 1 global model w;yg; (step 1

aggregation)
6 Calculate the hierarchical model difference as A; according to Equation (14)
and Algorithm 1;
7 | Calculate the first-order moment estimation m; according to the Equation (9);
8 | Calculate the second-order moment estimation v; according to the
Equation (12);

9 Update the current global model w; 1 according to the Equation (17); (step 2
aggregation)

10 Distribute the global model w;_; to each client;

11 end
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Algorithm 3: Client update algorithm

Input: global model w; 1 (The global model parameter B is the local small batch
size of the client, E and # are the number of iteration rounds and learning
rate of the client in each round of updating the model locally)

Output: Weight w* 4 for client k to complete round £ + 1 training

1 The client receives the current global model w;, as the local initialization model
w]t(_l,.] = Wt4+1s
Divide the local dataset dj, into multiple batch sets B of size b;
fori < 1to Edo
forj < 1to B do
Perform gradient descent on the data in set B, and continuously update the

g R W N

model wk 1 according to the Equation (7)
6 end

7 end

3.3.4. Algorithm Flow

Combining the SAPAA-MMTF algorithm with the basic process of federated learning,
the specific algorithm process is illustrated in Figure 2. Initially, the server selects k clients
for joint training. Each client loads its local dataset and waits for the initialization of the
model. Once the server initializes the model, it distributes the global model to each client.
After receiving the initialized global model, clients load it and use it as their initial model
parameters for training. After the initialization phase, the training proceeds according
to the specified number of rounds. If training reaches the specified number of rounds,
the joint training task ends. Otherwise, each client uses its local dataset for training and
waits for all k clients to complete their training, after which the server aggregates the k
models. In the SAPAA-MMF algorithm, the improved joint mean algorithm is first used
to aggregate and obtain a one-stage global model. The hierarchical model difference is
subsequently calculated based on the previous round’s global model. This hierarchical
model difference is used as a pseudo-gradient to calculate the first-order moment estimation
and the second-order moment estimation. A two-stage global model is generated through
adaptive aggregation, and the global model parameters for the current round are stored.
This process constitutes one round of SAPAA-MMF training. Iterative training continues
until the specified number of rounds is reached or the model converges, at which point the
training concludes.

— t>T? —— > end

|

The client trains by the
l specified epoch

The client loads the local l

dataset o n o
k clients C?lflp'e(e Wait for the other c{lgnts
l the training? to complete the training

start — Select K clients

Server initializes global
model parameters The server aggregates by
l Federal Average

Deliver global model Based on the global model
parameters to the client and the average model,
the global model variance

1 is calculated

The client loads the global

model parameters Calculate the first-order

moment estimation of the
adaptive aggregation

|

Calculate the second-order
moment estimation of the
adaptive aggregation

Save the global model Update the global model
parameters with moment estimation

Figure 2. SAPAA-MMF algorithm flow chart.
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3.3.5. Algorithm Complexity Analysis

SAPAA-MMF is a federated learning algorithm that operates within the federated
learning framework, with its primary task being model aggregation. Therefore, this section
will not consider the complexity of the federated learning framework but will focus solely
on analyzing the time and space complexity of the SAPAA-MMF algorithm. In terms of
time complexity, the primary factor affecting the complexity of the SAPAA-MMEF algorithm
is the number of model layers, denoted as m. The algorithm first iterates through the
model layers for one-stage aggregation, resulting in a time complexity of O(m). Next, the
hierarchical model difference is calculated. Since the model layers need to be matched,
the time complexity of this step is O(m?). Finally, the adaptive algorithm aggregates the
two-stage model, with a time complexity of O(m). Therefore, the overall time complexity
of the SAPAA-MMEF algorithm is O(m? + 2m), which simplifies to O(m?). In terms of space
complexity, the primary factor influencing the complexity of the SAPAA-MMF algorithm is
the number of model layers, denoted as m. The algorithm requires loading all the models
into the memory during execution. Therefore, the space complexity of the algorithm
is O(m).

4. Experiments
4.1. Experiments Setup

Datasets. This paper utilizes transmission line defect data as the experimental dataset,
provided by the State Grid Sichuan Electric Power Company Electric Power Research
Institute. After thorough screening and collation, the defect data has been meticulously
marked and reviewed by professionals, ensuring its high quality and credibility, thereby
accurately reflecting various transmission line defects in actual operation. The entire
dataset is categorized based on defect characteristics, comprising four main types: bird’s
nest foreign bodies, cement rod damage, shockproof hammer slip, and insulator self-
explosion. To enable efficient detection of multiple defects using a single model, the four
types of defect data are combined into a mixed dataset containing various defect types.
Table 1 illustrates the details of all the datasets. Figures 3 and 4 present sample images of
the four defect types and the mixed dataset, respectively.

Table 1. Defect dataset information.

Dataset client_1 client_2 client_3 client 4 Total
Bird’s nest foreign bodies 115 115 115 36 381
Cement rod damage 90 100 110 23 323
Shockproof hammer slip 85 105 115 29 334
Insulator self-explosion 114 93 106 26 339
Mixed dataset 175 175 175 54 579

As shown in Table 1, federated learning involves multiple clients and requires dis-
tributed training. Therefore, this paper divides the five datasets into four parts, each
of which is used as local data for individual clients. Client_4 is designated for global
evaluation and does not participate in model training.
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(d) Insulator self-explosion

Figure 3. Examples of datasets. The image dataset was obtained from the State Grid Sichuan Electric
Power Research Institute, Power Internet of Things Key Laboratory of Sichuan Province.

Figure 4. Mixed data example. The image dataset was obtained from the State Grid Sichuan Electric
Power Research Institute, Power Internet of Things Key Laboratory of Sichuan Province.

Software and hardware environment. The experimental environment is divided
into a hardware environment and a software environment. The host using the Ubuntu
operating system on the hardware uses system version number 18.04 and has a memory
size of 86 G, a CPU of AMD EPYC 7402, a graphics card of NVIDIA A40 (19.5 TFLOPs),
and a video memory size of 48G. The programming language of the software is python,
version 3.8. The depth learning framework used is python, version 1.9. The programming
IDE is Pycharm 2023.2.
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Experimental framework. On the experimental framework, Flower is used as the basic
framework for federated learning and the SSD network is used as the transmission line
defect detection model to build a multi-client transmission line defect detection federated
learning synchronous training framework.

Comparison Algorithms. The SAPAA-MMEF algorithm proposed in this paper is used for
federated learning, and compared with Fed Avg [11], Fed AvgM [35], FedYogi [11], FedAdam [11],
FedAdagrad [11], FedMedia [22], TrimmedAvg [22], and Krum [21] algorithms.

Parameter settings. The initial learning rate of the SSD network is set to 0.002,
the Batchsize is set to 2, 20 epochs are trained in each round, a total of 20 rounds, and
1200 epochs are trained for three clients. The initialization parameter of SAPAA-MMF
algorithm 6 is set to 0.003, B; is set to 0.9, B, is set to 0.99, and ¢ is set to 0.01.

Evaluation metrics. The experimental results are evaluated and compared sepa-
rately for the server and client. Server evaluation measures the performance of the global
model, while client evaluation assesses the performance of the client model. The client
evaluation result is obtained by averaging all client evaluations. For evaluation met-
rics, five indicators—AP, APsy, AP75, ARqg0, and AR3zpp—which effectively represent the
model’s performance, are selected. These five indicators are standard metrics from the
COCO dataset [36]. Detailed definitions of these evaluation metrics are provided in the
next subsection.

4.2. Evaluation Metrics Definition

In this paper, a target detection model is used to identify transmission line defects
and a federated learning model for defect detection is trained using the federated learning
algorithm. Therefore, the evaluation metrics used in this paper are commonly employed
in target detection and the effectiveness of the proposed federated learning algorithm is
assessed using these metrics. The commonly used evaluation metrics in target detection
include AP and AR values. These evaluation metrics are described below.

Intersection over Union (IoU) is a metric commonly used to evaluate the degree
of overlap between bounding boxes in target detection. IolU calculates the ratio of the
overlapping area between two bounding boxes to their union. It is typically used to
evaluate the match between the predicted bounding box and the actual target box. The
formula is as follows:

ToU = {m(BP—ntt). (18)
area(By, U Bgy)
Here, B, represents the predicted box, Bg; is the actual target box, and the IoU value ranges
from O to 1.

Generally, in target detection, when the Intersection over Union (IoU) between the
predicted box and the ground truth box exceeds the threshold of 0.5, the predicted box is
considered a positive sample. Conversely, if the IoU is lower than 0.5, the predicted box is
considered a negative sample. Under this standard, the instances that the model correctly
identifies as positive samples are defined as true positives (T P), while the instances correctly
identified as negative samples are referred to as true negatives (I'N). Conversely, when
an actual positive sample is mistakenly classified as negative by the model, it is recorded
as a false negative (FN). Similarly, when an actual negative sample is mistakenly classified
as positive, it is recorded as a false positive (FP). Based on the above, Precision and Recall
can be calculated using the following formulas:

TP
Precision = ——— 1
recision = 55, (19)
TP

The Precision—Recall (PR) curve illustrates the trade-off between these two metrics
as the threshold changes, making it a common method for evaluating the effectiveness of
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classification models. Average precision (AP) is the area under the PR curve, obtained
by integrating the area enclosed by the PR curve and the coordinate axes, and serves as
a measure of the model’s overall performance. The larger the area value, the better the
overall performance of the detection model. Its calculation formula is as follows:

AP = /O " p(r)r. @1)

In target detection tasks, AP is an important evaluation metric, typically calculated
based on different IoU thresholds. These thresholds include APsy and AP;5, which repre-
sent the average precision when the IoU threshold is 0.5 and 0.75, respectively. Additionally,
an JoU step of 0.05 can be used to calculate AP values from AP5) to APys, with the average
taken as APsp.95. The model’s performance can be evaluated using multiple metrics at
different thresholds.

Average recall (AR) is the average of all Recall values within the IoU range of [0.5, 1],
used to evaluate the recall performance of the detection model. The calculation formula is
as follows:

1
AR = 2/ recall(o)do (22)
0.5

In target detection tasks, the maximum number of targets to be detected is often
limited. Therefore, metrics such as ARjgp and ARz are typically used to represent the
average recall when the number of detections is limited to 100, 300, and so on, to more
comprehensively evaluate the performance of the detection model.

4.3. Comparison of Server Evaluation

This section will compare the performance of SAPAA-MMF algorithm and each
comparison algorithm in the server evaluation using five datasets.

The server evaluation results based on the Bird’s Nest Foreign Bodies dataset are
presented in Table 2. From this dataset, it is evident that the SAPAA-MMEF algorithm ranks
first in four of the server evaluation metrics. The AP, AP5y, ARy, and AR3py metrics
outperform those of the other comparison algorithms. Although AP75 is lower than the
maximum value among the comparison algorithms, the overall Average value remains
higher than that of the other comparison algorithms.

Table 2. The server evaluation results of each algorithm, based on the Bird’s Nest Foreign
Bodies dataset.

Indicator
Algorithm
AP APs APys5 ARqq9 AR3p9 Average

FedAvg 0.166 0.497 0.070 0.260 0.265 0.252
FedAvgM 0.185 0.455 0.114 0.265 0.265 0.257
FedYogi 0.182 0.483 0.079 0.240 0.240 0.245
FedAdam 0.174 0.506 0.063 0.247 0.247 0.247
FedAdagrad 0.196 0.503 0.074 0.255 0.255 0.257
FedMedia 0.171 0.496 0.094 0.243 0.243 0.249
TrimmedAvg 0.197 0.469 0.156 0.265 0.265 0.270
Krum 0.138 0.443 0.047 0.217 0.232 0.215
SAPAA-MMF 0.202 0.509 0.123 0.267 0.267 0.274

The server evaluation results based on the Cement Rod Damage dataset are presented
in Table 3. From this dataset, it is evident that the SAPAA-MMF algorithm ranks first in
four of the server evaluation metrics. The AP, AP5y, AR1g9, and AR3gp metrics outperform
those of the other comparison algorithms. Although AP;s5 is lower than the maximum
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value among the comparison algorithms, the overall Average value remains higher than
that of the other comparison algorithms.

Table 3. The server evaluation results of each algorithm, based on the Cement Rod Damage dataset.

Indicator
Algorithm
AP APs APy AR1g0 AR3qp Average

FedAvg 0.601 0.783 0.752 0.633 0.650 0.684
FedAvgM 0.543 0.776 0.703 0.588 0.588 0.640
FedYogi 0.597 0.793 0.754 0.642 0.642 0.686
FedAdam 0.602 0.776 0.752 0.604 0.604 0.668
FedAdagrad 0.534 0.771 0.567 0.567 0.567 0.601
FedMedia 0.577 0.763 0.752 0.613 0.613 0.664
TrimmedAvg 0.540 0.786 0.621 0.596 0.596 0.628
Krum 0.522 0.727 0.655 0.567 0.567 0.608
SAPAA-MMF 0.614 0.795 0.752 0.654 0.654 0.694

The server evaluation results based on the Shockproof Hammer Slip dataset are pre-
sented in Table 4. The SAPAA-MMF algorithm ranks first in all five server evaluation met-
rics: AP, APsg, AP75, ARqgp, and AR3pp, outperforming the other comparison algorithms.

Table 4. The server evaluation results of each algorithm, based on the Shockproof Hammer
Slip dataset.

Indicator
Algorithm
AP APs APys5 ARqg9 AR3q9 Average

FedAvg 0.443 0.692 0.499 0.521 0.521 0.535
FedAvgM 0.440 0.691 0.478 0.514 0.514 0.527
FedYogi 0.445 0.700 0.498 0.545 0.545 0.547
FedAdam 0.438 0.703 0.521 0.521 0.534 0.543
FedAdagrad 0.264 0.629 0.116 0.393 0.393 0.359
FedMedia 0.398 0.714 0.414 0.497 0.497 0.504
TrimmedAvg 0.439 0.699 0.554 0.507 0.507 0.541
Krum 0.310 0.673 0.288 0.393 0.400 0.412
SAPAA-MMF 0.446 0.716 0.586 0.552 0.552 0.570

The server evaluation results based on the Insulator Self-Explosion dataset are pre-
sented in Table 5. From this dataset, it is evident that the SAPAA-MMF algorithm ranks
first in four of the server evaluation metrics. The AP, AP5y, ARqpy, and AR3pp metrics
outperform those of the other comparison algorithms. Although AP75 is lower than the
maximum value among the comparison algorithms, the overall Average value remains
higher than that of the other comparison algorithms.

The server evaluation results based on the mixed dataset are presented in Table 6.
From this dataset, it is evident that the SAPAA-MMEF algorithm ranks first in three of the
server evaluation metrics. The AP, APsy, and AP75s metrics outperform those of the other
comparison algorithms. Although AR1g9 and AR3gp are lower than the maximum values
among the comparison algorithms, the overall Average value remains higher than that of
the other comparison algorithms.
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Table 5. The server evaluation results of each algorithm, based on the Insulator Self-Explosion

dataset.
Indicator
Algorithm
AP AP5() AP75 ARl()() AR300 Avemge

FedAvg 0.261 0.463 0.273 0.355 0.370 0.344
FedAvgM 0.293 0.523 0.349 0.385 0.391 0.388
FedYogi 0.346 0.528 0.381 0.391 0.391 0.407
FedAdam 0.330 0.517 0.407 0.370 0.376 0.400
FedAdagrad 0.256 0.531 0.260 0.300 0.300 0.329
FedMedia 0.264 0.445 0.333 0.370 0.370 0.356
TrimmedAvg 0.314 0.526 0.371 0.397 0.397 0.401
Krum 0.274 0.526 0.304 0.373 0.376 0.371
SAPAA-MMF 0.349 0.533 0.394 0.398 0.398 0.414

Table 6. The server evaluation results of each algorithm, based on the mixed dataset.

Indicator
Algorithm
AP AP5[) AP75 ARIOO AR300 Average

FedAvg 0.320 0.598 0.344 0.394 0.394 0.410
FedAvgM 0.311 0.570 0.301 0.394 0.394 0.394
FedYogi 0.290 0.581 0.262 0.356 0.356 0.369
FedAdam 0.332 0.628 0.365 0.368 0.368 0.412
FedAdagrad 0.342 0.651 0.299 0.368 0.368 0.406
FedMedia 0.290 0.562 0.321 0.397 0.397 0.393
TrimmedAvg 0.284 0.580 0.301 0.392 0.397 0.391
Krum 0.263 0.564 0.252 0.363 0.365 0.361
SAPAA-MMEF 0.346 0.653 0.370 0.396 0.396 0.432

From Tables 26, it is evident that the SAPAA-MMF algorithm consistently achieves
the best results across the five datasets in the server evaluation, excelling in key metrics
such as AP, APsy, AP75, AR1g0, and AR3zgp. Notably, the AP and APsy metrics consistently
rank first across all datasets, and the overall average value of all SAPAA-MMTF indicators
remains higher than those of the comparison algorithms. This consistent performance
highlights the superiority of the SAPAA-MMF algorithm, demonstrating its innovation and
advancement over traditional methods. The SAPAA-MMF algorithm, as a multi-method
fusion federated learning approach, leverages the strengths of different algorithms to
achieve superior performance. In the one-stage aggregation process, it effectively balances
the impact of data sample size and training loss, leading to strong initial results. The two-
stage adaptive aggregation further enhances the stability of the training process, ensuring
that the model not only performs well but also exhibits robust generalization capabilities.
Consequently, the SAPAA-MMF algorithm produces a federated learning model that excels
in defect detection, significantly improving both detection accuracy and generalization
across diverse datasets.

4.4. Comparison of Client Evaluation

This section will compare the performance of the SAPAA-MMEF algorithm with that of
each comparison algorithm in the client evaluation using five datasets.

The client evaluation results based on the Bird’s Nest Foreign Bodies dataset are
presented in Table 7. From this dataset, it is evident that the SAPAA-MMEF algorithm ranks
first in three of the client evaluation metrics. The AP, AP5j, and AP;5 metrics outperform
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those of the other comparison algorithms. Although AR;jgp and AR3p are lower than the
maximum values among the comparison algorithms, the overall Average value remains
higher than that of the other comparison algorithms.

Table 7. The client evaluation results of each algorithm, based on the Bird’s Nest Foreign Bodies

dataset.
. Indicator
Algorithm
AP AP5[) AP75 ARIOO AR300 Avemge

FedAvg 0.214 0.571 0.121 0.287 0.289 0.296
FedAvgM 0.224 0.585 0.175 0.318 0.318 0.324
FedYogi 0.203 0.551 0.147 0.303 0.303 0.302
FedAdam 0.214 0.564 0.140 0.281 0.282 0.296
FedAdagrad 0.219 0.589 0.155 0.281 0.281 0.305
FedMedia 0.217 0.587 0.136 0.316 0.316 0.314
TrimmedAvg 0.224 0.562 0.160 0.316 0.319 0.316
Krum 0.203 0.518 0.135 0.295 0.305 0.291
SAPAA-MMF 0.244 0.597 0.178 0.317 0.317 0.331

The client evaluation results based on the Cement Rod Damage dataset are presented
in Table 8. The SAPAA-MMF algorithm ranks first in all five client evaluation metrics, AP,
APsy, APy5, AR, and AR3qp, outperforming the other comparison algorithms.

Table 8. The client evaluation results of each algorithm, based on the Cement Rod Damage dataset.

. Indicator
Algorithm
AP AP5Q AP75 ARlO() AR300 Average
FedAvg 0.611 0.837 0.720 0.659 0.659 0.697
FedAvgM 0.609 0.811 0.749 0.653 0.655 0.695
FedYogi 0.605 0.847 0.718 0.667 0.667 0.701
FedAdam 0.564 0.853 0.703 0.631 0.631 0.676
FedAdagrad 0.516 0.822 0.546 0.566 0.566 0.603
FedMedia 0.604 0.851 0.683 0.671 0.674 0.697
TrimmedAvg 0.597 0.853 0.692 0.650 0.650 0.688
Krum 0.569 0.780 0.708 0.618 0.619 0.659
SAPAA-MMF 0.621 0.867 0.758 0.677 0.678 0.720

The client evaluation results based on the Shockproof Hammer Slip dataset are pre-
sented in Table 9. From this dataset, it is evident that the SAPAA-MMF algorithm ranks
first in four of the client evaluation metrics. The AP, AP5y, AR1p9, and ARjzpy metrics
outperform those of the other comparison algorithms. The overall Average value remains
higher than that of the other comparison algorithms.

The client evaluation results based on the Insulator Self-Explosion dataset are pre-
sented in Table 10. From this dataset, it is evident that the SAPAA-MMF algorithm ranks
first in four of the client evaluation metrics. The AP, AP;5, ARqpy, and ARjzyy metrics
outperform those of the other comparison algorithms. The overall Average value remains
higher than that of the other comparison algorithms.

The client evaluation results based on the mixed dataset are presented in Table 11.
From this dataset, it is evident that the SAPAA-MMEF algorithm ranks first in four of the
client evaluation metrics. The AP, APsy, ARj00, and AR3pp metrics outperform those of the
other comparison algorithms. Although AP75 is lower than the maximum value among
the comparison algorithms, the overall Average value remains higher than that of the other
comparison algorithms.
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Table 9. The client evaluation results of each algorithm, based on the Shockproof Hammer

Slip dataset.
Indicator
Algorithm
AP AP5() AP75 AR100 AR300 Avemge

FedAvg 0.473 0.751 0.500 0.544 0.544 0.562
FedAvgM 0.465 0.746 0.554 0.541 0.541 0.569
FedYogi 0.470 0.771 0.567 0.532 0.532 0.574
FedAdam 0.436 0.707 0.506 0.523 0.523 0.539
FedAdagrad 0.276 0.641 0.178 0.370 0.376 0.368
FedMedia 0.466 0.767 0.499 0.534 0.534 0.560
TrimmedAvg 0.441 0.732 0.471 0.505 0.505 0.531
Krum 0.403 0.730 0.425 0.504 0.504 0.513
SAPAA-MMEF 0.473 0.772 0.559 0.553 0.553 0.582

Table 10. The client evaluation results of each algorithm, based on the Insulator Self-
Explosion dataset.

. Indicator
Algorithm
AP AP5() AP75 AR100 AR300 Average
FedAvg 0.263 0.485 0.262 0.357 0.361 0.346
FedAvgM 0.275 0.503 0.284 0.372 0.378 0.362
FedYogi 0.316 0.554 0.320 0.377 0.378 0.389
FedAdam 0.318 0.539 0.344 0.366 0.370 0.387
FedAdagrad 0.255 0.529 0.256 0.334 0.335 0.342
FedMedia 0.210 0.434 0.166 0.319 0.325 0.291
TrimmedAvg 0.275 0.522 0.300 0.353 0.360 0.362
Krum 0.233 0.461 0.236 0.340 0.348 0.324
SAPAA-MMF 0.328 0.539 0.348 0.381 0.389 0.397

Table 11. The client evaluation results of each algorithm, based on the mixed dataset.

Indicator
Algorithm
AP AP5[) AP75 ARlO() AR300 Avemge

FedAvg 0.263 0.534 0.208 0.379 0.381 0.353
FedAvgM 0.277 0.518 0.215 0.382 0.382 0.355
FedYogi 0.270 0.516 0.262 0.341 0.341 0.346
FedAdam 0.265 0.537 0.238 0.334 0.334 0.342
FedAdagrad 0.278 0.537 0.216 0.346 0.346 0.345
FedMedia 0.280 0.527 0.239 0.364 0.364 0.355
TrimmedAvg 0.264 0.514 0.230 0.369 0.372 0.350
Krum 0.227 0.498 0.181 0.333 0.333 0.314
SAPAA-MMF 0.285 0.540 0.240 0.383 0.384 0.366

From Tables 7-11, it is evident that the SAPAA-MMEF algorithm consistently achieves
the best results across the five client evaluation metrics: AP, APsy, APy5, AR1p9, and ARz
on the five datasets. The AP metric consistently ranks first across all five datasets, and the
average value of all metrics for the SAPAA-MMEF algorithm remains higher than that of the
other comparison algorithms. SAPAA-MMF combines the strengths of multiple algorithms
and enhances the server evaluation, resulting in a better global model. This indicates that
the global model performs better across the entire dataset, demonstrating strong generaliza-
tion capabilities and consistent performance across different data distributions. As a result,
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client evaluation has also improved, further confirming that the global model exhibits
strong generalization capabilities on client data. This underscores the effectiveness and
innovation of the SAPAA-MMF algorithm, which consistently delivers strong performance
and generalization.

4.5. Hyper-Parameter Experimental Verification

In the SAPAA-MMF algorithm, factors such as data distribution, data quality, and
the number of samples also influence the effectiveness of parameter aggregation. Since
there is no direct indicator to measure these factors, the client training loss is used as an
indirect measure of local data distribution and quality. In the SAPAA-MMF algorithm,
the hyperparameter 6 is used to control the balance between sample size and loss during
parameter aggregation. The optimal value of the hyperparameter 6 is determined through
experiments, validating the rationale for using client loss as a condition for parameter
aggregation. Tables 12 and 13 in the mixed dataset present the optimal values of the
hyperparameter 6 for server and client evaluations across different metrics, including AP,
AP50, AP75, ARlOQ, and AR300.

Table 12. Optimal indicators for server evaluation with different parameter values based on
mixed datasets.

Indicator
Parameter
AP APs APys5 AR199 AR3q9 Average

0=0 0.335 0.624 0.339 0.390 0.390 0.416
0 = 0.001 0.304 0.649 0.275 0.400 0.400 0.406
= 0.003 0.346 0.653 0.370 0.396 0.396 0.432
0 = 0.005 0.329 0.550 0.352 0.397 0.397 0.405
0 = 0.007 0.320 0.629 0.252 0.411 0.411 0.405
0 = 0.009 0.316 0.626 0.303 0.403 0.403 0.410
0 =0.01 0.319 0.570 0.314 0.399 0.399 0.400
f =0.03 0.244 0.515 0.196 0.373 0.378 0.341
0 = 0.05 0.198 0.433 0.131 0.343 0.346 0.290
f =0.07 0.131 0.339 0.112 0.273 0.273 0.226
# =0.09 0.107 0.269 0.088 0.255 0.257 0.195

Table 13. Optimal indicators for client evaluation with different parameter values based on
mixed datasets.

Indicator
Parameter
AP APs APys5 AR199 AR3q9 Average

0=0 0.284 0.539 0.271 0.326 0.326 0.349
0 = 0.001 0.278 0.533 0.271 0.331 0.331 0.349
0 = 0.003 0.285 0.540 0.240 0.383 0.384 0.366
= 0.005 0.287 0.520 0.259 0.352 0.352 0.354
0 = 0.007 0.277 0.546 0.265 0.351 0.351 0.358
0 = 0.009 0.275 0.534 0.281 0.347 0.347 0.357
0 =0.01 0.278 0.531 0.248 0.351 0.351 0.352
f =0.03 0.251 0.546 0.190 0.358 0.358 0.341
0 = 0.05 0.186 0.459 0.115 0.304 0.305 0.274
f =0.07 0.135 0.358 0.070 0.291 0.291 0.229
# =0.09 0.091 0.280 0.049 0.206 0.206 0.166

From Tables 12 and 13, it is evident that different values of the hyperparameter 6 have
varying effects on the server and client evaluation metrics. This fully demonstrates the
effectiveness and rationale of considering both the number of client samples and training
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loss in the SAPAA-MMF algorithm. To intuitively determine the optimal value of the
hyperparameter 6, the average values of various metrics and the corresponding values of 0
are illustrated in a bar chart, as shown in Figure 5.

From Figure 5, it is evident that different values of the parameter 6 in the SAPAA-
MMF algorithm result in varying effects on both client-side and server-side evaluations.
In the server evaluation, when the parameter ¢ is set to 0.003, the average metric value
is 0.416 higher compared to the case where client loss is not considered. In the client
evaluation, when the parameter 0 is set to 0.003, 0.005, 0.007, 0.009, or 0.01, the average
metric value is higher than the baseline value of 0.349, where client loss is not considered.
Therefore, when the parameter 6 is set to 0.003, the average evaluation metrics for both
server and client are higher than those that do not consider client loss, achieving the best
performance. This fully verifies that incorporating client loss during model parameter
aggregation yields better results. Based on this analysis, the optimal value of 6 used
throughout this study is 0.003.

045
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Figure 5. Mean value of client evaluation indicators using different parameter values (The dashed
line represents the mean of indicators that do not take into account client losses.).

4.6. Validation of Multi-Method Fusion

This paper proposes the SAPAA-MMEF algorithm. By leveraging the concept of multi-
method fusion, different algorithms are combined, fully utilizing their complementary
advantages to enhance the performance and generalization ability of the model while
ensuring stability and convergence. To comprehensively verify the effectiveness of multi-
method fusion, the FedAdam algorithm and the SAPAA-MMF algorithm without fusion
are tested on five datasets. The detailed server and client evaluation metrics are presented
in Tables 14 and 15.

Table 14. Comparison between non-multi-method fusion and multi-method fusion server evaluation

based on different datasets.

No Fusion Fusion (0 = 0)
Dataset

AP APsy APr;s ARjoo ARze0 AP APsy APrs ARjo0 ARsgo

Bird’s nest foreign bodies 0.174 0.506 0.063 0.247 0.247 0.190 0.491 0.084 0.255 0.255
Cement rod damage  0.602 0.776 0.752 0.604 0.604 0.614 0.792 0.752 0.642 0.642
Shockproof hammer slip 0.438 0.703 0.521 0.521 0.534 0.442 0.708 0.559 0.549 0.549
Insulator self-explosion 0.330 0.517 0.407 0.370 0.376 0.341 0.525 0.404 0.390 0.391
Mixed 0.332 0.628 0.365 0.368 0.368 0.335 0.624 0.339 0.390 0.390
Average 0.375 0.626 0422 0422 0426 0.384 0.628 0.428 0.445 0.445
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From Tables 14 and 15, it is evident that after multi-method fusion, server-side evalua-
tions showed improvements across multiple datasets. On the Bird’s Nest Foreign Bodies
dataset, AP, AP75, ARj0p, and ARz increased by 1.6%, 2.1%, 0.8%, and 0.8%, respectively.
On the Cement Pole Damage dataset, AP, APsy, AR1g0, and AR3gp increased by 1.2%,
1.6%, 3.8%, and 3.8%. On the Shockproof Hammer Slip dataset, AP, APsy, AP75, ARqqo,
and ARgzg increased by 0.4%, 0.5%, 3.8%, 2.8%, and 1.5%, respectively. On the Insulator
Self-Explosion dataset, AP, APsy, AR1p9, and ARjzgg increased by 1.1%, 0.8%, 2%, and
1.5%, respectively. On the mixed dataset, AP, ARjqg, and ARgzqg increased by 0.3%, 2.2%,
and 2.2%.

Table 15. Comparison between non-multi-method fusion and multi-method fusion client evaluation

based on different datasets.

No Fusion Fusion (6 = 0)
AP APsy APr;s ARioo ARzeo AP APsp APrs ARioo ARszoo

Bird’s nest foreign bodies 0.214 0.564 0.140 0.281 0.282 0.232 0.573 0.160 0.285 0.285
Cement rod damage  0.564 0.853 0.703 0.631 0.631 0.603 0.850 0.742 0.655 0.656
Shockproof hammer slip 0.436 0.707 0.506 0.523 0.523 0.467 0.763 0.498 0.548 0.548
Insulator self-explosion  0.318 0.539 0.344 0.366 0.370 0.327 0.554 0.387 0.376 0.377
Mixed 0.265 0.537 0.238 0.334 0.334 0.284 0.539 0.271 0.326 0.326
Average 0.359 0.640 0.387 0.427 0.428 0.383 0.656 0.412 0.438 0.438

Dataset

In the client evaluation on the Bird’s Nest Foreign Bodies dataset, AP, APsy, AP7s,
ARjp9, and AR3g increased by 1.8%, 0.9%, 2%, 0.4%, and 0.3%, respectively. On the
Cement Pole Damage dataset, AP, APz, ARjq, and AR3p increased by 3.9%, 3.9%, 2.4%,
and 2.5%, respectively. On the Shockproof Hammer Slip dataset, AP, AP5y, ARj0p, and
AR3z increased by 3.1%, 5.6%, 2.5%, and 2.5%, respectively. On the Insulator Self-Explosion
dataset, AP, APsy, AP75, AR, and ARz increased by 0.9%, 1.5%, 4.3%, 1%, and 0.7%,
respectively. On the mixed dataset, AP, AP5p, and APy increased by 1.9%, 0.2%, and
3.3%, respectively.

From both server-side and client-side evaluations, fully considering the stability of
client data samples and utilizing adaptive aggregation during server-side parameter aggre-
gation leads to better aggregation outcomes. This demonstrates that multi-method fusion
effectively leverages the complementary strengths of different algorithms, significantly
improving model performance and effectiveness.

4.7. Training Effectiveness Experiment

To verify the effectiveness of applying federated learning to the training of transmis-
sion line defect detection models and to assess the effectiveness of the constructed federated
learning training framework, nine federated learning algorithms, including the SAPAA-
MMF algorithm proposed in this chapter, were selected for evaluation in this section.
Figure 6 illustrates the trends of various evaluation metrics (AP, APsy, AP75, ARqq9, and
AR3zqp) for SAPAA-MMEF and other algorithms on the mixed dataset as training progresses.
As shown in the figure, SAPAA-MMF and the other algorithms exhibit an upward trend
in all five evaluation metrics as training progresses, eventually stabilizing after a certain
point, demonstrating the good convergence ability of SAPAA-MME. Furthermore, except
for the AP metric, where SAPAA-MMF is sub-optimal, SAPAA-MMF achieves the best
results in the other four evaluation metrics after 20 training rounds, further demonstrating
its effectiveness.
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Figure 6. Evaluation metrics change curves for SAPAA-MMF and comparison algorithms run for
20 rounds on a mixed dataset.

4.8. Statistical Hypothesis Testing

The Friedman statistical test is a non-parametric method for comparing multiple
related samples. It evaluates whether there are significant differences across conditions
by ranking observed values and comparing the differences between these rankings. In
this section, the Friedman test is used to conduct hypothesis testing to determine whether
there are significant differences in the performance of each algorithm. The first step
involves sorting all algorithms according to performance indicators for each dataset and
assigning ranks from 1 to k. Next, the average ranking of each algorithm across all datasets
is calculated. Finally, the statistics required for the test are calculated using Equations (23)
and (24) as follows:

12N (&, k(k+1)?
TXZ = m = 1’1' — T ’ (23)
N-1I)T
= N U (24)

N(k—l)—sz‘
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where k is the number of algorithms participating in the statistical test, N is the number of
datasets, and r; represents the average ranking value of the i algorithm in all datasets. 7>
is used to measure the ranking difference among algorithms and r is the conversion of 7,»
to make it obey the approximate normal distribution, which is used to further analyze that
the ranking difference 1 obeys the F distribution with degrees of freedom of (k — 1) and
(k—1)(N—-1).

The significance level « is typically set at 0.05 in hypothesis testing. The null hypoth-
esis posits that “there is no significant difference in the performance of the algorithms
between the server and the client”. If the value of tf is less than the critical value of
the F distribution at the significance level a, the null hypothesis is accepted, indicating
no significant difference in the performance of the algorithms between the server and
the client. Otherwise, the null hypothesis is rejected, indicating a significant difference
in performance.

To examine the performance differences between the server and the client across the
nine algorithms, the Friedman statistical test was applied to analyze the experimental
results. All statistical tests were conducted on the AP metric. The experiment involved
five datasets and nine algorithms. According to Equations (23) and (24), the value of TF
for the server evaluation is 19.38, and for the client evaluation it is 16.17. The critical
value of the F distribution at a significance level of 0.05 is F0.05(8,32) = 2.244. Since
19.38 > 2.244 and 16.17 > 2.244, the null hypothesis is rejected, indicating a significant
difference in the performance of the algorithms between the server and the client. Based on
these experimental results, it can be concluded that SAPAA-MMEF outperforms the other
comparison algorithms.

5. Conclusions

This study proposes a server-side Adaptive Parameter Aggregation Algorithm based
on Multi-method Fusion (SAPAA-MMF) for transmission line defect detection. A feder-
ated learning framework for transmission line defect detection was constructed to enable
distributed model training without the need to centrally store or transmit original data, ad-
dressing the issues of data silos, privacy concerns, and hardware performance limitations
associated with traditional transmission line defect detection model training. To address
the limitation that existing federated learning algorithms only use a single algorithm for
server-side parameter aggregation, making it challenging to fully leverage the advantages
of different algorithms, this study proposes a server-side adaptive parameter aggregation
algorithm based on multi-method fusion to enhance the aggregation effect, model perfor-
mance, and generalization ability. The performance of the SAPAA-MMEF algorithm was
compared with multiple baseline algorithms across five datasets, and the effectiveness
of SAPAA-MMEF was verified. This comprehensive performance across multiple datasets
underscores the effectiveness of SAPAA-MMEF in addressing challenges associated with
federated learning in defect detection tasks. By integrating multiple methods and carefully
balancing key factors, SAPAA-MMEF demonstrates its capacity to provide a more reliable
and adaptable solution for real-world transmission lines defect detection applications.

However, existing federated learning algorithms often overlook personalized client
feature information during the client update process. Additionally, the generalization
ability of these models for performing defect detection tasks in other domains has not
been thoroughly demonstrated. Future research should explore additional strategies and
optimize client parameter updates to further enhance model performance. Furthermore,
applying SAPAA-MMEF to defect detection tasks in other real-world scenarios could further
highlight the effectiveness of our research approach.
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