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Abstract: Mittag-Leffler functions and their variations are a popular topic of study at the present
time, mostly due to their applications in fractional calculus and fractional differential equations.
Here we propose a modification of the usual Mittag-Leffler functions of one, two, or three parameters,
which is ideally suited for extending certain fractional-calculus operators into the complex plane.
Complex analysis has been underused in combination with fractional calculus, especially with newly
developed operators like those with Mittag-Leffler kernels. Here we show the natural analytic
continuations of these operators using the modified Mittag-Leffler functions defined in this paper.
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1. Introduction

The study of special functions has been a significant subfield of mathematical analysis for decades,
connecting with other areas such as differential equations, fractional calculus, and mathematical
physics [1-3]. One important class of special functions consists of the so-called Mittag-Leffler function
and its extensions. These have been intensively studied, with at least one whole textbook dedicated to
them [4], along with many book chapters and important research papers [5-8]. They are particularly
useful due to their connections with fractional calculus, having been called "fractional exponential
functions" and arising naturally in solutions to various fractional differential equations [7,9,10],
including some which are useful in applications such as viscoelasticity and evolution processes [11,12].

The original Mittag-Leffler function E,(z) depends on one variable z and one parameter «, and it
is defined by [13]

00 n

Ea(z) = Y ——

= T(na+1) @)

where the series is locally uniformly convergent for any z € C and any a € C with Re(a) > 0.

This definition has been extended in various ways. The best-known extensions are the functions
E4p(z) and EZ, 5(2)/ depending on one variable z and two or three parameters «, 8, and -y. These are
defined as follows [4,14]:
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where again both series are locally uniformly convergent for any z € C and any «, 8,7 € C with
Re(a) > 0. Other extensions involve even more than three parameters, or replacing the single variable
z by multiple variables [10,15-17].

In fractional calculus—the study of the integral and derivative operators of calculus taken
to non-integer orders [18-20]—most studies take place only in the real line. The standard
Riemann-Liouville definition of a fractional integral to order « is

R = o [ -0 @) d

where f(x) is a function defined on a real interval x € [4,b] but « is permitted to be complex
(with positive real part). The fractional derivative is then defined as an extension of this, by means of
the following formula for Re(a) > 0:

REDSF(x) = S RLIM (), mo= |Re(a)| 41

By treating the parameter « as an independent complex variable, it can be shown that RED# f(x) =
RL 1% £(x) is an analytic extension of RL% £(x) from the right half-plane to the left one.

For analytic complex-valued functions f, there is another formula equivalent to
Riemann-Liouville which is more useful in the context of complex analysis [19,21]. Namely,
the fractional differintegral (valid for all « € C\Z™) of f(z) is

Sotfe) = TEEU [ otz @
it JH:

where the complex contour of integration H is the Hankel-type contour which starts above a on the

branch cut from z, wraps around z in a counterclockwise sense, and returns to a.

There are many other ways to define fractional integrals and fractional derivatives, often inspired
by or related to the Riemann-Liouville definition. Some of these are discussed in [22-24], with reference
to some general classes into which such operators can be classified. In pure mathematics, ideally we
consider the most general possible setting in which a particular result or behaviour can be proved.
In applications, of course it is necessary to consider specific types of fractional calculus for the modelling
of a given real-world problem.

We have already mentioned how Mittag-Leffler functions emerge naturally from the study of
fractional calculus and fractional differential equations. They also appear frequently as the kernels of
fractional integral and derivative operators. Many such operators are special cases of the Prabhakar
fractional calculus [14,25], which is based on the 3-parameter Mittag-Leffler function (3), and which
itself can be seen as a special case of some even more general operators [17,26].

Some of these special cases were defined without realising them as special cases, and hence they
were given their own names independently. Among the most intensively used types of fractional
calculus in the last few years are the so-called Atangana—-Baleanu operators, defined in [27] using the
1-parameter Mittag-Leffler function (1). Although integral operators using 1-parameter Mittag-Leffler
kernels were already considered years earlier [28-33], the so-called AB operators have become very
popular with over 350 papers published on them between 2016 and April 2020 [34]. One mathematical
development in this setting has been, in [35], the extension of complex contour integral formulae
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like (4) to other types of fractional calculus. Doing this for AB derivatives involved the introduction of
a modified Mittag-Leffler function, related but different to the original function defined by (1).

In the current work, we seek to extend the notion of this modified 1-parameter Mittag-Leffler
function to define similarly modified Mittag-Leffler functions with two and three parameters. We shall
perform a rigorous analysis of these modified Mittag-Leffler functions, their domains and convergence
properties, and use them to extend the Atangana—Baleanu and Prabhakar fractional-calculus operators
into the setting of complex variables.

Specifically, the organisation of this paper is as follows. Section 2 introduces the modified
Mittag-Leffler functions, firstly re-checking the 1-parameter function in Section 2.1 and then defining
the 2-parameter and 3-parameter extensions in Section 2.2. Section 3 examines how they may be used in
fractional calculus, firstly for the Prabhakar operators in Section 3.1 and then for the Atangana—Baleanu
operators in Section 3.2, with some further related remarks about extensions of fractional-calculus
operators in Section 3.3. Finally, Section 4 concludes the paper.

2. Modified Mittag-Leffler Functions

2.1. A Rigorous Recap of the 1-Parameter Case

In this section, we re-analyse the 1-parameter modified Mittag-Leffler function defined in [35]. It is
necessary to do this because there were some omissions in the work of [35]: specifically, the problems
arising from the n = 0 term. In fact, the function cannot actually be defined in exactly the way it was
in [35], because I'(—na) is not defined at n = 0. Therefore, we consider here a slightly different version
which starts from n = 1.

Definition 1 ([35]). The modified Mittag-Leffler function E*(z) is defined by the following series for all z € C
and o € C\R with Re(«) > 0:

E%(z) = ) T(—na)z", (5)
and by analytic continuation for all « € C\R.

The reason for defining and studying this function is only to demonstrate the convergence
principles and methods which will then be used for the 2-parameter and 3-parameter modified
Mittag-Leffler functions in Section 2.2 below. In itself, this function may not be important, because
of the missing n = 0 term, but we can see it as a practice “toy” case for establishing the ideas to be
used later.

Of course, changing the definition of the modified 1-parameter Mittag-Leffler function will affect
the results of [35] on the Atangana—Baleanu fractional derivatives. We resolve this issue in Section 3
below by finding new complex contour formulae for the Atangana—Baleanu fractional derivatives.

The following result was already proved in [35]. We reproduce the proof here, with a little more
detail, and also give an alternative method of proof which will be useful later in this paper.

Proposition 1 ([35]). The infinite power series (5) is locally uniformly convergent for all z € C, for any fixed
a € C\R with Re(a) > 0.

Proof using reflection formula [35]. We rewrite the power series (5) using the reflection formula for
the gamma function:

- T 1
E%(z) = :
(=) 712:21 sin(—mna) T(na+ 1)Z
e 1 z"

=ami), exp(—imna) —exp(imna) T(na+1)°

n=1

n
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The latter series is identical to the original Mittag-Leffler function (1) except for the extra factor

vy L We split into two cases to consider the behaviour of this factor:
p(—imna)—exp(inna)

1
exp(—imna)—exp(inna)

e If Im(a) > 0, then exp(—imna) — exp(intna) ~ exp(—inmna) and so

exp(irna) has exponential decay.

1

e If Im(a) < O, then exp(—imna) — exp(inna) ~ exp(imna) and so oxp (o) —oxp ()

exp(—imna) has exponential decay.

Either way, for Re(«) > 0 and & ¢ R, the series converges absolutely and locally uniformly, just like
the original series (1). O

Proof using ratio test and Stirling’s formula. This is a more elementary way to prove convergence
of a power series, going back to basics with the ratio test instead of relying on knowledge of the series
for the original Mittag-Leffler function. We use Stirling’s formula for the asymptotics of the gamma
functions for large n; the ratio between consecutive terms is

An+1 F(—na — “)

i I'(—na) z

Vs ()
o (”:1>M (;‘") (n+1) "z~ (—a(n+1)) 2

as n — co. The limit is zero if Re(a) > 0, so in this case the series converges absolutely and locally
uniformly as required. We still require the assumption « € R to avoid having any zero terms. [

~

The following result was stated in [35], but the proof was only outlined. We present here the
complete proof.

Proposition 2 ([35]). The modified Mittag-Leffler function E*(z), defined for Re(a) > 0 by Definition 1,
has an analytic continuation to all « € C\R given by the following complex integral:

E*(z) = %21 /Hett*IG,x (ztf”‘) dt,

where H is the standard Hankel contour (starting and ending at negative real infinity and wrapping
counterclockwise around the origin) and &, is the function defined by

) X"
6“(x)_rglsin(7a)' x € R,a € C\R.

Proof. We follow the method of [36], and proceed as follows using the standard contour integral
representation of the inverse gamma function:

Ba=Yy — "~ .=
= sin(—mna) T(na+1)
1) n 1
=) L . 7/ elp=me=1q;
= sin(—mna) 27 JH

1 & ty—na—1 z"
— i ——
—2i nZ’l/He sin(7tna)

I
|>—\
»
=
|
AN
17e
E«A
5N
/‘\HI
3
S N
=
N—
-
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where the interchange of summation and integration is permitted by locally uniform convergence of
the series. Note that locally uniform convergence of the series for &, is guaranteed by the ratio test
combined with an exponential-decay argument for dividing by a sine function similar to that in the
first proof of Proposition 1 above. [

2.2. Extension to the 2-Parameter and 3-Parameter Cases

The original Mittag-Leffler function (1) has been modified, using the functional equation for
the gamma function, as described in Definition 1 and the subsequent discussion. This modified
Mittag-Leffler function E*(z) depends on one variable z and one parameter «, just like the original
Mittag-Leffler function E,(z).

In a similar way; it is also possible to modify the 2-parameter Mittag-Leffler function (2) and the
3-parameter Mittag-Leffler function (3), thereby obtaining modified Mittag-Leffler functions with two
and three parameters. We start with the 2-parameter version.

Definition 2. The modified 2-parameter Mittag-Leffler function E%P(z) is defined by the following series for
all z € Cand a, B € C satisfying Re(x) > 0 and «, p not both real and na + B ¢ N for any n € N:

E%P(z ZF (1—na—p (6)

and by analytic continuation for all a, B € C satisfying a, B not both real and naw + B ¢ N for any n € N.

Theorem 1. The infinite power series (6) is locally uniformly convergent for all z € C, for any fixed a, p € C
satisfying Re(a) > 0 and , B not both real and na + B ¢ N for any n € N.

Proof using reflection formula. This follows similar lines as the first proof of Proposition 1:

n

9 > Z
EYP(z ; noc+,B)) F(noH—ﬁ)

i 1 . z"
= exp(in(na+ p)) —exp(—in(na+ p)) T(na+p)’

where this series is identical to the original Mittag-Leffler function (2) except for the extra factor
involving two exponential functions in the denominator. We split into three cases to consider the
behaviour of this factor:

e IfIm(a) > 0, then exp(irt(na + B)) — exp(—im(na + B)) ~ exp(—int(na + B)) for sufficiently
large 1, and so

1
exp(im(na+ B)) —exp(—imt(na + B))

~ exp(irt(na + B))

has exponential decay as n — cc.
e IfIm(a) <0, thenexp(in(na+ B)) —exp(—int(na+ B)) ~ exp(irt(na + p)) for sufficiently large

n, and so
1

exp(irt(na+ B)) — exp(—im(na + B))

has exponential decay as n — cc.

~ exp(—int(na + B))

e IfIm(a) =0, then Im(B) # 0 by assumption. The extra term is bounded by a constant as n — oo,
namely, either

1 1
exp(mImpB) — exp(—nImp) o exp(—mnImpB) — exp(7Imp)
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according to the sign of Im().

In any case, provided Re(a) > 0 so that the original series (2) converges, the new series (6) also
converges absolutely and locally uniformly. We assume throughout that the bottom never cancels out
exactly to zero; i.e., that na + B is never an integer for any n. [

Proof using ratio test and Stirling’s formula. Again the calculations here are similar to those in the
second proof of Proposition 1:

a1 _ T(1—(n+1a—p)
ay I'(1—na—p)

(W)_(n+l)“_ﬂ¢2n<<n+1>a P
(”ﬁﬁ)w 2(—na = )

~ (—(n +el)tx—[3)'x<(n ;:“1104; ﬁ)ﬂ (W>M

~

N " ( noe+ B >W
(~(n+1Da—p)*\(n+1)a+p
1
(= (n+1)a—p)

as n — oo. The limit is zero if Re(«) > 0, so in this case the series converges absolutely and locally
uniformly as required. We still require the assumption na + B ¢ N to avoid having any zero terms. [

~

o

Theorem 2 (Complex integral representation of modified 2-parameter Mittag-Leffler function).
The modified 2-parameter Mittag-Leffler function, defined above under the assumption Re(x) > 0, has an
analytic continuation to o, B € C satisfying «, B not both real and na + B ¢ N for any n € N, given by the
following complex integral:

E%P(z) = %/Hett_ﬁ@w; (zt~%) dt,

where H is the standard Hankel contour (starting and ending at negative real infinity and wrapping
counterclockwise around the origin) and &, g is the function defined by

00 n

sz,ﬁ(x) = Z -

_—, «, B not both real, na + N Vn.
= sin ((na + B)) p e

Proof. Similarly to Proposition 2, we use the contour integral representation of the inverse
gamma function:

E*(2) I'(1—na—p)z"

I
[1e

2
Il
S

T z"

sin(rt(na + B)) T'(na + B)

— nz" L ty—na—p
B r;) sin(rt(na + B)) 2ri /He ! d

_ Yoy )

_21'/H€iL Lg)sin(n(nzx—l—ﬁ)) d
1 _ _

= Z/HEtt P&y p(zt) dt,

I
=
i agb

3 |l
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as required, where the interchange of summation and integration is permitted by locally uniform
convergence of the series. Note that, as before, locally uniform convergence of the series for Ga,ﬁ is
guaranteed by the ratio test combined with an exponential-decay argument for dividing by a sine
function similar to that in the first proof of Theorem 1 above. O

Definition 3. The modified 3-parameter Mittag-Leffler function Ef;’ﬁ (z) is defined by the following series for
allz € Cand «, B,y € C satisfying Re(a) > 0 and w, p not both real and na + p ¢ N for any n € N:

Ef;’ﬁ(z) = i %F(l —na— B)z" = i [y +n) n)l"(l —na — B)z" (7)

= n! = T(y)n!
and by analytic continuation for all u, B,y € C satisfying a, B not both real and no + B & N for any n € N.

Theorem 3. The infinite power series (7) is locally uniformly convergent for all z € C, for any fixed o, p,y € C
satisfying Re(a) > 0 and , p not both real and na + B ¢ N for any n € N.

Proof. This follows almost directly from the result of Theorem 1, either by the first method (reflection
formula) or by the second method (ratio test).
Using the reflection formula, we find

1 I(y+mn)z"

- 27'czn texp(ir(na + B)) —exp(—irmt(na+B)) T(y)T(na+ p)n!

which is identical to the original 3-parameter Mittag-Leffler series (3) except for the extra factor which
is exactly the same as in Theorem 1 and therefore gives the same convergence properties under the
same conditions.

Using the ratio test, we find

a1 _ (y+m)IA—(+Da—p) TA—(n+1)a—p)
a,  (n+1)I(1—na—B) r(l—na—pB) '

which is exactly the same as in Theorem 1 and therefore gives the same convergence properties under
the same conditions. O

Theorem 4 (Complex integral representation of modified 3-parameter Mittag-Leffler function).
The modified 3-parameter Mittag-Leffler function, defined above under the assumption Re(x) > 0, has an
analytic continuation to «, B,y € C satisfying a, p not both real and na + B ¢ N for any n € N, given by the
following complex integral:

1 .
EXP(z) = 21/ et Pe] (zt") dt,

where H is the standard Hankel contour (starting and ending at negative real infinity and wrapping
counterclockwise around the origin) and GZ 8 is the function defined by

= Ty +n)x"
, , B not both real, N Vn.
nE T(7)ntsin (x(na + B)) a, B not both real, na + p ¢ N Vn
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Proof. Similarly to Proposition 2 and Theorem 2, we use the contour integral representation of the
inverse gamma function:

Ef‘,’ﬁ(z) = i Mr(l —na — B)z"

=0 [(y)n!
— i U I(y+mn)z"
=y sin(rt(na + B)) T(7)T (na + p)n!

[ee] n
-y 7T'r(_7 +n)z L/ et me=P
= T(y)n!sin(r(na + B)) 27 Ju

_ = et —B - r(7+n)(2t7“>n
% /H g [;O r(y)nzsin(n(nwﬁ)J a
- [ etrel e,

—_

where the interchange of summation and integration is permitted by locally uniform convergence
of the series. Note that locally uniform convergence of the series for &7 g is guaranteed by the same
property of &, g, since the ratio test gives almost exactly the same expression for both. [

Remark 1. The condition required in the above definitions and theorems, that na + ¢ N for any n € N,
may at first seem to be very restrictive. However, this is simply the requirement that all the terms of the series
itself are well-defined. If we ever have na + B € N for some n, then T'(1 — na — B) is not defined for this value
of n, and so the series itself makes no sense. This condition is added simply to ensure that our definitions can
actually make sense, even before convergence considerations.

3. Extensions of Fractional Operators

3.1. Contour Integral Formulae for Prabhakar Fractional Operators

Definition 4 ([14,25,37]). The Prabhakar fractional integral of a function f € L'[a,b], with parameters
a,B,v,6 € Csatisfying Re(w) > 0and Re(B) > 0, is defined as

PP () = [ (- 0P EL (6~ D) £ (@) 42, ®

using the 3-parameter Mittag-Leffler function (3) as a kernel function. This operator can also be written as an
infinite series of Riemann—Liouville fractional integrals, as follows:

[e) 5;1
HEIC Z PR (). ©)

The Prabhakar fractional derivative of a smooth function f(x), with parameters w,B,7y,6 € C satisfying
Re(a) > 0and Re(B) > 0, is defined as

POV f(x) = PP, = [Re(B)] +1. (10)

dxm @°F
Using composition properties of Riemann—Liouville derivatives and integrals, this operator can be written as an

infinite series similar to (9):

> (5
PDYP () = 3 IRy, (1)

n=0
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where the operator denoted by RLI Z“iﬁ

depending on the sign of Re(na — p).

is either a Riemann—Liouville integral or a Riemann—Liouville derivative

Note that the variable x in the above definition is assumed to be real, in the fixed interval [a, b].
In the previous paper [35], the Atangana—Baleanu fractional operators were extended from the real
line to the complex plane, using a complex contour integral approach and the modified 1-parameter
Mittag-Leffler function (5). Now we seek to do the same for the Prabhakar fractional operators,
using the modified 3-parameter Mittag-Leffler function which we have defined in this paper.

Theorem 5. The analytic continuation of the Prabhakar fractional integral is given by

DA () = [ (G- 2P (6 - 2 F(G) e, 12)

2 Hz
where Eg’ﬁ (x) is the modified 3-parameter Mittag-Leffler function defined by (7) above, and the complex contour
of integration H is the Hankel-type contour which starts above a on the branch cut from z, wraps around z in a
counterclockwise sense, and returns to a.

This formula (12) also covers Prabhakar fractional differentiation, under the convention (following from the
semigroup property and series formula) that © DA flx)="2 [Pl f(x). In other words, we have

D () = 5 [ (@2 B P62 fO) dz

27

The assumption on the parameters w, 3,7y, 6 for this Theorem is that «, B not both real and na 4+ p ¢ N for any
neN.

Proof. We use the series formula for Prabhakar fractional calculus, noting that both (9) for
integrals and (11) for derivatives become the same formula under the convention © Di’ﬁ 1 flx) =
Igli’_ﬁ'_w‘f(x). We have

571
O R pesh )

I
hgk

TP f ()

3
Il
<}

R

I
agk

3
i
o

I
12

(7)nd" T(1 — na — B) / (2" dg

n! 27ti

3
Il
o

a

= g @[5 Grra o pree 2y e

=0
- [ =2 EP 6 -2) F@) e

The above manipulation is valid provided that Re(«) > 0. Note that we do not need any assumption on
Re(B) since the case Re(B) > 0 is covered by the Prabhakar fractional integral and the case Re(f) < 0
by the Prabhakar fractional derivative.

The final formula, however—the right-hand side of Equation (12)—is well-defined and analytic for
any «, 8, v, d satisfying «, B not both real and n« + B ¢ N for any n € N, by the analytic continuation of
Ef‘,’ﬁ given in Theorem 4. Therefore, (12) provides the analytic continuation of the Prabhakar fractional
integral and derivative, even to the cases where Re(«) > 0 no longer applies. [
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3.2. Contour Integral Formulae for Atangana—Baleanu Fractional Operators

Definition 5 ([27,38]). The Atangana—Baleanu fractional integral of a function f € L'[a,b], with parameter
€ (0,1), is defined as

ABIEf(x) = 7‘;7( )+ %Rﬁz“ﬂ %), (13)

The Atangana—Baleanu fractional derivatives of a function f € Clla,b], with parameter « € (0,1),
of Riemann—Liouville and Caputo types respectively, are defined as:

D) = 100 & [T e (- 0t e, 1)
ptfn = 2 [T (-0t £ g (15)

using the 1-parameter Mittag-Leffler function (1) as a kernel function. These operators can also be written as
infinite series of Riemann—Liouville fractional integrals, as follows:

APRDAf(x) = f (_"‘i : % fo (1__";) Rl (x) (16)
_ B(D‘) - — nRL nu
1_“g(1_a> oI5 f (), (17)
D) = T 1 (755 ) ) )

In the paper [35], these definitions were extended beyond « € (0,1) to complex values of a.
The Atangana—Baleanu (AB) integral is easy to extend to complex & and complex x, just using the
well-known extension of the Riemann-Liouville integral:

N 1 1—a all(1—a)
LA = g s (225 + s FO

For the AB derivatives (of both types), the complex contour formulae written in [35] were as follows:
B(«) d —
ABR _ bly)  d "
WD:f(2) = 27i(1 — ) dz /HgE (1
B(a) —u
ABC __ bla) af %, ,
WD:f(z) = 27[1(1—0()/515 (1_“€ Z)>f(§)d§,

) A0,

where here the notation E* refers to the incorrectly defined function from [35],

this being incorrect because of the n = 0 term.
The correct version of these formulae is given by slightly modifying them as follows:

s = g [ | e (o) | r@d- o),

where this time the notation E“ refers to the well-defined function from (5) above. These formulae
are obtained by treating the n = 0 term separately, starting from the series formulae (16) and (18),
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and in the Caputo case using the fact that RETLf'(x) = f(x) — f(a). However, we can obtain more
elegant formulae by considering instead the series formula (17) and using the 2-parameter modified
Mittag-Leffler function defined in Section 2.2 above.

Theorem 6. The analytic continuation of the AB fractional derivative of Riemann—Liouville type is given by

ABRDaf( ) 27118(?‘2“) / ] EIX,O (1_0‘06(6: _ Z)l’l) gf(—g)z dg[ (19)

where E%P(x) is the modified 2-parameter Mittag-Leffler function defined by (6) above, and the complex contour
of integration HE is the Hankel-type contour which starts above a on the branch cut from z, wraps around z in a
counterclockwise sense, and returns to a.

The analytic continuation of the AB fractional derivative of Caputo type can then be deduced using the
relationship between ABR and ABC derivatives given by the fundamental theorem of calculus:

Cotf(e) = g [0 (oot ) A ag- P (2R s

The assumption on the parameter « for this Theorem is simply & € C\R.

Proof. We start from the series formula (17) for the ABR fractional derivative, and use the complex
integral representation for the Riemann-Liouville fractional integral:

DL () = 10 3 () R )

1—ua, = u
B(a) & [ —a \"T(—na+1) .
T3 () T Lo e

Note that this substitution is valid for all values of 7, since the complex contour formula (4) is valid for

any order of differentiation not in Z~. Here the orders of differentiation are —n« for n > 0, which is
either zero or nonreal. (This is why, when using (16) instead of (17), we needed to treat n = 0 separately:
because in the case of (16), the n = 0 term gives order of differentation —1 which is in Z7).

Continuing, and using the fact that the series formulae for AB derivatives are locally uniformly
convergent [38]:

ABRDtxf( ): B((X) 1 Zr n“_,’_l (1__“a>n(g_z)mx—ld€

1—a2ir

B() 1 f() o, - o
=Tt g—on(l—aa(gZ))dé'

which is the desired result for ABR derivatives.
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For the case of ABC derivatives, we simply use the following relationship between ABR and ABC
following from the series formulae (16)—(18):

ABCDR £(y) — f(_airg (1__aa>ﬂR I lx(RLllf( ))

- fo (1__";)”“;12“ (£ - f@)
=Dt - P 3 (25 S s)
= AaDYf (x) - f(_“i EO <1_—aa) r(nz+1)f(”>
=D (x) P ({50 ) fl@)

The last term here is the initial value term which gives the desired result for ABC derivatives. [

Remark 2. Note that using = 0 in the usual 2-parameter or 3-parameter Mittag-Leffler functions would not
be possible when using them as kernel functions, because it would lead to a non-integrable singularity. However,

in the complex setting, this is fine since é can be integrated using Cauchy’s integral formula.

Remark 3. It is known that the Atangana—Baleanu fractional operators are special cases of the Prabhakar
fractional calculus. Indeed, this is an obvious fact for the AB derivative, since it (like the Prabhakar operators) is
defined using an integral transform with Mittag-Leffler kernel. The AB integral, on the other hand, is simply the
linear combination of a function with its Riemann—Liouville integral, with no Mittag-Leffler functions involved
in the definition; it was only noticed recently in [39] that it too is a special case of Prabhakar. The relationships
are given by

Iocofl%

AR f(x) = B(Djl;x" (),

X p w,0,—1,—2

1- Ta
B WDV ),

ABRDocf( )

Using this, it is possible to deduce the result of Theorem 6 directly from that of Theorem 5. Note that the
multiplier ( — z)P~1 appearing in (12), which is a typical power function multiplier found when dealing with
Mittag-Leffler function kernels, in the AB case becomes simply é, which is a typical multiplier found in
complex analysis according to Cauchy’s integral formula.

3.3. Series for Negative a

In the paper [36], a series formula is given for the Mittag-Leffler function E,(z) which is valid
for negative real numbers «, by using a functional equation that emerges from the complex integral
representation. The same functional equation approach works to prove similar series formulae for the
two-parameter Mittag-Leffler function E, g(z) and for complex a with Re(a) < 0. We state the general
result as follows.

Proposition 3 ([36]). The analytic continuation of the two-parameter Mittag-Leffler function E,g(z),
originally defined by (2), to the domain o, p € C,Re(a) < 0 is given by the following locally uniformly

convergent series:
—n
-z

Eep() = L T pa s By

n=1

(20)
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Proof. From the complex integral representation of the two-parameter Mittag-Leffler function,

1 tr=PBot 1 ef
Eap(z) = 5= | a—pdt=5— | s dt
wp2) = 50 /H e /H #—aps

valid for all @, B € C, we use the algebraic identity

1 1 1
Pzt B {f_ o 1pth (21)

to obtain

Buple) = g [ Gt [ e e E Y
B\ ot Ji tB 27 Ju B —z=1ptB T T(B) —wb ’

valid for all o, B € C. Then, if Re(x) < 0, we have Re(—a) > 0 and therefore we can use the original
series formula (2) for E_, g (z71). Cancelling the n = 0 term, this gives the desired series for Eyp(z) in
the case of Re(a) < 0. O

Remark 4. The same technique cannot be used to give an elegant series representation of the 3-parameter
Mittag-Leffler function E ﬁ(z) for negative values of a. This is because the complex integral representation of
this function involves a ~yth power:

1 t=Pet
g —
Euplz) = 27Ti /H (1 — zt—a)7 de,
and there is no analogue of the identity (21) for reciprocals of yth powers.

Remark 5. Furthermore, the technique of Proposition 3 cannot be applied to our modified Mittag-Leffler
functions either, even in the 1-parameter and 2-parameter cases. The complex integral representations of
Proposition 2 and Theorem 2 have integrands involving the functions &, and &, g which do not have simple
identities like (21) between them.

4. Conclusions and Further Work

This paper serves as a continuation of the work of [35], in which the first modified Mittag-Leffler
function was defined and used to extend Atangana—Baleanu fractional operators into the complex
context. Here we have corrected an omission in [35], in which the issues surrounding the n = 0 term of
the Mittag-Leffler series were overlooked. We have defined modified Mittag-Leffler functions of one,
two, and three parameters, and rigorously checked the convergence issues for the series in each case.

The power of Mittag-Leffler functions and their series in fractional calculus cannot be understated.
Several important operators of fractional calculus are defined using Mittag-Leffler functions, and the
series formulae for these operators have been useful in proving a number of useful properties.
Our modified Mittag-Leffler functions and their series can be used to provide new formulae for
the same operators, which are valid in larger domains than the original ones. We showed how both
the Prabhakar and the Atangana—Baleanu operators can be applied to find fractional derivatives and
integrals of functions of a complex variable as well as real functions.

The work contained in this paper will be useful for ongoing research into these fractional-calculus
operators and their applications. It was already seen, for example, in [12,40,41], that complex integral
representations of Mittag-Leffler functions are useful in finding asymptotic expansions, and therefore
in bounding and approximating the functions. In some cases, complex orders of fractional derivatives
can be vital for modelling [42—44]. The analysis of fractional evolution processes in [12] even used
Mittag-Leffler-type infinite series involving the gamma function at negative parameters, such as
I'(1 — na), similarly to the functions we have introduced in this paper. Therefore, we expect our
formulae to find applications in the future.
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Furthermore, we investigated another way of extending Mittag-Leffler functions by analytic
continuation, namely the series for negative a. Although this approach does not work directly
on the modified Mittag-Leffler functions defined here, we believe it will be useful in the analysis
of Atangana-Baleanu and Prabhakar fractional operators. Further research in this direction is
currently ongoing.
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