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Abstract

:

Since modern power systems are susceptible to undesirable frequency oscillations caused by uncertainties in renewable energy sources (RESs) and loads, load frequency control (LFC) has a crucial role to get these systems’ frequency stability back. However, existing LFC techniques may not be sufficient to confront the key challenge arising from the low-inertia issue, which is due to the integration of high-penetration RESs. Therefore, to address this issue, this study proposes an optimized intelligent fractional-order integral (iFOI) controller for the LFC of a two-area interconnected modern power system with the implementation of virtual inertia control (VIC). Here, the proposed iFOI controller is optimally designed using an efficient metaheuristic optimization technique, called the gray wolf optimization (GWO) algorithm, which provides minimum values for system frequency deviations and tie-line power deviation. Moreover, the effectiveness of the proposed optimal iFOI controller is confirmed by contrasting its performance with other control techniques utilized in the literature, such as the integral controller and FOI controller, which are also designed in this study, under load/RES fluctuations. Compared to these control techniques from the literature for several scenarios, the simulation results produced by the MATLAB software have demonstrated the efficacy and resilience of the proposed optimal iFOI controller based on the GWO. Additionally, the effectiveness of the proposed controller design in regulating the frequency of interconnected modern power systems with the application of VIC is confirmed.
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1. Introduction


Nowadays, renewable energy sources (RESs) are increasingly being integrated into utility power systems. RESs have the advantages of being clean, infinite, and inexpensive energy sources [1,2]. However, RESs can cause some issues and challenges for utility grids. One of these challenges is the reduction in the inertia of interconnected power systems caused by the incorporation of RESs into modern interconnected power systems. Usually, RESs are interfaced with the utility grid via power converters. These converters have been proven to cause an inertia drop in the power system. Consequently, the frequency and voltage stability of the power system are altered. Therefore, the main obstacle to RESs penetration in modern interconnected power systems is the drop in power system inertia [3,4].



To counteract the reduction of system inertia, creating more inertia virtually is one solution to stabilize the frequency and voltage of modern power systems. This phenomenon of virtual inertia is denominated as a virtual inertia control (VIC) or virtual synchronous generator [5]. The concept of VIC in modern power systems can be established using the inverter-based energy storage system (ESS) and the suitable control technique. Therefore, several applications related to the VIC concept have been presented in the Refs. [6,7,8,9]. The derivative control approach represents one of the most efficient VIC techniques to enhance the frequency stability of modern power systems by establishing virtual inertia [9]. Additionally, in the framework of the VIC system, the derivative control technique is integrated into the proportional–integral (PI) controller [5], and the H_infinity technique [6,8] has been provided for the frequency stability improvement of modern power systems with high RES penetration.



On the other hand, a considerable drop in system frequency occurs in conjunction with a change in load demand when the power system, in particular, a microgrid operates independently, thus endangering the integrity of such systems. It is possible to restore the power system frequency to the desired value by ensuring a match between generation and demand, which is greatly facilitated by implementing load frequency control (LFC). Therefore, many control techniques have been used for the LFC of modern power systems, such as conventional proportional-integral-derivative (PID) controllers [10], fuzzy logic control [11], model predictive control [12], sliding mode control [13], and others. Recently, control systems engineering has paid great attention to fractional calculus approaches that have excellent facilities for control applications. One of these approaches is the fractional-order (FO) approach. The controller used in that approach is called the FO controller (FOC). A new version of the FOC, called intelligent FOC (iFOC), has just been introduced [14]. The multiresolution analysis introduced robust tuning and an excellent response of the closed-loop systems, which are the main advantages of the iFOC [15]. Tuning the iFOC control parameters is the original challenge of its application. Many tuning techniques have been introduced for tuning iFOC, such as auto-tuning, analytic tuning, numerical tuning, and rule-based tuning [16]. However, the optimal response of the iFOC could be achieved using mathematical optimization algorithms [17].



Many optimization algorithms are proposed to tune the controller parameters [18,19,20]. Those algorithms have produced good responses. However, their convergence speed, objective functions, and complexity differed. Recently, a metaheuristic optimization technique called Gray Wolf Optimization (GWO) has been introduced [21]. Due to its simplicity, the GWO algorithm has too many applications in power system control and mechatronics [22]. The GWO has great merit over other optimization techniques. It is considered flexible, uses few variables, has a comprehensiveness feature, and has simple programming and implementation. Furthermore, an adaptive fuzzy PID controller based on a modified GWO algorithm has been proposed for the frequency regulation of hybrid power systems [23], where the optimal designed controller has been performed using different optimization techniques to demonstrate the superiority of the GWO algorithm.



Motivated by these aforementioned observations, this study proposes an intelligent fractional-order integral (iFOI) controller for the LFC of a two-area interconnected modern power system with the implementation of VIC, where ultralocal model (ULM) control is incorporated into the LFC based on an FOI controller to enhance the frequency stability of interconnected modern power systems. Moreover, the design of the proposed controller considers high penetration levels of RESs and system nonlinearities. In contrast, previous LFC techniques may not be sufficient to confront the key challenge arising from the low-inertia issue, which is due to the integration of high-penetration RESs. Therefore, this paper proposes an optimized iFOI controller in conjunction with VIC technology to strongly enhance the frequency stability of a two-area interconnected power system considering the high penetration of RESs. Moreover, the optimal proposed controller is fine-tuned using an efficient metaheuristic optimization technique, that is, the GWO algorithm. Furthermore, the effectiveness of the proposed iFOI controller is confirmed by contrasting its performance with other control techniques utilized in the literature, such as the integral (I) controller [1] and the FOI controller, which were designed beside the proposed controller in this study, under load/RESs fluctuations.



The rest of this paper is presented as follows. The modelling and description of the proposed two-area test system are described in Section 2. In Section 3, the proposed iFOI controller-based LFC is explained. Section 3 discusses the optimization approach based on the GWO. Section 4 provides the simulation results. Finally, the research conclusions are presented in Section 5.




2. System Description and Modeling


Figure 1 presents the structure of the investigated two-area interconnected modern power system integrated with the VIC strategy. The two areas have been interconnected through a power transmission line called the tie-line. Each area has a thermal power plant, load, and VIC based on ESS. In addition, photovoltaic (PV) solar and wind farms have been included in areas 1, and 2, respectively. The first area has a solar farm of 8 MW, however, the second area has a wind farm of 6 MW. The system controller deals with the frequency and tie-line power of the two areas. Then, it generates the control signals for each area.



To model the studied system, the low-order models of the individual generation units may be considered suitable for controlling interconnected power systems [1]. The linear model of the studied two-area interconnected power system with the VIC technology is shown in Figure 2. Additionally, the model parameters are presented in Table 1. Each area has a domestic load that is treated as a disturbance in the model. Wind and solar farms are also treated as disturbances. The deviation in the frequency of the proposed interconnected power system of the j-th area considering the impact of droop control, LFC, and VIC can be represented as follows:


  Δ  f j  =  1  2  H j  s +  D j      Δ  P  m j   + Δ  P  W T j   + Δ  P  P V j   + Δ  P  I n e r t i a j   − Δ  P  L j   − Δ  P  T i e , j k      



(1)




where:


  Δ  P  m j   =  1  1 + s  T  t j       Δ  P  g j      



(2)






  Δ  P  g j   =  1  1 + s  T  g j       Δ  P  A C E , j   −  1   R j    Δ  f j     



(3)






  Δ  P  W T j   =  1  1 + s  T  W T j       Δ  P  W i n d , j      



(4)






  Δ  P  P V j   =  1  1 + s  T  P V j       Δ  P  S o l a r , j      



(5)




where ΔPmj and ΔPgj denote the power produced in area j by the relevant thermal generation system and turbine system, respectively. The area control error (ACE) is determined as the linear combination of the weighted frequency variation and the tie-line power flow, as follows [1,9].


  Δ  P  A C E , j   =   A C  E j   s  =    K j   s     β j   f j    +  1 s  Δ  P  T i e , j    



(6)







The tie-line power deviation between the j-area and the remaining areas can be calculated to create the interconnections among m areas in an interconnected power system,


  Δ  P  T i e , j   =   ∑       k = 1       k ≠ j      m  Δ  P  T i e , j k   =   2 π  s      ∑       k = 1       k ≠ j      m   T  j k   Δ  f j  −   ∑       k = 1       k ≠ j      m   T  j k   Δ  f k     



(7)




where Tjk is the coefficient of synchronization between areas and ΔPTie,jk denotes the area-j and area-k tie-line power exchange.



The linearized state-space model of the proposed power system may be derived using state variables from (1) to (7):


   X ˙  = A X + B U + E W  



(8)






  Y = C X + D U + F W  



(9)




where:


   X T  =       ∆  f 1      ∆  P g    1      ∆  p m    1      ∆  P  P V       ∆  P  I n e r t i a , 1       ∆  P  T i e , 12       ∆  f 2      ∆  P g    2      ∆  p m    2      ∆  p  W T       ∆  P  I n e r t i a , 2          










   U T  =       ∆  P  A C E , 1       ∆  P  A C E , 2          










   W T  =       ∆  P  S o l a r       ∆  P  W i n d       ∆  P  L 1       ∆  P  L 2          










   Y T  =       ∆  f 1      ∆  f 2         











Thus, U is the ACE signal for the considered power system, W is the input perturbations (i.e., loads and RESs) vector, Y is the output, and X is the state vector of the considered system (i.e., frequency deviation for each area). While E stands for the disturbance inputs, B is for the control output signal, D is for the zero vector of the same size as the controlled signal, F is for the zero vector of the same size as the disturbance input vector, and C is for the output of the system. As a result, it is possible to obtain the full matrices of the state space representation of the proposed two-area interconnected power system considering RESs as below:   A =      −     D   1     2   H   1       0     1   2   H   1         1   2   H   1         1   2   H   1       −   1   2   H   1       0   0   0   0   0     −   1       R   1   T   g 1       −   1     T   g 1       0   0   0   0   0   0   0   0   0     0     1     T   t 1       −   1     T   t 1       0   0   0   0   0   0   0   0     0   0   0   −   1     T   P V       0   0   0   0   0   0   0     −       D   1   K   V I 1     2   H   1     T   V I 1       0       K   V I 1     2   H   1     T   V I 1           K   V I 1     2   H   1     T   V I 1             K   V I 1     2   H   1     T   V I 1     −   1     T   V I 1         −     K   V I 1     2   H   1     T   V I 1       0   0   0   0   0       2 ∏ T   12     0   0   0   0   0   −   2 ∏ T   12     0   0   0   0     0   0   0   0   0   −     ∝   12     2   H   1       −     D   2     2   H   2       0     1   2   H   2         1   2   H   2         1   2   H   2         0   0   0   0   0   0   −   1       R   2   T   g 2       −   1     T   g 2       0   0   0     0   0   0   0   0   0   0     1     T   t 2       −   1     T   t 2       0   0     0   0   0   0   0   0   0   0   0   −   1     T   W T       0     0   0   0   0   0   −     ∝   12     K   V I 2     2   H   2     T   V I 2       −       D   2   K   V I 2     2   H   2     T   V I 2       0       K   V I 2     2   H   2     T   V I 2           K   V I 2     2   H   2     T   V I 2             K   V I 2     2   H   2     T   V I 2     −   1     T   V I 2             


   B =      0   0       1   T  g 1        0     0   0     0   0     0   0     0   0     0   0     0     1   T  g 2          0   0     0   0     0   0        E =      0   0    −  1  2  H 1       0     0   0   0   0     0   0   0   0       1   T  P V        0   0   0     0   0    −    K  V I 1     2  H 1   T  V I 1        0     0   0   0   0     0   0   0    −  1  2  H 2         0   0   0   0     0   0   0   0     0     1   T  W T        0   0     0   0   0    −    K  V I 1     2  H 1   T  V I 1             










  C =      1   0   0   0   0   0   1   0   0   0   0       












3. Proposed Intelligent Fractional-Order Integral Controller for LFC


3.1. Fractional-Order Controller


With the use of fractional operators in the controller, any real number can be represented as a general differential or integral notation [24]. The basic mathematical relation of the FO differentiator may be seen as a common form of differential or integral operators, and this can be expressed as follows:


   D  l , u  q  =          d d    d  t q      q > 0       1   q = 0         ∫  l u      d τ     − q     q < 0        



(10)




where q is the FO operator, and u and l denote the upper and lower bands, respectively. Two theories can be used to define the FO principle, and one of them is Riemann–Liouville (RL), which is the first method used to determine the order derivative of a function f(t), as given below [25,26]:


   D  l , u  q  f  t  =  1  Γ   n − q          d  d t      n    ∫  l u     f n   τ        t − τ     q − n + 1     d τ  



(11)




where   Γ  z  =   ∫  0 ∞   t  z − 1    e  − t   d t ,   ℜ  z  > 0   is the function of Gamma and the variable q is limited as n − 1 < q < n.



After a fractional derivative of RL is found in (11), it can be transformed by the Laplace method as shown in (12) [27]. Additionally, there is the definition of Caputo as a second definition associated with the concept of FO by which we can express the time-domain representation of the a order of the function f(t) as in (13).


  L    D 0 a  f  t    =  s a  F  s  −  ∑  y = 0   n − 1    s y     D 0  a − y − 1   f  t     |  t = 0    



(12)






   D   t 0   t  f  t  =        1  Γ   n − a         ∫    t 0   t     f n   τ        t − τ     1 −   n − a       d τ     n − 1 < a < n            d  d t      n  f  t    a = n        



(13)







A physical meaning for the integral order can be understood by looking at (14), which is a Laplace transformation of (13). Therefore, the integral order has an initial condition that indicates its physical meaning.


  L    D 0 a  f  t    =  s a  F  s  −  ∑  k = 0   n − 1    s  a − k − 1    f   k     0   



(14)







A FOPID controller consists of five parameters, including two additional parameters of integral and fractional order, as shown in Figure 3, which is given in terms of the integral and fractional order of the parameters. The complete transfer function of the FOPID is given in (15). It has been proven that these parameters can increase the controller’s transient time, stability, and steady-state error compared to a traditional PID. Additionally, it provides the controller with more flexibility, allowing it to cope with a wide range of system disturbances:


   G c   s  =  k p  +  k i       1 s     λ  +  k d   s μ   



(15)




where λ and  μ  are frequently in the [0, 1] range.




3.2. Ultra-Local Model Control


The changes in the single-input single-output (SISO) system may be approximated with the help of a differential equation with finite dimensionality as in Refs. [28,29]:


  E   t , y ,  y   1    , … ,  y   n    , u ,  u   1    , … ,  u   m      = 0  



(16)




where E represents a non-linear function, u indicates the system’s input, y indicates the system’s output, and (n, m) specify the control orders of the system’s output and input, respectively. Figure 4 shows the basic structure of the ULM in general, where F is the ULM total uncertainties and disturbance of the system. Measurement of the system output and prior control input determines the unknown function F. In addition, it is possible to simplify (16) using the ULM principle as follows:


   y   n    = F + α u  



(17)




where    y   n      denotes the nth derivative of y (i.e., the practitioner typically selects n equal to 1 or 2, with 1 being the case in all real-world situations [29]), and α ∈ R represents a non-physical parameter.



Since the value of F is only an estimate and lacks precision, it can be substituted with the letter   F ^   to represent the estimated value when using identification techniques [30]:


   F ^   t  = −   3 !    L 3      ∫   t − L  t      L − 2 σ   y  σ  + α σ   L − σ   u  σ    d σ  



(18)




where L has a small value based on the noise intensity and the sampling period Ts. Finally, the Heun method can be used to find the value of   F ^   as in (12), where Nf is the window length.


   F ^  = −  3   N f    3   T s     ∑  i = 1    N f      A + B    



(19)




where


  A =    N f  − 2   i − 1     y   k − 1   +    N f  − 2 i   y  k   










  B =   α   i − 1    T s     N f  −   i − 1       u   k − 1   + α i  T s     N f  − i   u  k   












3.3. Proposed iFOI for LFC


The secondary controller’s goal is to keep the system’s frequency at its nominal value within a few minutes after a disturbance. As a result of the great stability and robustness of the FO-based I controller, it has been widely applied for power system stability, whereas most studies have focused on controlling the LFC of power systems [31]. In the current work, Figure 5 indicates the ULM part is incorporated into the FOI controller to reduce the frequency deviation Δf. Hence, the overall structure of the controller may be named an intelligent integral (i.e., iFOI) because it avoids the need for a model to be applied to the controller. This control strategy makes it possible to get rid of the parameter mismatches that cause the power system to malfunction. The incremental power of each area ΔPci, which represents the control input of the proposed controller, is formulated as in (20) where s is the Laplace operator.


  ∆  P  c i   =       F ^  i     α i    +  k  i i        1 s       λ i      ∆  f i   



(20)







The trial-and-error methodology can be used to define the iFOI parameter, making the tuning process challenging and practitioner-dependent. It is also challenging to find the ideal parameter value for the proposed iFOI, which enhances system performance and ensures the system’s stability against disturbances using these trial-and-error methods, and thus the robustness of the system goes down. Therefore, in this paper, to find the best value for the parameter of the iFOI controller of each area, a metaheuristic optimization approach based on GWO is employed, and the complete tuning process of the entire system is shown in Figure 6. The main flowchart of the GWO approach is sketched in Figure 7. The maximum iteration of the GWO is set at 100 and the number of grey wolves is 50.





4. Simulation Results


The proposed two-area interconnected power system with the VIC technique and the proposed iFOI controller, presented in Figure 2, is simulated using the Matlab/Simulink platform with the technical parameters shown in Table 1. However, the optimal gains of the FOI and the proposed iFOI for each area are summarized in Table 2. The results have been extracted into four scenarios or cases. The system has a step-change in load with a uniform RESs profile in the first scenario. The second scenario considers a step load change with a random RES profile. The system has a random load with a uniform RES profile in the third case. The fourth case provides that the system has a random load change with a random RESs profile. Three controllers are compared for each scenario. The compared three controllers are the proposed iFOI, the FOI which is designed beside the proposed controller in this study, and the conventional I controller [1]. The detailed results and discussion are found in the next few paragraphs.



4.1. Case 1: Fixed Load Step Change and Uniform RESs Profile


The loads’ profiles for the two areas in this scenario are shown in Figure 8a. Each load has a 0.5 pu step change, but it happens at different times. Figure 8b,c shows the generation profiles of the PV and wind energy sources, respectively. They have uniform step variations at different times. The peak power output from the solar panels in Area 1 is 0.125 pu, while the peak power output from the wind turbines in area 2 is 0.1 pu. Figure 8d,e shows the frequency deviation in the two areas under different controllers. The conventional integral controller has the worst response with high overshoots and slow responses. However, the proposed iFOI has the best responses in these two areas. Additionally, the frequency deviations remained within the recommended ranges when the load change is rather minimal. Additionally, the iFOI has the best performance over the other controllers. The change in BESS power is presented in Figure 8f,g, which is controlled based on the virtual inertia control. The variation in the tie-line power exchange between the two areas is shown in Figure 8h. The control output of the LFC controller of each area, which represents the incremental power to the governor, is shown in Figure 8i,j. It is clear that ΔPCi with the proposed iFOI follows the dynamic of the load and RES changes with minimum oscillations. The overall response of the interconnected system performs best with the proposed iFOI.




4.2. Case 2: Fixed Load Step Change and Random RESs Profile


In this case, the loads’ profiles, for the two areas, are shown in Figure 9a. The loads have 0.1 pu and 0.05 pu steps, respectively, but at different times. The considered loads are uniform over time. Additionally, the generation profiles of the PV and wind energy sources are presented in Figure 9b,c, respectively. The PV power has a random variation limited to 0.02 pu < ΔPPV < 0.12 pu. In the other area, the wind power has a random variation limited to 0.03 pu < ΔPWT < 0.2 pu. Figure 8d,e shows the frequency deviation in the two areas under different controllers. The conventional integral controller has the worst response of high overshoots and slow response. Nevertheless, the iFOI has the best responses in the two areas where it provides the minimum variations in the Δf of each area compared to other controllers. Additionally, the iFOI has the best performance over the other controllers. The change in the power of the BESS is presented in Figure 9f,g. The variation in the tie-line power exchange between the two areas is shown in Figure 9h. Moreover, the control output of the LFC controller of each area is shown in Figure 9i,j. With both FO controllers, ΔPCi has the same dynamics of changes similar to the RES changes. The overall response of the interconnected system performs best with the proposed iFOI.




4.3. Case 3: Random Load and Uniform RESs


In this case, the load profiles for the two areas are random, as shown in Figure 10a. The first area load variations have been limited to 0.18 pu < ΔPL1 < 0.23 pu. However, the second area load variations have been limited to 0.05 pu < ΔPL2 < 0.13 pu. Additionally, the generation profiles of the PV and wind energy sources are present in Figure 10b,c, respectively. They have step variations at different times. Figure 10d,e shows the frequency deviation in the two areas under different controllers. The conventional integral controller has the worst response of high overshoots and a slow response. It is clear that there is a frequency deviation at a time instant of zero as the load of area 1 and area 2 starts with changes of 0.21 pu and 0.11 pu, respectively. Nevertheless, the iFOI has the best responses in the two areas. Additionally, the iFOI has the best performance over the other controllers. The change in the power of the BESS is presented in Figure 10f,g. The variation in the tie-line power exchange between the two areas is shown in Figure 10h. The LFC controller of each area produces output signals, Figure 10i,j, that indicate the amount of power change that the area is supplying to maintain the system frequency at the nominal value. The overall response of the interconnected system performs best with the proposed iFOI.




4.4. Case 4: Random Load and Random RESs


In this case, the load profiles for the two areas are random, as shown in Figure 11a. The first area load variations have been limited to 0.18 pu < ΔPL1 < 0.23 pu. However, the second area load variations have been limited to 0.05 pu < ΔPL2 < 0.13 pu. Additionally, the generation profiles of the PV and wind energy sources are present in Figure 11b,c. The PV power has a random variation limited to 0.02 pu < ΔPPV < 0.12 pu. In the other area, wind power has a random variation limited to 0.03 pu < ΔPWT < 0.2 pu. Figure 11d,e shows the frequency deviation in the two areas under different controllers. The conventional integral controller has the worst response of high overshoots and slow response. Nevertheless, the iFOI has the best responses in the two areas. Additionally, the frequency deviations were kept within the recommended standards. Additionally, the iFOI has the best performance over the other controllers. The change in BESS power is presented in Figure 11f,g. The variation in the tie-line power exchange between the two areas is shown in Figure 10h. Furthermore, the control output of the LFC controller for each area is shown in Figure 11i,j. The power change of the controller’s control output is different because each area has different loading and RES penetration levels. The overall response of the interconnected system performs best with the proposed iFOI.




4.5. Objective Function Analysis for the Previous Four Cases


The objective function based on the integral square error (ISE) of each controller in each studied case is depicted in Figure 12. It is obvious that the proposed iFOI has the minimum value of the objective function compared to the other two controllers in each case. Additionally, case 2 has the highest record of ISE for the three controllers as it has a random RES profile beside the uniform loading in each area. In this case, the proposed iFOI reduces the ISE objective function by 33.67% and 59.18% compared to the LFC according to the FOI controller and the integral controller, respectively.





5. Conclusions


This study proposed an optimized iFOI controller for the LFC of a two-area interconnected modern power system with the implementation of virtual inertia control. Here, the proposed iFOI controller is optimally designed using the gray wolf optimization, which is known as an efficient metaheuristic optimization technique and provides minimum frequency deviations and tie-line power deviation. The effectiveness of the proposed optimal iFOI controller is confirmed by contrasting its performance with other control techniques utilized in the literature, such as the integral controller and the FOI controller. The performance of the two-area power system has been tested under load/RESs fluctuations. Compared to these control techniques from the literature for several scenarios, the simulation results produced by the MATLAB software demonstrated the efficacy and resilience of the proposed optimal iFOI controller based on the GWO. Nevertheless, the iFOI had the best responses in the two areas. Additionally, the frequency deviations were kept within the recommended standards. The results from all scenarios show that the overall response of the interconnected system performs best with the proposed iFOI, compared to the integral controller and the FOI controller. On the other hand, the objective functions for the controllers used with the studied scenarios have been analyzed based on the basis of the integral square error. It is noticed that the proposed iFOI has the minimum value of the objective function compared to the other two controllers in each scenario.
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Figure 1. The basic structure of the proposed two-area interconnected power system. 
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Figure 2. The dynamic model of the studied interconnected two-area power system considering a VIC-based BESS. 
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Figure 3. The basic structure of the FOPID controller. 
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Figure 4. The structure of the ultra-local model. 
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Figure 5. Structure of the proposed iFOI for the secondary controller for each area. 
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Figure 6. Tuning process of the proposed iFOI. 
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Figure 7. Flowchart of the metaheuristic GWO algorithm. 
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Figure 8. Dynamic response of the two-area power system in case 1. 
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Figure 9. Dynamic response of the two-area power system in case 2. 
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Figure 10. Dynamic response of the two-area power system in case 3. 
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Figure 11. Dynamic response of the two-area power system in case 4. 
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Figure 12. Evaluation of the objective function of each controller for each studied case. 
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Table 1. Parameters of the two-area interconnected system.
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Technical Parameter

	
Value




	
Area1

	
Area1






	
System damping coefficient, D (pu)

	
0.015

	
0.016




	
System inertia, H (pu)

	
0.083

	
0.101




	
The time constant of the governor, Tg (s)

	
0.080

	
0.060




	
The time constant of the turbine, Tt (s)

	
0.400

	
0.440




	
Droop constant, R (pu)

	
3.000

	
2.730




	
Integral control variable gain, KI

	
0.300

	
0.200




	
Frequency bias factor, β (pu MW/Hz)

	
0.3483

	
0.3827




	
The time constant of the PV system, TPV (s)

	
1.300

	
-




	
The time constant of the WT system, TWT (s)

	
-

	
1.500




	
Virtual inertia control gain, KVI (s)

	
1.540

	
1.750




	
Virtual inertia time constant, TVI (s)

	
10.000

	
10.000




	
Nominal system frequency, f (Hz)

	
50.000

	
50.000




	
Synchronizing coefficient between two areas, Ttie

	
0.080

	
0.080




	
The capacity ratio between two areas, α12

	
−0.600

	
−0.600
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Table 2. Summary of the optimal values of the tested controllers based on GWO.
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Controller

	
Parameter

	
Value




	
Area1

	
Area1






	
FOI

	
λ

	
0.808

	
0.805




	
ki

	
−1.367

	
−1.739




	
Proposed iFOI

	
λ

	
0.663

	
0.734




	
ki

	
−0.609

	
−0.574




	
α

	
4.020

	
4.870
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