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Abstract

:

We establish both the uniqueness and the existence of the solutions to a hidden-memory variable-order fractional stochastic partial differential equation, which models, e.g., the stochastic motion of a Brownian particle within a viscous liquid medium varied with fractal dimensions. We also investigate the inverse problem concerning the observations of the solutions, which eliminates the analytic assumptions on the variable orders in the literature of this topic and theoretically guarantees the reliability of the determination and experimental inference.
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1. Introduction


Stochastic differential equations (SDEs) [1,2,3,4,5,6]


  d u = f ( u ) d t + σ ( u ) d B  



(1)




prove to be a very powerful tool for modeling random phenomena that occur in the sciences, social sciences, engineering, and applications. For instance, they may be used to describe the erratic movement of a Brownian particle (of typically a sub-micron size) immersed in a surrounding viscous fluid because of the random and incessant bombardments of the much smaller and faster fluid molecules due to density fluctuation in the fluid. In this context, u refers to the jiggling velocity,   f ( u ) d t   refers to the mean friction force due to the interaction of the Brownian particle with the surrounding medium during a very short time period   d t   that is orders of magnitude smaller than the relaxation time-scale of the Brownian particle and   σ ( u ) d B   denotes the effect of the background noise of the fluid during the time period due to its impact on the particle, per unit mass of the Brownian particle. Hence, the background noise has a mean of zero. Physically, individual collisions occur very rapidly (say, on the order of   10 6   during the time period   d t  ) and therefore are independent of each other and completely uncorrelated with no-time memory effects. Consequently, (1) provides a microscale description of a Brownian motion or equivalently a normal diffusive transport process.



However, the motion of a Brownian particle is a result of thermal fluctuations in the medium, which causes the particle to experience a series of random changes in direction and velocity, e.g., in the catoplasm of living cells often experience memory effects and exhibit anomalously diffusive or power-law transport behavior [7,8,9]. Fractional derivatives were introduced in fractional partial differential equations [10,11,12] or even fractional SDEs [13] to model the anomalously diffusive or power-law memory effect in the anomalously diffusive transport processes, which attracts growing research activities on fractional SDEs [14,15,16,17].



Fractional SDEs (FSDEs) are widely used in modeling complicated scenarios in, e.g., physics, control theory, and mechanics. The FSDEs can be considered as a natural extension of the conventional SDEs [10,15]. Recently, Huang et al. [18] investigated the well-posedness of solutions for the multiterm FSDEs and developed the corresponding fast algorithm. Zhao et al. [19] extended the spectral method for FSDEs by using the dynamically orthogonal/orthogonal decompostion. Additionally, the fast Euler–Maruyama method for Riemann–Liouville FSDEs was proposed and analyzed in [20,21]. Furthermore, the Brownian particle and the molecules of the surrounding medium could cause structural changes and so the fractal dimension of the medium [22,23], and hence the fractional order, would change via the Hurst index [23,24,25], leading to variable-order fractional problems [26,27,28,29].



Consequently, we consider the hidden-memory variable-order nonlinear FSDE


  d u =  λ  ∂ t  κ ( t )   u + f  ( u )   d t + σ  ( u )  d B ,   t ∈  ( 0 , T ]  ;   u  ( 0 )  =  u 0  .  



(2)







Here,   λ ∈ R  , f and  σ  refer to deterministic functions,   B ( t )   represents the Brownian motion, and we define the hidden-memory variable-order fractional derivative   ∂ t  κ ( t )    of order   0 ≤ κ < 1   as follows [24,26]:


      ∂ t  κ ( t )   u       : =  ∂ t   ∂ t  − ( 1 − κ ( t ) )   u ,         ∂ t  − ( 1 − κ ( t ) )   u       : =  ∫ 0 t    u ( ζ ) d ζ   Γ  ( 1 − κ  ( ζ )  )    ( t − ζ )   κ ( ζ )     .      



(3)







Here,


  Γ  ( ζ )  : =  ∫ 0 ∞   θ  ζ − 1    e  − θ   d θ .  











For each   t ∈ [ 0 , T ]  , the variable order  κ  inside the integral from 0 to time t assumes its value   κ ( ζ )   as s evolves on   [ 0 , t ]  . That is,   ∂ t  κ ( ζ )    at time   ζ ∈ [ 0 , T ]   is defined as the integrated impact of the order history quantified by the order   κ ( ζ )   over   [ 0 , t ]  .



In most circumstances, the fractional order  κ  has to be inferred from the measurements instead of being provided a prior. The inverse problems which aim at identifying the parameters in fractional PDEs present some new issues that have attracted an increasing number of research activities, although rigorous mathematical analysis and numerical identifications on the identification of fractional orders in fractional PDEs have been conducted for constant-order fractional PDEs [30,31,32,33,34,35,36,37,38,39,40] as well as variable-order fractional partial differential equations [41,42,43,44].



Another merit of the current work consists in reducing the smoothness assumptions on the variable fractional order when proving its unique identification. In some very recent works [44], the   κ ( t )   in FPDEs are uniquely determined under the assumption that the variable orders are analytic functions. In many circumstances, this condition is quite restrictive as the variable orders may be smoothless or even discontinuous in real applications, such as anomalous diffusion in heterogeneous media, and the fractal structure (and thus the fractional order in governing equations [23]) of which may differ at different locations. In this work, we develop different techniques to establish the uniqueness of the global identification of variable order in fractional SDEs without any smoothness assumption on the variable fractional order.




2. Preliminaries


This section introduces the preliminaries to be used subsequently. Let   0 ≤ c < d < ∞   and    L 2   ( c , d )    and    L ∞   ( c , d )    be spaces of functions that are square-integrable and bounded almost everywhere, respectively, equipped with the norms [45]


     ∥ R ∥    L 2   ( c , d )    : =     ∫ c d  R   ( t )  2  d t    1 / 2     ,  ∥ R ∥    L ∞   ( c , d )    : = ess  sup   t ∈ [ c , d ]    | R  ( t )  |  .   











In problem (2) B is a Brownian motion defined on a complete probability space   ( Ω , ℱ , P )  ,   u 0   is a second-order random variable, i.e.,


  E   u 0 2   : =  ∫ Ω   u 0    ( ω )  2  d P  ( ω )  < ∞ ,  








which assumes to be independent of   B ( t )  , and   ℱ  ( t )  : = U { B  ( s )    ( 0 ≤ s ≤ t )  ,  u 0  }   is the  σ -algebra generated by   u 0   [1,4].



Throughout the paper, we presume that:




	(A)

	
  0 ≤ κ  ( t )  ≤  κ *    on   [ 0 , T ]   for some   0 ≤  κ *  < 1  ,




	(B)

	
f and g satisfy the Lipschitz continuity and the following growth condition for some constant   L > 0  :


     | f ( v ) | + | σ ( v ) | ≤ L ( 1 + | v | ) ,      ∀ v ∈ R ,        | f   (  v 1  )  − f  (  v 2  )   | + | σ   (  v 1  )  − σ  (  v 2  )   | ≤ L |   v 1  −  v 2   | ,       ∀  v 1  ,  v 2  ∈ R .     

















In addition to (3), in this paper we also need [24,26]


  *  ∂ t  − ( 1 − κ ( t ) )   u : =  ∫ 0 t    u ( ζ ) d ζ   Γ  ( 1 − κ  ( t )  )    ( t − ζ )   κ ( t )     .  



(4)







The   *  ∂ t  − ( 1 − κ ( t ) )   u   in (4) accounts for the integrated impact of the nonlocal fading memory of order   κ ( t )   on the solution u, where the variable order  κ  presumes its value   κ ( t )   at the upper limit t of the integral instead of the value   κ ( s )   at time instant   s ∈ [ 0 , t ]  . In contrast, of the hidden-memory variable-order fractional integral operator    ∂ t  − ( 1 − κ ( t ) )   u   accounts for the integrated impact of the non-local fading memory weighted at the time instant s, which gives a physically more relevant description of memory effect and, thus, motivates the study the hidden-memory variable-order fractional SDE (3). Note that the kernel in (3) exhibits salient features of the hidden memory effect and significantly complicates the corresponding mathematical analysis.



Lemma 1

(Gronwall inequality with weak singular kernel [46]). Suppose    C 0   ( t )  ≥ 0   is a non-decreasing function, which is locally integrable on   ( a , b ]   and    C 1  ≥ 0  . Suppose   g ≥ 0   is a locally integrable function on   ( a , b ]   such that


  g  ( t )  ≤  C 0   ( t )  +  C 1   ∫ a t    g ( ζ ) d ζ     ( t − ζ )   1 − γ     ,   ∀ t ∈  ( a , b ]  ,   0 < γ < 1 ,  








then


  g  ( t )  ≤  C 0   ( t )   E γ    C 1  Γ  ( γ )    ( t − a )  γ   ,    ∀ t ∈  ( a , b ]  ,  








where [10,12,47]


   E γ   ( z )  : =   ∑  k = 0  ∞     z k   Γ ( γ k + 1 )   ,  z ∈ R ,   γ ∈  R +  .  



(5)









Lemma 2

(The Burkhölder–Davis–Gundy inequality [6,48]). We assume that X is a continuous martingale, and then there must exist a constant   Q ( p ) > 0   for   1 ≤ p < ∞   such that


  E   max  s ∈ [ 0 , t ]     | X  ( s )  |  p   ≤ Q  ( p )  E    | X  ( t )  |  p   ,   0 ≤ t ≤ T .  














3. Analysis of the SDE (2)


The well-posedness of the hidden-memory variable-order fractional SDE (2) and the regularity estimate of its solution have been proved. The variable-order fractional SDEs with the variable-order integral operator   *  ∂ t  − ( 1 − κ ( t ) )     given in (4) have appeared in some of the literature (see, e.g., [14,15,16,17,49]). However, there is no report in the literature on rigorous mathematical analysis of the variable-order fractional SDEs.



Our analysis starts with the following lemma.



Lemma 3.

For   0 < r < 1  , let   Q = Q ( r )   be a positive constant such that for any   n ≥ 1  


    S n  : =  ∑  j = 0   n − 1    1  Γ  ( n − j − 1 ) r + 1  Γ  ( j r + 1 )    ≤  Q  Γ ( ( n − 1 ) r / 2 + 1 )   .   













Proof. 

It is known that   Γ ( x )   attains its minimum at    x 0  ≈ 1.46   on   ( 0 , ∞ )  . Define


    n 0  : = 1 +  1 +   2 (  x 0  − 1 )  r   ,   








where   ⌊ x ⌋   represents the floor of x, such that    (  n 0  − 1 )  r / 2 + 1 >  x 0   . We first consider the case   n >  n 0    and split   S n   into the two parts


     S n       : =  ∑  j < ( n − 1 ) / 2    1  Γ  ( n − j − 1 ) r + 1  Γ  ( j r + 1 )                +  ∑  j ≥ ( n − 1 ) / 2    1  Γ  ( n − j − 1 ) r + 1  Γ  ( j r + 1 )    .      











For   j < ( n − 1 ) / 2  ,    ( n − j − 1 )  r + 1 >  ( n − 1 )  r / 2 + 1 >  x 0   . Use the monotonicity of the Gamma function to obtain


       ∑  j < ( n − 1 ) / 2    1  Γ  ( n − j − 1 ) r + 1  Γ  ( j r + 1 )             ≤  1  Γ ( ( n − 1 ) r / 2 + 1 )    ∑  j < ( n − 1 ) / 2    1  Γ ( j r + 1 )            ≤    E r   ( 1 )    Γ ( ( n − 1 ) r / 2 + 1 )   .      











Similarly,   j ≥ ( n − 1 ) / 2   implies   j r + 1 ≥  ( n − 1 )  r / 2 + 1 >  x 0   . Consequently,


       ∑  j ≥ ( n − 1 ) / 2    1  Γ  ( n − j − 1 ) r + 1  Γ  ( j r + 1 )             ≤  1  Γ ( ( n − 1 ) r / 2 + 1 )    ∑  j ≥ ( n − 1 ) / 2    1  Γ ( ( n − j − 1 ) r + 1 )            ≤    E  r , 1    ( 1 )    Γ ( ( n − 1 ) r / 2 + 1 )   .      











Combining the two estimates yields the proof for   n >  n 0   . As for the case   n ≤  n 0   , note that there exist only a finite number of terms satisfying   n ≤  n 0   . We can enforce the inequality by properly selecting the constant Q. □





As in the classical SDEs [1,4], problem (2) is formulated as follows: Identify a stochastic process u which is progressively measurable concerning   ℱ ( · )   such that


  u  ( t )  −  u 0  =  ( L u )   ( t )  : = λ  ∂ t  − ( 1 − κ ( t ) )   u +  ∫  0  t  f  ( u  ( ζ )  )  d ζ +  ∫  0  t  σ  ( u  ( ζ )  )  d B  ( ζ )  ,  



(6)




where we have used the fact that integrating both sides of (2) from 0 to t and applied the definition of the fractional operator definied by (3).



Theorem 1.

Let assumptions (A)–(B) hold and   u 0   represent a second-order random variable. Then, there exists a unique solution u which satisfies the following stability estimate to problem (6):


   sup  t ∈ [ 0 , T ]   E  [  u 2  ]  ≤ Q  E [  u 0 2  ] + 1  .  



(7)







Here,   Q = Q (  κ *  , λ , L , T )  .





Proof. 

Motivated by formulation (6), Let us apply a successive approximation    {  Φ i  }   i = 0  ∞   by


   Φ i   ( t )  : =  Φ 0  + L  Φ  i − 1    ( t )  ,   n ≥ 1  



(8)




with    Φ 0   ( t )  : =  u 0   . The theorem has been proved in four steps.




	
Step 1: Convergence of    {  Φ i  }   i = 0  ∞   in    L 2   ( μ × P )   








Here,  μ  is the Lebesgue measure on   [ 0 , T ]  . We subtract Equation (8) with i replaced by   i − 1   from Equation (8) for   i ≥ 2   to obtain


       (  Φ i   ( t )  −  Φ  i − 1    ( t )  )  2        =   L  Φ  i − 1    ( t )  − L  Φ  i − 2    ( t )   2              ≤ 3  λ 2     ∂ t  − ( 1 − κ ( t ) )    (  Φ  i − 1   −  Φ  i − 2   )   2              + 3    ∫  0  t   f  (  Φ  i − 1    ( s )  )  − f  (  Φ  i − 2    ( s )  )   d s  2              + 3    ∫  0  t   σ  (  Φ  i − 1    ( s )  )  − σ  (  Φ  i − 2    ( s )  )   d B  ( s )   2  .      



(9)







We apply assumptions (A) and (B) and the estimate


      |  ∂ t  − ( 1 − κ ( t ) )    (  Φ  i − 1    ( t )  −  Φ  i − 2    ( t )  )   | 2           = |  ∫ 0 t      ( t − s )    κ *  − κ  ( s )     (  Φ  i − 1    ( s )  −  Φ  i − 2    ( s )  )  d s   Γ  ( 1 − κ  ( s )  )    ( t − s )    κ *       | 2         ≤ Q     ∫ 0 t    |  Φ  i − 1   ( s ) −  Φ  i − 2   ( s ) | d s     ( t − s )    κ *        2       ≤ Q   ∫ 0 t     d s   ( t − s  )   κ *        ∫ 0 t     (  Φ  i − 1   ( s ) −  Φ  i − 2   ( s )  ) 2  d s   ( t − s  )   κ *            ≤ Q   ∫  0   t        (   Φ   i − 1   ( s ) −   Φ   i − 2   ( s )   )   2   d s   ( t − s  )   κ *          



(10)




to bound the right-hand side of (9) by


       (  Φ i   ( t )  −  Φ  i − 1    ( t )  )  2        ≤ Q  ∫ 0 t    1   ( t − s )   κ *    + t    (  Φ  i − 1    ( s )  −  Φ  i − 2    ( s )  )  2  d s             + 3    ∫  0  t   σ  (  Φ  i − 1    ( s )  )  − σ  (  Φ  i − 2    ( s )  )   d B  2  .      



(11)







We apply the Itô isometry and the Lipschitz continuity of  σ  to bound the last term on the right-hand side by


      E     ∫  0  t   σ  (  Φ  i − 1    ( s )  )  − σ  (  Φ  i − 2    ( s )  )   d B  2            = E   ∫  0  t    σ  (  Φ  i − 1    ( s )  )  − σ  (  Φ  i − 2    ( s )  )   2  d s           ≤ Q  ∫  0  t  E     Φ  i − 1    ( s )  −  Φ  i − 2    ( s )   2   d s .      



(12)







We take expectations on both sides of (11) and use estimate (12) to estimate


     E     Φ i   ( t )  −  Φ  i − 1    ( t )   2           ≤ Q  ∫ 0 t    1   ( t − s )   κ *    + t  E     Φ  i − 1    ( s )  −  Φ  i − 2    ( s )   2   d s          ≤   Q 1   Γ ( 1 −  κ *  )    ∫ 0 t    E     Φ  i − 1    ( s )  −  Φ  i − 2    ( s )   2   d s    ( t − s )   κ *    ,   i ≥ 2 .      



(13)







Here,    Q 1  =  Q 1   (  κ *  , λ , L )   . We similarly bound


  E     Φ 1   ( t )  −  Φ 0   ( t )   2   ≤  Q 2   1 + E [  u 0 2  ]  .  



(14)







A mathematical induction from (13) and (14) concludes that


  E     Φ i   ( t )  −  Φ  i − 1    ( t )   2   ≤    Q 2    (  Q 1   t  1 −  κ *    )   i − 1    1 + E [  u 0 2  ]    Γ (  ( i − 1 )   ( 1 −  κ *  )  + 1 )   ,  t ∈  [ 0 , T ]  .  



(15)







Then, for any   j > i ≥ 1  


       ∥   Φ j  −  Φ i    ∥    L 2   ( μ × P )    =   ∥  ∑  k = i + 1  j   (  Φ k  −  Φ  k − 1   )   ∥   L 2   ( μ × P )             ≤  ∑  k = i + 1  j    ∥  Φ k  −  Φ  k − 1   ∥    L 2   ( μ × P )             =  ∑  k = i + 1  m    E   ∫ 0 T    |  Φ k   ( t )  −  Φ  k − 1    ( t )  |  2  d t    1 / 2            ≤  ∑  k = i + 1  m       Q 2   T  1 −  κ *      (  Q 1   T  1 −  κ *    )   k − 1    1 + E [  u 0 2  ]    Γ (  ( k − 1 )   ( 1 −  κ *  )  + 2 )     1 / 2   → 0 ,      








as   i , j → ∞  . Namely, the successive approximation sequence    {  Φ i  }   i = 0  ∞   is a Cauchy sequence in    L 2   ( μ × P )   . Thus, we assume   u ∈  L 2   ( μ × P )    to be a limit function such that


   lim  i → ∞     ∥  Φ i  − u ∥    L 2   ( μ × P )    = 0 .  



(16)







We combine Assumptions (A) and (B), Ito isometry and (16) to deduce that as   i → ∞  


      E     ∫ 0 t  f  (  Φ i   ( s )  )  d s −  ∫ 0 t  f  ( u  ( s )  )  d s  2            ≤  L 2  T E   ∫ 0 T    |  Φ i   ( t )  − u  ( t )  |  2  d t  =  L 2  T   ∥  Φ n  − u ∥    L 2   ( μ × P )   2  → 0 ,         E     ∫ 0 t  σ  (  Φ i   ( s )  )  d B  ( s )  −  ∫ 0 t  σ  ( u  ( s )  )  d B  ( s )   2            = E     ∫ 0 t   σ  (  Φ i   ( s )  )  − σ  ( u  ( s )  )   d B  ( s )   2            ≤ E   ∫ 0 T    σ  (  Φ i   ( s )  )  − σ  ( u  ( s )  )   2  d s           ≤  L 2  E   ∫ 0 T     Φ i   ( s )  − u  ( s )   2  d s  =  L 2    ∥  Φ n  − u ∥    L 2   ( μ × P )   2  → 0 .      



(17)








	
Step 2: Boundness of   E   max  t ∈ [ 0 , T ]      Φ i   ( t )  −  Φ  i − 1    ( t )   2    












To accomplish this, let


     G n       : = 3  max  t ∈ [ 0 , T ]      ∫ 0 t   σ  (  Φ  i − 1    ( s )  )  − σ  (  Φ  i − 2    ( s )  )   d B  ( s )   2         G 1       : = 3  max  t ∈ [ 0 , T ]      ∫ 0 t  σ  (  Φ 0   ( s )  )  d B  ( s )   2  .      



(18)







We use Lemma 2, Ito’s isometry, Assumption ((B)) and (8) to bound   G 1   by


      E   G 1          ≤ Q E     ∫ 0 T  σ  (  u 0  )  d B  ( s )   2               = Q E   ∫ 0 T  σ   (  u 0  )  2  d t  ≤ Q  1 + E   u 0 2    .      



(19)







We combine (11) and (19) to obtain


      E   max  t ∈ [ 0 , T ]      Φ 1   ( t )  −  Φ 0   ( t )   2            ≤ Q  1 + E   u 0 2    + Q E   max  t ∈ [ 0 , T ]      ∫ 0 t  σ  (  u 0  )  d B  ( s )   2            ≤  Q 2   1 + E   u 0 2    .      



(20)







Here, we use the same positive constant   Q 2   as in (14) and (15). In case the constant is larger than   Q 2  , we enlarge the constant   Q 2   in (14) and (15).



We directly obtain from (11)


     Φ i   ( t )  −  Φ  i − 1    ( t )   2  ≤  Q 3   ∫ 0 t       Φ  i − 1    ( s )  −  Φ  i − 2    ( s )   2  d s    ( t − s )   κ *    +  G n  ,   n ≥ 2 .  



(21)







Here, the constant    Q 3  =  Q 3   (  κ *  , λ , L )   . Then, similar inductive arguments to estimate (15) yield the following sample path estimate for     Φ i   ( t )  −  Φ  i − 1    ( t )   2   based on (21)


     Φ i   ( t )  −  Φ  i − 1    ( t )   2  ≤  ∑  j = 1  i      (  Q 3   t  1 −  κ *    )   i − j    G j    Γ (  ( n − j )   ( 1 −  κ *  )  + 1 )   ,   i ≥ 1 .  



(22)







We use Lemma 2, (15), and the second estimate in (17), with u replaced by   Φ  n − 1   , to bound   E [  G n  ]   for   n ≥ 2   by


      E   G i          ≤ 3 E   max  t ∈ [ 0 , T ]      ∫ 0 t   σ  (  Φ  i − 1    ( s )  )  − σ  (  Φ  i − 2    ( s )  )   d B  ( s )   2               ≤ Q E     ∫ 0 T   σ  (  Φ  i − 1    ( s )  )  − σ  (  Φ  i − 2    ( s )  )   d B  ( s )   2               = Q E   ∫ 0 T    σ  (  Φ  i − 1    ( s )  )  − σ  (  Φ  i − 2    ( s )  )   2  d s              ≤ Q  ∫ 0 T  E    (  Φ  i − 1    ( s )  −  Φ  i − 2    ( s )  )  2   d s             ≤   Q  Q 2  T   (  Q 1   T  1 −  κ *    )   i − 2    1 + E   u 0 2      Γ (  ( i − 2 )   ( 1 −  κ *  )  + 2 )   .      



(23)







We first take the maximum of estimate (22) in time and then its expectation, next combine the resulting inequality with estimates (19) and (23), and finally utilize Lemma 3 to achieve the following estimate:


       E   max  t ∈ [ 0 , T ]      Φ i   ( t )  −  Φ  i − 1    ( t )   2   ≤  ∑  j = 1  i      (  Q 3   T  1 −  κ *    )   n − j   E   G j     Γ (  ( i − j )   ( 1 −  κ *  )  + 1 )           ≤   Q   (  Q 3   T  1 −  κ *    )   i − 1    ( 1 + E  [  u 0 2  ]  )    Γ (  ( i − 1 )   ( 1 −  κ *  )  + 1 )            + Q T  ∑  j = 2  n     (  Q 3   T  1 −  κ *    )   i − j    Γ (  ( i − j )   ( 1 −  κ *  )  + 1 )      Q 2    (  Q 1   T  1 −  κ *    )   j − 2    ( 1 + E  [  u 0 2  ]  )    Γ (  ( j − 2 )   ( 1 −  κ *  )  + 1 )           ≤   Q   (  Q 3   T  1 −  κ *    )   i − 1    ( 1 + E  [  u 0 2  ]  )    Γ (  ( i − 1 )   ( 1 −  κ *  )  + 1 )   +   Q  Q 2    (  Q 4   T  1 −  κ *    )   i − 2    ( 1 + E  [  u 0 2  ]  )    Γ (  ( i − 2 )   ( 1 −  κ *  )  / 2 + 1 )           ≤   Q   (  Q 4   T  1 −  κ *    )   i − 2    ( 1 + E  [  u 0 2  ]  )    Γ (  ( i − 2 )   ( 1 −  κ *  )  / 2 + 1 )   ,   Q 4  : = max  {  Q 1  ,  Q 3  }  ,   i ≥ 2 .      



(24)








	
Step 3: Existence of a solution to problem (3)












Now, we are able to prove the existence of a solution u to problem (3). By means of the Chebyshev’s inequality and estimates (24)


         P   max  t ∈ [ 0 , T ]     Φ i   ( t )  −  Φ  i − 1    ( t )   ≥  2  − n    ≤   (  2 i  )  2   E   max  t ∈ [ 0 , T ]      Φ i   ( t )  −  Φ  i − 1    ( t )   2              ≤  2  2 i     Q   (  Q 4   T  1 −  κ *    )   i − 2    ( 1 + E  [  u 0 2  ]  )    Γ (  ( i − 2 )   ( 1 −  κ *  )  / 2 + 1 )   .      



(25)







The convergence of the series defined by the right-hand side


    ∑  i = 2  ∞     4 2  Q   ( 4  Q 4   T  1 −  κ *    )   i − 2    ( 1 + E  [  u 0 2  ]  )    Γ (  ( i − 2 )   ( 1 −  κ *  )  / 2 + 1 )   = 16 Q  ( 1 + E  [  u 0 2  ]  )   E  ( 1 −  κ *  ) / 2    ( 4  Q 4   T  1 −  κ *    )  < ∞ ,   



(26)




implies


  P   max  t ∈ [ 0 , T ]     Φ i   ( t )  −  Φ  i − 1    ( t )   ≥  2  − i   ,  i . o .   → 0 .  








Notice that


   Φ n   ( t )  =  ∑  i = 1  n    Φ i   ( t )  −  Φ  i − 1    ( t )   +  Φ 0   








converges uniformly on the interval   [ 0 , T ]   to a limit z which solves (5) a.s. In particular, the uniform convergence of     Φ i    i = 0  ∞   and the continuity of each entry lead to the continuity of z. Similar to the estimate of (13), we bound from    Φ i  =  Φ 0  + L  Φ  i − 1     that


  E   Φ i    ( t )  2   ≤ Q  E   u 0    ( t )  2   + 1  + Q  ∫ 0 t    E   Φ  i − 1     ( s )  2      ( t − s )   κ *    d s .  












	
Step 4: Uniqueness of a solution to problem (3)








Let u and   u ˜   be two different solutions to (6). Then, (13) gives


   E    u  ( t )  −  u ˜   ( t )   2   ≤   Q 1   Γ ( 1 −  κ *  )    ∫ 0 t    E    u  ( s )  −  u ˜   ( s )   2      ( t − s )   κ *    d s ,   t ∈  ( 0 , T ]  .   











We implement the Gronwall inequality introduced by Lemma 1 to complete the proof. □





We present the following theorem to analyse the smoothness of the solution.



Theorem 2.

Suppose   E [  u 0 2  ] < ∞   and the assumptions (A)–(B) hold. Then, the following result holds


      | E  [ u  (  t 2  )  ]  − E  [ u  (  t 1  )  ]   | 2  ≤ E  [   ( u  (  t 2  )  − u  (  t 1  )  )  2  ]            ≤ Q  E [  u 0 2  ] + 1    |  t 2  −  t 1  |   min { 1 , 2  ( 1 −  κ *  )  }   ,   0 ≤  t 1  ,   t 2  ≤ T .      











Here,   Q = Q ( λ , T ,  κ *  , L )  .





Proof. 

For   0 ≤  t 1  <  t 2  ≤ T   with    t 2  −  t 1  < 1  , we gain from (6) that


      u  (  t 2  )  − u  (  t 1  )         = L u  (  t 2  )  − L u  (  t 1  )             = λ   ∂ t  − ( 1 − κ ( t ) )   u  (  t 2  )  −  ∂ t  − ( 1 − κ ( t ) )   u  (  t 1  )               +  ∫   t 1    t 2   f  ( u  ( s )  )  d s +  ∫   t 1    t 2   σ  ( u  ( s )  )  d B  ( s )  ,      



(27)




which implies


      E  [   ( u  (  t 2  )  − u  (  t 1  )  )  2  ]  ≤ 3  λ 2  E     ∂ t  − ( 1 − κ ( t ) )   u  (  t 2  )  −  ∂ t  − ( 1 − κ ( t ) )   u  (  t 1  )   2              + 3 E     ∫   t 1    t 2   f  ( u  ( s )  )  d s  2   + 3 E     ∫   t 1    t 2   σ  ( u  ( s )  )  d B  ( s )   2   .      



(28)







We bound the last right-hand side term by Itô isometry and assumption (B)


  E     ∫   t 1    t 2   σ  ( u  ( s )  )  d B  ( s )   2   =  ∫   t 1    t 2   E  [  σ 2   ( u  ( s )  )  ]  d s ≤ Q  ( E  [  u 0 2  ]  + 1 )   (  t 2  −  t 1  )  .  











The last-but-one right-hand side term of (28) can be bounded similarly by using (7)


      E     ∫   t 1    t 2   f  ( u  ( s )  )  d s  2          ≤  (  t 2  −  t 1  )  E    ∥ f  ( u )  ∥    L 2   (  t 1  ,  t 2  )   2   ≤ Q  ( E  [  u 0 2  ]  + 1 )   (  t 2  −  t 1  )  .      











Therefore, the following terms remain to be bound:


       ∂ t  − ( 1 − κ ( t ) )   u  (  t 2  )  −  ∂ t  − ( 1 − κ ( t ) )   u  (  t 1  )  =  ∫   t 1    t 2      (  t 2  − ζ )   − κ ( ζ )    Γ ( 1 − κ ( ζ ) )   u  ( ζ )  d ζ          +  ∫ 0  t 1     u ( ζ )   Γ ( 1 − κ ( ζ ) )      (  t 2  − ζ )   − κ ( ζ )   −   (  t 1  − ζ )   − κ ( ζ )    d ζ = :  I 1  +  I 2  .      



(29)







We apply Cauchy inequality and similar techniques like (10) to bound   I 1   by


      E [  I 1 2  ]        ≤ Q E   ∫   t 1    t 2     (  t 2  − s )   − κ ( s )   d s  ∫   t 1    t 2     (  t 2  − s )   − κ ( s )    u 2   ( s )  d s           ≤ Q  sup  t ∈ [ 0 , T ]   E  [  u 2  ]     ∫   t 1    t 2     (  t 2  − s )   −  κ *    d s  2  ≤ Q  E [  u 0 2  ] + 1    (  t 2  −  t 1  )   2 ( 1 −  κ *  )   .      











By the fact that     (  t 1  − s )   − κ ( s )   −   (  t 2  − s )   − κ ( s )   ≥ 0  , a similar derivation as above leads to an estimate of   I 2  


  E  [  I 2 2  ]  ≤ Q  E [  u 0 2  ] + 1     ∫ 0  t 1     (  t 1  − ζ )   − κ ( ζ )   −   (  t 2  − ζ )   − κ ( ζ )   d ζ  2  ,  



(30)




and consequently, it suffices to bound the following difference:


   I 2 *  : =  ∫ 0  t 1     (  t 1  − ζ )   − κ ( ζ )   −   (  t 2  − ζ )   − κ ( ζ )   d ζ .  











For    t 1  ≤  t 2  −  t 1   , we simply bound   I 2 *   by


   |   I 2 *   | ≤   ∫ 0  t 1     (  t 1  − ζ )   − κ ( ζ )   d ζ ≤ Q  ∫ 0  t 1     (  t 1  − ζ )   −  κ *    d ζ ≤ Q  t 1  1 −  κ *    ≤ Q   (  t 2  −  t 1  )   1 −  κ *    .  











Otherwise, we split   I 2 *   as an integral on   [ 0 ,  t 2  −  t 1  ]   and one on   [  t 2  −  t 1  ,  t 1  ]  


      I 2 *        =   ∫ 0   t 2  −  t 1    +  ∫   t 2  −  t 1    t 1       (  t 1  − ζ )   − κ ( ζ )   −   (  t 2  − ζ )   − κ ( ζ )    d ζ .      











We apply the fact that


    t ¯  2 β  −   t ¯  1 β  ≤   (   t ¯  2  −   t ¯  1  )  β  ,   0 ≤   t ¯  1  ≤   t ¯  2  ≤ T ,   0 < β < 1  



(31)




to bound the first term by


       ∫ 0   t 2  −  t 1       (  t 1  − ζ )   − κ ( ζ )   −   (  t 2  − ζ )   − κ ( ζ )    d ζ           ≤  ∫ 0   t 2  −  t 1      (  t 1  − ζ )   − κ ( ζ )   d ζ ≤ Q  ∫ 0   t 2  −  t 1      (  t 1  − ζ )   −  κ *    d ζ           =  Q  1 −  κ *      t 1  1 −  κ *    −   ( 2  t 1  −  t 2  )   1 −  κ *     ≤ Q   (  t 2  −  t 1  )   1 −  κ *    .      











We then employ (31) again to bound the second integral by


       ∫   t 2  −  t 1    t 1     (  t 1  − ζ )   − κ ( ζ )   −   (  t 2  − ζ )   − κ ( ζ )   d ζ          =  ∫   t 2  −  t 1    t 1     (  t 1  − ζ )    κ *  − κ  ( ζ )      (  t 1  − ζ )   −  κ *    −   (  t 2  − ζ )    κ *  − κ  ( ζ )      (  t 2  − ζ )   −  κ *    d ζ          ≤  ∫   t 2  −  t 1    t 1     (  t 1  − ζ )    κ *  − κ  ( ζ )       (  t 1  − ζ )   −  κ *    −   (  t 2  − ζ )   −  κ *     d ζ          ≤ Q  ∫   t 2  −  t 1    t 1     (  t 1  − ζ )   −  κ *    −   (  t 2  − ζ )   −  κ *    d ζ          =  Q  1 −  κ *       ( 2  t 1  −  t 2  )   1 −  κ *    −  t 1  1 −  κ *    +   (  t 2  −  t 1  )   1 −  κ *     ≤ Q   (  t 2  −  t 1  )   1 −  κ *    .      











We merge all the estimates into (27) to accomplish the proof. □






4. Uniqueness of Inverting the Variable Order


In this section we establish the uniqueness of the point-wise determination of the variable fractional order in the linear analogue of the hidden-memory variable-order fractional SDE (6)


     u  ( t )  −  u 0  = λ  ∂ t  − ( 1 − κ ( t ) )   u  ( t )  +  ∫  0  t  f  ( s )  u  ( s )  d s +  ∫  0  t  σ  ( s )  d B  ( s )  ,     



(32)




based on the observations of the expectation   E [ u ]   of the solution u on the whole interval   [ 0 , T ]  . In this linear case, the assumption ( B ) may be modified as the following assumption:




	( C ) 

	
    ∥ f ∥    L ∞   ( 0 , T )    +   ∥ σ ∥    L ∞   ( 0 , T )    ≤ L  .









We emphasize that we only require that   κ ( t )   satisfies the assumption ( A ), the restriction of its range between 0 and 1, without any further smoothness assumptions. This significantly improves the existing results in the literature [44], in which the   κ ( t )   is determined in the admissible set of analytic functions satisfying the assumption ( A ). In practice, the variable order   κ ( t )   may be smoothless or even discontinuous, which contradicts the analytic assumption in the literature and thus demonstrates the improvements of the developed results.



Theorem 3.

Suppose   E [  u 0 2  ] < ∞  ,   E [ u ( t ) ]   has countable zero points on   [ 0 , T ]  , and the assumptions ( A ) and ( C ) hold. Then, the   κ ( t )   in the hidden-memory linear fractional SDE (32) can be determined uniquely a.e. on   [ 0 , T ]   among functions satisfying the assumption ( A ), concerning the observations of the expectation   E [ u ]   of the solution u to problem (32) over   [ 0 , T ]  .



Furthermore, assume   u ^   to be the solution to the following fractional SDE:


    u ^   ( t )  =  u 0  + λ  ∂ t  − ( 1 −  κ ^   ( t )  )     u ^  ( t )  +  ∫  0  t  f  ( s )   u ^   ( s )  d s +  ∫  0  t  σ  ( s )  d B  ( s )  .   



(33)




with    κ ^   ( t )    satisfying the assumption ( A ). If   E  [ u ]  = E  [  u ^  ]    on   t ∈ [ 0 , T ]  , then we have


   κ  ( t )  =  κ ^   ( t )    a . e .   o n  t ∈  [ 0 , T ]  .   



(34)







This further shows that if   κ ( t )   and    κ ^   ( t )    are continuous on   [ 0 , T ]  , then   κ  ( t )  =  κ ^   ( t )    for any   t ∈ [ 0 , T ]  .





Proof. 

By the assumptions of this theorem and the continuity of   E [ u ( t ) ]   in Theorem 2, suppose that there exists a    τ 0  > 0   such that   E [ u ] > 0   on   t ∈ ( 0 ,  τ 0  ]  . Taking the expectations on (32) and (33), subtracting one from another and applying the condition   E  [ u ]  = E  [  u ^  ]    on   t ∈ [ 0 ,  τ 0  ]   we obtain


   ∂ t  − ( 1 − κ ( t ) )   E  [ u  ( t )  ]  −  ∂ t  − ( 1 −  κ ^   ( t )  )   E  [ u  ( t )  ]  = 0 ,   t ∈  [ 0 ,  τ 0  ]  .  



(35)







The following calculations directly show that if   t ∈ [ 0 ,  τ 0  ]  


      0        =  ∫ 0 t      ( t − ζ )   − κ ( ζ )    Γ ( 1 − κ ( ζ ) )   −    ( t − ζ )   −  κ ^   ( ζ )     Γ ( 1 −  κ ^   ( ζ )  )    E  [ u  ( ζ )  ]  d ζ            =  ∫ 0 t   ∫   κ ^   ( ζ )    κ ( ζ )    ∂ z      ( t − ζ )   − z    Γ ( 1 − z )    d z E  [ u  ( ζ )  ]  d ζ            =  ∫ 0 t   ∫   κ ^   ( ζ )    κ ( ζ )       ( t − ζ )   − z    Γ ( 1 − z )    − ln  ( t − ζ )  +    Γ ′   ( 1 − z )    Γ ( 1 − z )     d z E  [ u  ( ζ )  ]  d ζ .      



(36)







By assumptions on   κ ( t )   (and    κ ^   ( t )   ), the variable z in the right-hand side of (36) is bounded away from 1 and thus   Γ ( 1 − z )   is bounded away from 0 and    Γ ′   ( 1 − z )    is bounded. Furthermore,   − ln ( t − s ) → ∞   as t rends to 0. Thus, we assume    τ 1  ≤  τ 0    to be a positive constant such that the   ( ⋯ )   on the right-hand side of (36) is greater than or equal to   c 1   for   0 ≤ s < t ≤  τ 1    for some constant    c 1  > 0  . Consequently, we merge the above estimates into (36) to reach


      0        =  ∫ 0 t   ∫   κ ^   ( ζ )    κ ( ζ )       ( t − ζ )   − z    Γ ( 1 − z )    − log  ( t − ζ )  +    Γ ′   ( 1 − z )    Γ ( 1 − z )     d z E  [ u  ( ζ )  ]  d ζ            ≥  c 1   ∫ 0 t   ∫   κ ^   ( ζ )    κ ( ζ )      ( t − ζ )   − z    Γ ( 1 − z )   d z E  [ u  ( ζ )  ]  d ζ ,      



(37)




that is,


   ∫ 0 t   ∫   κ ^   ( ζ )    κ ( ζ )      ( t − ζ )   − z    Γ ( 1 − z )   d z E  [ u  ( ζ )  ]  d ζ = 0 ,   t ∈  [ 0 ,  τ 1  ]  .  



(38)







As the inner integral of (38) is non-negative for   0 ≤ s < t ≤  τ 1   , we conclude that


   ∫   κ ^   ( ζ )    κ ( ζ )      ( t − ζ )   − z    Γ ( 1 − z )   d z E  [ u  ( ζ )  ]  = 0   a . e .   on  t ∈  [ 0 ,  τ 1  ]  .  



(39)







Since   E [ u ( ζ ) ] > 0   on   t ∈ ( 0 ,  τ 1  ]   and the kernel of the integral (39) is positive, we conclude that   κ  ( t )  =  κ ^   ( t )    a.e. on   t ∈ [ 0 ,  τ 1  ]  .



Let    T *  : = max  { 0 <  t ¯  ≤ T : κ  ( t )  =  κ ^   ( t )   a . e .   on   [ 0 ,  t ¯  ]  }    and we remain to show    T *  = T  . Suppose not, we have    T *  < T   and we intend to show that the   T *   could be enlarged, which contracts to the definition of   T *  .



Again, by the assumptions of this theorem and the continuity of   E [ u ( t ) ]   in Theorem 2, we could presume that there must exist a   0 <  τ ¯  < T −  T *    such that   E [ u ( t ) ] > 0   on   (  T *  ,  T *  +  τ ¯  ]  . As   κ  ( t )  =  κ ^   ( t )    a.e. on   [ 0 ,  T *  ]  , we obtain a similar equation as (36) from (35) that for   t ∈ (  T *  ,  T *  +  τ ¯  ]  


      0 =   ∂ t  − ( 1 − κ ( t ) )   −  ∂ t  − ( 1 −  κ ^   ( t )  )    E  [ u  ( t )  ]            =  ∫ 0 t      ( t − ζ )   − κ ( ζ )    Γ ( 1 − κ ( ζ ) )   −    ( t − ζ )   −  κ ^   ( ζ )     Γ ( 1 −  κ ^   ( ζ )  )    E  [ u  ( ζ )  ]  d ζ           =  ∫   T *   t      ( t − ζ )   − κ ( ζ )    Γ ( 1 − κ ( ζ ) )   −    ( t − ζ )   −  κ ^   ( ζ )     Γ ( 1 −  κ ^   ( ζ )  )    E  [ u  ( ζ )  ]  d ζ           =  ∫   T *   t   ∫   κ ^   ( ζ )    κ ( ζ )       ( t − ζ )   − z    Γ ( 1 − z )    − log  ( t − ζ )  +    Γ ′   ( 1 − z )    Γ ( 1 − z )     d z E  [ u  ( ζ )  ]  d ζ .      



(40)







Then, we apply similar derivations as (37)–(39) to obtain   κ  ( t )  =  κ ^   ( t )    a.e. on   t ∈ [  T *  ,  T *  +   τ ¯  1  ]   for some   0 <   τ ¯  1  ≤  τ ¯   , and thus on   [ 0 ,  T *  +   τ ¯  1  ]  , which leads to a contraction. □






5. Numerical Experiment


We have performed some numerical expriments to test the correctness of the theoretical results. The numerial scheme is applied for (2). The time interval is assumed   [ 0 , T ] = [ 0 , 1 ]  . We discretize time by    t n  = n Δ t   with   Δ t =  2  − 10   .   We choose 1024 sample paths and   f ( u ) = σ ( u ) = − u .   The initial condition is    u 0  = 1   and   κ  ( t )  =  t 2   . Then, we plot the solutions in Figure 1. We observe that the FSDE reduces to the classical SDE as the parameter  λ  changes from 1 to 0.




6. Conclusions


We analyzed the solution to the variable-order FSDEs. The moment estimate was also derived. Furthermore, we also analyzed the corresponding inversed problem. Some numerical examples are performed. These investigations will contribute to a deeper understanding of the underlying dynamics and provide novel tools for tackling real-world problems.
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Figure 1. Numerical simulations: classical integer-order SDE (’red line’) and the FSDE (’blue dots’) with   κ  ( t )  =  t 2    for cases (i) left   λ = 1  , medium   λ = 0.1  , and right   λ = 0.001  . 
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