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Abstract: This paper investigates the dynamical behavior of a discrete fractional-order modified
Leslie–Gower model with a Michaelis–Menten-type harvesting mechanism and a Holling-II func-
tional response. We analyze the existence and stability of the nonnegative equilibrium points. For
the interior equilibrium points, we study the conditions for period-doubling and Neimark–Sacker
bifurcations using the center manifold theorem and bifurcation theory. To control the chaos arising
from these bifurcations, two chaos control strategies are proposed. Numerical simulations are per-
formed to validate the theoretical results. The findings provide valuable insights into the sustainable
management and conservation of ecological systems.

Keywords: discrete fractional modified Leslie–Gower model; bifurcation; Michaelis–Menten-type
harvesting; piecewise-constant argument method; chaos control

1. Introduction
1.1. Motivation and Literature Review

The interactions between prey and predator populations have long been a central focus
in mathematical ecology. In 1910, Lotka [1] proposed a prey–predator model resembling
a chemical reaction, followed by Volterra [2,3], who explored similar dynamics in 1926.
Later, Holling [4,5] expanded the model to include density-dependent prey growth and
various functional responses. The Leslie–Gower model [6,7], another key framework in
prey–predator studies, was subsequently modified by May [8].

In [9], Gupta and Chandra proposed a modified Leslie–Gower model that incorporates
the Holling-II functional response and a Michaelis–Menten-type prey harvesting effect.
The model is expressed as follows:





dX
dT

=rX
(

1 − X
K

)
− a1XY

n + X
− qEX

m1E + m2X
,

dY
dT

=sY
(

1 − a2Y
n + X

)
,

(1)

with initial conditions X(0) ≥ 0 and Y(0) ≥ 0. Here, all parameters are positive, and a
concise description of each parameter, emphasizing its biological significance, is provided
in Table 1. In [10], Hu and Cao examined the existence and stability of possible equilibrium
points within the system, identifying saddle-node, transcritical, Hopf, and Bogdanov–
Takens bifurcations at these points. Song et al. [11] provided rigorous results regarding the
Hopf bifurcation properties in a diffusive predator–prey system. Chen et al. [12] explored
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a discrete-time prey–predator model featuring Michaelis–Menten-type harvesting, and
exhibited Fold, Flip, and Neimark–Sacker bifurcations under specific conditions. Numerous
additional studies have contributed to this model; for more information, see [13–15] and
their references.

Table 1. Biological interpretation of all parameters in model (1).

Parameters Interpretation

X, Y the prey and predator species densities,
respectively

r the prey species’ intrinsic growth rate

K the environment’s maximum carrying capacity
for the prey species

a1 the rate at which the prey is consumed
n the half-saturation constant
q the prey catchability coefficient

E the harvesting effort applied to capture
individuals

m1,2 suitable positive constants
s the predator species’ intrinsic growth rate

sa2
the maximum per capita reduction rate of the
predator

Here, we adopt a parameter scaling approach as outlined in a previous study [16],
implementing the following transformations:

t = rT, x = X
K , y = a1Y

K ,
ω = 1

r , β = a2
a1

, k = n
K , σ = qE

rm2K , m = m1E
m2K , γ = s

r .

The system in (1) is then transformed into

{ dx
dt = x(1 − x)− ωxy

k+x − σx
m+x ,

dy
dt = γy

(
1 − βy

k+x

)
,

(2)

with the initial conditions x(0) = x0 ≥ 0 and y(0) = y0 ≥ 0.
Considering that the responses between biological populations often have delay effects,

integer-order derivative models can only describe instantaneous changes and fail to capture
the variations from previous moments. Therefore, we further investigate fractional-order
derivative models, as they can better account for past dynamics and more effectively simu-
late the interactions between organisms in real-world environments. Moustafa et al. [17]
proposed and analyzed a fractional-order eco-epidemiological model with the disease af-
fecting the prey species, demonstrating the non-negativity and boundedness of the model’s
solutions. Arif et al. [18] examined a fractional-order system modeling a predator and
two prey populations, utilizing the Caputo fractional derivative. They determined the
equilibrium points of this system and assessed its stability. Wang and Li [19] investigated a
fractional-order predator–prey model incorporating anti-predator behavior and a Holling-
IV functional response. They analyzed the local asymptotic stability, period-doubling
bifurcation, and Neimark–Sacker bifurcation of the discretized version of the model. Mua
et al. [20] investigated the dynamics and feedback control tactics of a discrete predator–prey
competitive model. For additional findings on this topic, readers can consult [21–26] and
their references. Inspired by this idea, we seek to extend Equation (2) into a fractional-
order model by incorporating the left conformable fractional derivative [27,28]. The left
conformable fractional derivative is defined as follows:
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Definition 1. Let f : [h, ∞) → R be a function. The left conformable fractional derivative of f (t)
at t > h of order 0 < α ≤ 1 is defined as

Tα
h f (t) = lim

ε→0

f
(

t + ε(t − h)1−α
)
− f (t)

ε
.

When h = 0, the left conformable fractional derivative Tα
h is equal to the conformable fractional

derivative Tα. It is shown in [28] that the following result holds:

Tα
h f (t) = (t − h)1−α f ′(t).

Note that when calculating the left conformable fractional derivative of a function
f (t), both the fractional order α and the starting point h are fixed parameters, while t is
the variable that changes. To highlight the dependence of the derivative on both α and
h, we adopt the notation Tα

h , which explicitly reflects this relationship. It is important
to emphasize that this notation does not suggest that the derivative operation itself is
multi-valued.

By substituting the integer-order derivative in model (2) with the left conformable
fractional derivative, we obtain the following fractional-order model:

{
Tαx = x(1 − x)− ωxy

k+x − σx
m+x ,

Tαy = γy
(

1 − βy
k+x

)
.

(3)

where the fractional-order parameter α ∈ (0, 1]. In particular, when α = 1, the fractional-
order model (3) reduces to the classical integer-order model (2), demonstrating that the
fractional-order model serves as a generalization of the integer-order model. Moreover,
in fractional calculus, the rate of change at any given time, as described by the fractional-
order derivative, is not solely dependent on the current state but also on the population
dynamics over a preceding time interval. This inherent feature endows the fractional-order
model (3) with the capacity to capture memory effects, thereby providing a more nuanced
representation of population dynamics that accounts for past influences.

1.2. Discrete Fractional-Order Modified Leslie–Gower Model with Harvesting

In practice, biological sample data are typically collected at discrete intervals, such
as weekly or monthly, rather than on a continuous basis. Consequently, discrete mod-
els often provide greater accuracy compared to continuous models. Moreover, discrete
models are particularly appropriate for populations that exhibit non-overlapping gen-
eration characteristics or small sizes [29]. Therefore, using discrete models to study the
dynamic behavior of biological populations holds considerable practical significance. In
previous studies, such as Shi et al. [16,30], researchers applied the piecewise constant
approximation technique to discretize continuous fractional-order predator–prey models,
thoroughly analyzing the associated dynamical behaviors. Singh and Sharma [31] focused
on a discrete predator–prey model with a Holling type II functional response, incorporating
prey refuges, and investigated bifurcation phenomena, as well as chaos control strategies
through state feedback, pole placement, and hybrid methods. In another study, Berkal and
Almatrafi [32] employed an exponential piecewise constant approximation to discretize a
continuous fractional-order activator–inhibitor system. Their analysis included stability
evaluations, an exploration of Neimark–Sacker and period-doubling bifurcations, and
numerical simulations, which corroborated the theoretical results on the system’s dynamics.
For additional insights into the field of discrete population models, readers are encouraged
to refer to works such as [19,33–35] and other related references. However, to date, there
has been a noticeable gap in the literature concerning fractional discrete-time Leslie–Gower
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predator–prey models, particularly those that integrate nonlinear harvesting mechanisms
in the prey population.

Next, we apply the piecewise constant argument approach [36] to derive the dis-
cretized version of model (3). Since x(t) > 0 and y(t) > 0, model (3) can be expressed
as follows: { Tαx

x = 1 − x − ωy
k+x − σ

m+x ,
Tαy

y = γ
(

1 − βy
k+x

)
.

(4)

Using the piecewise constant argument approach, model (4) transforms into





Tαx(t)
x(t) = 1 − x

([ t
h
]
h
)
− ωy([ t

h ]h)
k+x([ t

h ]h)
− σ

m+x([ t
h ]h)

,

Tαy(t)
y(t) = γ

(
1 − βy([ t

h ]h)
k+x([ t

h ]h)

)
,

(5)

where
[ t

h
]

denotes the integer part of t ∈ [nh, (n + 1)h), n = 0, 1, · · · . And h > 0 is
a discretization parameter that represents the time interval for production. Applying
Definition 1 to the first equation of model (5), we obtain

(t − nh)1−α dx(t)
x(t)dt

= 1 − x(nh)− ωy(nh)
k + x(nh)

− σ

m + x(nh)
.

Integrating this equation over the interval [nh, t) leads to

ln(x(t))− ln(x(nh)) =
[

1 − x(nh)− ωy(nh)
k + x(nh)

− σ

m + x(nh)

]
(t − nh)α

α
.

Letting t → (n + 1)h and replacing x(nh) and y(nh) by xn and yn, respectively, we have

xn+1 = xne
hα

α (1−xn− ωyn
k+xn

− σ
m+xn ).

The second equation of model (5) is solved in a similar manner, resulting in

yn+1 = yne
hα

α γ(1− βyn
k+xn

).

Thus, the discrete version of the model (3) is presented as follows:




xn+1 = xne
hα

α (1−xn− ωyn
k+xn

− σ
m+xn ),

yn+1 = yne
hα

α γ(1− βyn
k+xn

).
(6)

1.3. Main Contributions

This paper aims to explore the dynamical properties of model (6). The main contribu-
tions of this study are as follows:

– Establishing conditions for the existence and stability of nonnegative equilibrium
points in model (6);

– Identifying bifurcation sets and conducting a comprehensive analysis of the interior
equilibrium point;

– Employing state feedback control and hybrid control methodologies to manage bifur-
cations and chaos in model (6);

– Validating our theoretical findings through numerical simulations using MATLAB
and Mathematica.

1.4. Structure of the Paper

This paper is organized as follows: Section 2 determines the nonnegative equilib-
rium points of model (6) and analyzes their stability. Section 3 derives the sufficient
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conditions for period-doubling and Neimark–Sacker bifurcations and examines the sta-
bility of the resulting orbits using the center manifold theorem and bifurcation theory. In
Section 4, we apply state feedback and hybrid control strategies to control chaos in model (6).
Section 5 presents numerical simulations to validate the key analytical results. The paper
concludes with a summary of the findings and recommendations for future research in the
final section.

2. Existence and Stability of Nonnegative Equilibrium Points
2.1. Existence of Nonnegative Equilibrium Points

To identify the nonnegative equilibrium points, we must solve the following system:

{
x = xe

hα

α (1−x− ωy
k+x − σ

m+x ),

y = ye
hα

α γ(1− βy
k+x ).

(7)

We begin by examining the boundary equilibrium points, corresponding to the cases
where either x = 0 or y = 0. When x = 0, the model (6) yields two boundary equilibrium
points: B0 = (0, 0) and By =

(
0, k

β

)
. For y = 0, substituting into (7) leads to the equation

for x:
x2 + (m − 1)x + σ − m = 0. (8)

as shown in Equation (8). A necessary condition for the existence of boundary equilibrium
points is that (m + 1)2 ≥ 4σ. In this case, the roots of (8) can be expressed as

x1 =
1 − m +

√
(m + 1)2 − 4σ

2
, x2 =

1 − m −
√
(m + 1)2 − 4σ

2
, (9)

Specifically, when (m + 1)2 = 4σ, the roots x1 and x2 collide, which we denote as

x3 =
1 − m

2
. (10)

Considering the biological significance of model (6), we focus on its positive solutions to
equation (8). Consequently, we can readily summarize the following findings regarding
the existence of boundary equilibrium points for model (6).

Theorem 1. The model (6) consistently exhibits two boundary equilibrium points: B0 = (0, 0) and
By =

(
0, k

β

)
. For the existence of additional boundary equilibrium points, the following conditions

are established:

(1) If m < σ, m < 1, and (m + 1)2 > 4σ, two distinct boundary equilibrium points,
Bx1 = (x1, 0) and Bx2 = (x2, 0), exist;

(2) If m < 1 and (m + 1)2 = 4σ, only one boundary equilibrium point, Bx3 = (x3, 0), exists;
(3) If either m = σ < 1 or m > σ, a single boundary equilibrium point, Bx1 = (x1, 0), exists.

The values of x1, x2, and x3 are given by Equations (9) and (10), respectively.

Next, we examine the interior equilibrium points, which satisfy the system of equations:
{

1 − x − ωy
k+x − σ

m+x = 0,
1 − βy

k+x = 0.
(11)

Substituting y = k+x
β into the first equation of (11) leads to the quadratic equation:

βx2 + [ω + (m − 1)β]x + mω + (σ − m)β = 0. (12)
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Let ∆ denote the discriminant of this quadratic equation, defined as

∆ = [ω + (m − 1)β]2 − 4β[mω + (σ − m)β] = [ω − (m + 1)β]2 − 4σβ2.

The condition for real solutions is ∆ ≥ 0. When ∆ > 0, the Equation (12) has two
distinct solutions:

x∗1 =
−ω − (m − 1)β +

√
∆

2β
, x∗2 =

−ω − (m − 1)β −
√

∆
2β

, (13)

and when ∆ = 0, there is a unique solution:

x∗3 =
−ω − (m − 1)β

2β
. (14)

Thus, the existence of interior equilibrium points of model (6) is determined by the condi-
tions summarized below.

Theorem 2. The following conditions characterize the interior equilibrium points of model (6):

(1) If mω > (m − σ)β, ω < (1 − m)β, and [ω − (m + 1)β]2 > 4σβ2, then there are two
distinct interior equilibrium points, E1 =

(
x∗1 , y∗1

)
and E2 = (x∗2 , y∗2);

(2) If ω < (1 − m)β and [ω − (m + 1)β]2 = 4σβ2, then there is only one interior equilibrium
point, E3 = (x∗3 , y∗3);

(3) If either (m−σ)β
m = ω < (1 − m)β or mω < (m − σ)β, then there is only one interior

equilibrium point, E1 =
(
x∗1 , y∗1

)
.

Here, x∗i are given by (13) or (14), and y∗i =
k+x∗i

β for i = 1, 2, 3.

2.2. Stability of Nonnegative Equilibrium Points

We denote the Jacobian matrix evaluated at the equilibrium point (x, y) as follows:

J((x, y)) =
(

J11 J12
J21 J22

)
(15)

where

J11 =

[
1 +

hαx
α

(
−1 +

ωy

(k + x)2 +
σ

(m + x)2

)]
e

hα

α (1−x− ωy
k+x − σ

m+x ),

J12 =− hαωx
α(k + x)

e
hα

α (1−x− ωy
k+x − σ

m+x ),

J21 =
hαγβy2

α(k + x)2 e
hα

α γ(1− βy
k+x ),

J22 =

[
1 − hαyγβ

α(k + x)

]
e

hα

α γ(1− βy
k+x ).

The characteristic equation of J(E) is expressed as F(λ) = λ2 − Mλ + N = 0, where λ1
and λ2 are its roots. To analyze the stability of these equilibrium points, we first present the
following definition and lemma.

Definition 2 ([37,38]). The classification of the equilibrium point (x, y) is as follows:

(1) If |λ1| < 1 and |λ2| < 1 , the equilibrium point exhibits a sink-point behavior and is locally
asymptotically stable;

(2) If |λ1| > 1 and |λ2| > 1 , the equilibrium point exhibits a source-point behavior and is locally
unstable;

(3) If |λ1| > 1 and |λ2| < 1 (or |λ1| < 1 and |λ2| > 1 ), the equilibrium point exhibits a saddle-
point behavior;
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(4) If either |λ1| = 1 or |λ2| = 1 , the equilibrium point exhibits a non-hyperbolic-point behavior.

Lemma 1 ([37,38]). The following statements are applicable to the roots of the characteristic equation
F(λ) = λ2 − Mλ + N = 0.

(1) If F(1) > 0, then

(a) |λ1| < 1 and |λ2| < 1 if and only if F(−1) > 0 and F(0) < 1;
(b) |λ1| < 1 and |λ2| > 1 (or |λ1| > 1 and |λ2| < 1 ) if and only if F(−1) < 0;
(c) |λ1| > 1 and |λ2| > 1 if and only if F(−1) > 0 and F(0) > 1;
(d) λ1 = −1 and |λ2| ̸= 1 if and only if F(−1) = 0 and M ̸= 0,−2;
(e) λ1 and λ2 are a pair of conjugate complex roots and |λ1,2| = 1 if and only if M2 < 4N

and F(0) = 1.

(2) If F(1) = 0, then one of the roots satisfies λ1 = 1. Furthermore, the other root |λ2| < 1 (or
|λ2| = 1 or |λ2| > 1 ) holds if and only if |F(0)|< 1 (or |F(0)|= 1 or |F(0)|> 1 ).

(3) If F(1) < 0, then one root satisfies λ1 ∈ (1, ∞), which implies |λ1| > 1 . Furthermore, the
other root

(a) |λ2| > 1 if and only if F(−1) < 0;
(b) |λ2| < 1 if and only if F(−1) > 0;
(c) λ2 = −1 if and only if F(−1) = 0.

From Equation (15), we can derive the Jacobian matrices at the boundary equilibrium
points B0 and By as follows:

J(B0) =

(
e

hα

α (1− σ
m ) 0

0 e
hα

α γ

)
,

J
(

By
)
=


e

hα

α (1− ω
β − σ

m ) 0
hαγ
αβ 1 − hαγ

α


.

Thus, the eigenvalues of B0 are λ1 = e
hα

α (1− σ
m ) and λ2 = e

hα

α γ > 1. When σ < m, λ1 < 1,
and based on Definition 2(2), we conclude that the equilibrium point B0 exhibits a source-
point behavior. When σ > m, λ1 > 1, and based on Definition 2(3), we conclude that B0
exhibits a saddle-point behavior. When σ = m, λ1 = 1, and based on Definition 2(4), we
conclude that B0 exhibits a non-hyperbolic-point behavior. Similarly, the local stability of
By can be deduced, leading to the following theorem.

Theorem 3. The subsequent statements hold for the boundary equilibrium points B0 and By.

(1) The point B0(0, 0) exhibits the following behaviors:

(a) The equilibrium point B0(0, 0) exhibits a source-point behavior if σ < m;
(b) The equilibrium point B0(0, 0) exhibits a saddle-point behavior if σ > m;
(c) The equilibrium point B0(0, 0) exhibits a non-hyperbolic-point behavior if σ = m.

(2) The point By

(
0, k

β

)
exhibits the following behaviors:

(a) The equilibrium point By

(
0, k

β

)
exhibits a sink-point behavior if ω

β + σ
m > 1 and

hαγ < 2α;
(b) The equilibrium point By

(
0, k

β

)
exhibits a source-point behavior if ω

β + σ
m < 1 and

hαγ > 2α;
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(c) The equilibrium point By

(
0, k

β

)
exhibits a non-hyperbolic-point behavior if ω

β + σ
m = 1

or hαγ = 2α;
(d) The equilibrium point By

(
0, k

β

)
exhibits a saddle-point behavior under other conditions.

Similarly, we can use Definition 2 to conduct a systematic stability analysis of the
remaining boundary equilibrium points.

Theorem 4. Under the conditions of the existence of boundary equilibrium points of model (6) in
Theorem 1:

(1) The point Bx1 exhibits the following behaviors:

(a) The equilibrium point Bx1 exhibits a saddle-point behavior if hα

α < 2(m+x1)

x1

√
(m+1)2−4σ

;

(b) The equilibrium point Bx1 exhibits a source-point behavior if hα

α > 2(m+x1)

x1

√
(m+1)2−4σ

;

(c) The equilibrium point Bx1 exhibits a non-hyperbolic-point behavior if
hα

α = 2(m+x1)

x1

√
(m+1)2−4σ

.

(2) The point Bx2 always exhibits a source-point behavior and is unstable.
(3) The point Bx3 always exhibits a non-hyperbolic-point behavior.

Proof. At the boundary equilibrium points Bxi(i = 1, 2, 3), we have 1 − xi =
σ

m+xi
. The

Jacobian matrix can be expressed as

J(Bxi) =


1 + hαxi

α

[
−1 + σ

(m+xi)
2

]
− hαωxi

α(k+xi)

0 e
hα

α γ


, i = 1, 2, 3.

Thus, the eigenvalues of J(Bxi) are λ1 = 1 + hαxi
α

[
−1 + σ

(m+xi)
2

]
and λ2 = e

hα

α γ > 1.

(1) For x1 = 1−m+
√

(m+1)2−4σ
2 , we can obtain

(m + x1)
2 − σ =

1
4

[
1 + m +

√
(m + 1)2 − 4σ

]2
− σ

=
1
4

[
2(m + 1)2 + 2(m + 1)

√
(m + 1)2 − 4σ − 4σ

]
− σ

=

√
(m + 1)2 − 4σ

2

[√
(m + 1)2 − 4σ + 1 + m

]
> 0,

which implies

λ1 = 1 +
hαx1

α

[
−1 +

σ

(m + x1)
2

]
= 1 +

hαx1

α

[
σ − (m + x1)

2

(m + x1)
2

]
< 1.

Additionally, since x1 satisfies 1 − x1 − σ
m+x1

= 0, we have

hαx1

α

[
−1 +

σ

(m + x1)
2

]
=

hαx1

α

[
−1 +

1 − x1

m + x1

]
= −hαx1

α

√
(m + 1)2 − 4σ

m + x1

Therefore, if hα

α < 2(m+x1)

x1

√
(m+1)2−4σ

holds, then |λ1| < 1, indicating that Bx1 is a saddle point.

This completes the proof for part (a). The proofs for parts (b) and (c) follow similarly.
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(2) For x2 = 1−m−
√

(m+1)2−4σ
2 , we find that

(m + x2)
2 − σ =

1
4

[
1 + m −

√
(m + 1)2 − 4σ

]2
− σ

=
1
4

[
2(m + 1)2 − 2(m + 1)

√
(m + 1)2 − 4σ − 4σ

]
− σ

=

√
(m + 1)2 − 4σ

2

[√
(m + 1)2 − 4σ − (1 + m)

]
< 0.

Consequently, we deduce that λ1 > 1. According to Definition 2, Bx2 is a source and
it is unstable when it exists.

(3) For x3 = 1−m
2 , from (m + 1)2 − 4σ = 0, we can conclude that (m + x3)

2 = σ. There-
fore, the eigenvalues of J(Bx3) are λ1 = 1 and λ2 > 1, indicating that Bx3 is always
classified as non-hyperbolic according to Definition 2.

This completes the proof. □

Next, we analyze the stability of the interior equilibrium points Ei
(
x∗i , y∗i

)
, i = 1, 2, 3.

The characteristic equation of the Jacobian matrix J(Ei) is

F(λ) ≜ λ2 − (AM + 2)λ + A2N + AM + 1 = 0, (16)

where

A =
hα

α
, M = x∗i

[
−1 +

ω

β
(
k + x∗i

) + σ
(
m + x∗i

)2

]
− γ, N = x∗i γ

[
1 − σ

(
m + x∗i

)2

]
.

Thus,
F(1) = A2N, F(−1) = A2N + 2AM + 4.

We use Definition 2 and Lemma 1 to investigate the stability of each interior equilibrium point.

Theorem 5. Suppose that one of the following three conditions is satisfied:

(i) mω > (m − σ)β, ω < (1 − m)β, and [ω − (m + 1)β]2 > 4σβ2;

(ii) (m−σ)β
m = ω < (1 − m)β;

(iii) mω < (m − σ)β.

Then, the interior equilibrium point E1 of model (6) exhibits the following behaviors:

(1) The interior equilibrium point E1 exhibits a sink-point behavior if one of the following condi-
tions holds:

(a) M2 ≥ 4N and 0 < A < −M−
√

M2−4N
N ;

(b) M2 < 4N and 0 < A < −M
N .

(2) The interior equilibrium point E1 exhibits a saddle-point behavior if M2 ≥ 4N and −M−
√

M2−4N
N <

A < −M+
√

M2−4N
N .

(3) The interior equilibrium point E1 exhibits a source-point behavior if one of the following
conditions holds:

(a) M2 ≥ 4N and A > −M+
√

M2−4N
N ;

(b) M2 < 4N and A > −M
N .

(4) The interior equilibrium point E1 exhibits a non-hyperbolic-point behavior if one of the follow-
ing conditions holds:
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(a) M2 ≥ 4N and A = −M±
√

M2−4N
N ;

(b) M2 < 4N and A = −M
N .

Proof. We start by determining the sign of F(1) = A2N, which depends on the sign of N.

Since E1
(

x∗1 , y∗1
)

satisfies (11) and x∗1 = −ω−(m−1)β+
√

∆
2β , we deduce that

N(x∗1) =x∗1γ

[
1 − σ

(
m + x∗1

)2

]
= x∗1γ

[
1 − 1

m + x∗1

(
1 − x∗1 −

ω

β

)]

=
x∗1γ

m + x∗1

(
2x∗1 + m − 1 +

ω

β

)

=
x∗1γ

√
∆

β
(
m + x∗2

) > 0.

Thus, it follows that F(1) > 0.
Next, we consider F(−1) = A2N + 2AM+ 4. When M2 ≥ 4N, the equation F(−1) = 0

becomes a quadratic equation in terms of A with two solutions given by

A =
−M ±

√
M2 − 4N

N
.

If

0 < A <
−M −

√
M2 − 4N

N
, or A >

−M +
√

M2 − 4N
N

,

then F(−1) > 0. Conversely, when M2 < 4N, it follows directly that F(−1) > 0.
Finally, we examine the equation F(0) = A2N + AM + 1. Since N

(
x∗1
)
> 0, we

conclude that F(0) < 1 holds under the condition A < −M
N .

In summary, the conclusion for case (1) follows directly from the application of
Lemma 1(1)(a). Cases (2)–(4) can be established in a similar manner by applying
Lemma 1(1)(b)–(e), respectively. □

For the interior equilibrium point E2(x∗2, y∗2), a calculation analogous to that for N
(
x∗1
)

yields

N(x∗2) = − x∗2γ
√

∆
β
(
m + x∗2

) < 0,

which implies that F(1) < 0. With the aid of Lemma 1, the following theorem can be
readily established.

Theorem 6. Suppose that mω > (m − σ)β, ω < (1 − m)β, and [ω − (m + 1)β]2 > 4σβ2.
Then, the interior equilibrium point E2 of model (6) satisfies the following:

(1) The interior equilibrium point E2 exhibits a saddle-point behavior if 0 < A < −M+
√

M2−4N
N ;

(2) The interior equilibrium point E2 exhibits a source-point behavior if A > −M+
√

M2−4N
N ;

(3) The interior equilibrium point E2 exhibits a non-hyperbolic-point behavior if A = −M+
√

M2−4N
N .

For the interior equilibrium point E3(x∗3 , y∗3), a calculation analogous to N
(
x∗1
)

results
in N(x∗3) = 0, thereby implying F(1) = 0.

Theorem 7. When [ω − (m + 1)β]2 = 4σβ2 and ω < (1 − m)β, the interior equilibrium point
E3 of model (6) always exhibits non-hyperbolic-point behavior.
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3. Bifurcation Analysis

In this section, we examine the bifurcation behavior near the equilibrium points of the
model (6). We exclude an analysis of boundary equilibrium points corresponding to the ex-
tinction of either the predator or prey, which results in a single surviving population. Since
the bifurcation analysis at the interior equilibrium points Ei follows a similar procedure,
we focus specifically on the local bifurcation behavior at the interior equilibrium point E1,
taking h as the bifurcation parameter.

3.1. Period-Doubling Bifurcation

If a period-doubling bifurcation occurs at the equilibrium point, the stability of that
point changes. Specifically, an initially stable equilibrium point can become unstable,
leading to the emergence of new periodic orbits, typically with a period twice that of the
original orbit. For such a bifurcation, the eigenvalues λ1,2 of the Jacobian matrix J

(
x∗1 , y∗1

)

must satisfy λ1 = −1 and |λ2| ̸= 1 . This condition implies that

(AM + 2)2 ≥ 4
(

A2N + AM + 1
)

, (17)

h = h1 :=

(
α
−M −

√
M2 − 4N

N

) 1
α

, or h = h2 :=

(
α
−M +

√
M2 − 4N

N

) 1
α

, (18)

and

h ̸=
(−2α

M

) 1
α

, and h ̸=
(−4α

M

) 1
α

. (19)

These conditions indicate that a period-doubling bifurcation may occur at the interior
equilibrium point E1 when the parameters satisfy Equations (17)–(19). In this work, we
focus on the case h = h1 and omit the corresponding analysis for h = h2, as the reasoning
is similar.

First, let un = xn − x∗1 and vn = yn − y∗1 , which transforms the equilibrium point
E1
(

x∗1 , y∗1
)

to the origin O(0, 0), and model (6) is changed to





un+1 =
(
un + x∗1

)
e

hα

α [1−(un+x∗1 )−
ω(vn+y∗1 )
k+un+x∗1

− σ
m+un+x∗1

] − x∗1 ,

vn+1 =
(
vn + y∗1

)
e

hα

α γ[1− β(vn+y∗1 )
k+un+x∗1

] − y∗1 .

(20)

Second, given a small perturbation h∗ of the parameter h around the critical value h1,
i.e., h∗ = h − h1 with 0 < h∗ ≪ 1, then model (20) is perturbed into





un+1 =
(
un + x∗1

)
e
(h1+h∗)α

α [1−(un+x∗1 )−
ω(vn+y∗1 )
k+un+x∗1

− σ
m+un+x∗1

] − x∗1 ,

vn+1 =
(
vn + y∗1

)
e
(h1+h∗)α

α γ[1− β(vn+y∗1 )
k+un+x∗1

] − y∗1 .

(21)

Letting h∗n+1 = h∗n = h∗, model (21) becomes





un+1 =
(
un + x∗1

)
e
(h1+h∗n)α

α [1−(un+x∗1 )−
ω(vn+y∗1 )
k+un+x∗1

− σ
m+un+x∗1

] − x∗1 ,

vn+1 =
(
vn + y∗1

)
e
(h1+h∗n)α

α γ[1− β(vn+y∗1 )
k+un+x∗1

] − y∗1 ,
h∗n+1 = h∗n.

(22)

Using the Taylor expansion of model (22) at (un, vn, h∗n) = (0, 0, 0) to the third order yields




un+1
vn+1
h∗n+1


 =




a11 a12 0
a21 a22 0
0 0 1






un
vn
h∗n


+




f (un, vn, h∗n) + O
(
ρ3

1
)

g(un, vn, h∗n) + O
(
ρ3

1
)

0


, (23)
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where ρ1 =
√

u2
n + v2

n + (h∗n)
2,

f (un, vn, h∗n) = a13u2
n + a14unvn + a15v2

n + a16u3
n + a17u2

nvn + a18unv2
n + a19v3

n + b11unh∗n + b12vnh∗n
+b13(h∗n)

2 + b14u2
nh∗n + b15v2

nh∗n + b16unvnh∗n + b17(h∗n)
3 + b18un(h∗n)

2 + b19vn(h∗n)
2,

g(un, vn, h∗n) = a23u2
n + a24unvn + a25v2

n + a26u3
n + a27u2

nvn + a28unv2
n + a29v3

n + b21unh∗n + b22vnh∗n
+b23(h∗n)

2 + b24u2
nh∗n + b25v2

nh∗n + b26unvnh∗n + b27(h∗n)
3 + b28un(h∗n)

2 + b29vn(h∗n)
2,

and the calculated values of a11, · · · , a19, b11, · · · , b19, a21, · · · , a29, b11, · · · , and b29 are
given in Appendix A.

Therefore, we obtain the Jacobian matrix of model (6) at the equilibrium point E1.

J(E1) =




a11 a12 0
a21 a22 0
0 0 1


,

and its eigenvalues
λ1 = −1, λ2 = AM + 3, λ3 = 1,

with corresponding eigenvectors

(ξ1, ζ1, η1)
T = (a12,−1 − a11, 0)T , (ξ2, ζ2, η2)

T = (a12, λ2 − a11, 0)T , (ξ3, ζ3, η3)
T = (0, 0, 1)T ,

respectively. Set

T1 =




a12 a12 0
−1 − a11 λ2 − a11 0

0 0 1


,

then

T−1
1 =

1
a12(1 + λ2)




λ2 − a11 −a12 0
1 + a11 a12 0

0 0 a12(1 + λ2)


.

Taking the transformation (un, vn, h∗n)
T = T1(pn, qn, wn)

T , then model (23) is changed into
the following form:





pn+1 = −pn + f1(pn, qn, wn) + O
(
ρ3

2
)
,

qn+1 = λ2qn + g1(pn, qn, wn) + O
(
ρ3

2
)
,

wn+1 = wn,
(24)

where ρ2 =
√

p2
n + q2

n + w2
n,

f1(pn, qn, wn) = I13u2
n + I14unvn + I15v2

n + I16u3
n + I17u2

nvn + I18unv2
n + I19v3

n + I21unwn + I22vnwn

+I23w2
n + I24u2

nwn + I25v2
nwn + I26unvnwn + I27w3

n + I28unw2
n + I29vnw2

n,

g1(pn, qn, wn) = J13u2
n + J14unvn + J15v2

n + J16u3
n + J17u2

nvn + J18unv2
n + J19v3

n + J21unwn + J22vnwn

+J23w2
n + J24u2

nwn + J25v2
nwn + J26unvnwn + J27w3

n + J28unw2
n + J29vnw2

n,

and
un = a12(pn + qn), vn = −(1 + a11)pn + (λ2 − a11)qn,

I1i =
(λ2 − a11)a1i − a12a2i

a12(1 + λ2)
, I2i =

(λ2 − a11)b1i − a12b2i
a12(1 + λ2)

,

J1i =
(1 + a11)a1i + a12a2i

a12(1 + λ2)
, J2i =

(1 + a11)b1i + a12b2i
a12(1 + λ2)

.
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Assume on the center manifold that

qn = m(pn, wn) = m20 p2
n + m11 pnwn + m02w2

n + O
(

ρ2
3

)
,

where ρ3 =
√

p2
n + w2

n. Then, according to Equation (24), we obtain

qn+1 = m(pn+1, wn+1)

= m20 p2
n+1 + m11 pn+1wn+1 + m02w2

n+1 + O
(

ρ2
3

)

= m20[−pn + f1(pn, m(pn, wn), wn)]
2 + m11[−pn + f1(pn, m(pn, wn), wn)]wn + m02w2

n + O
(

ρ2
3

)

= m20 p2
n − m11 pnwn + m02w2

n + O
(

ρ2
3

)
,

and

qn+1 = λ2qn + g1(pn, qn, wn) + O
(

ρ3
2

)

= λ2m(pn, wn) + g1(pn, m(pn, wn), wn) + O
(

ρ3
2

)

=
[
λ2m20 + J13a2

12 − J14a12(1 + a11) + J15(1 + a11)
2
]

p2
n + [λ2m11 + J21a12 − J22(1 + a11)]pnwn

+[λ2m02 + J23]w2
n + O

(
ρ2

3

)
.

By comparing the coefficients of corresponding terms of equal order in the above
center manifold equation, we obtain

m20=
a2

12 J13 − (1 + a11)a12 J14 + (1 + a11)
2 J15

1 − λ2
,

m11=
(1 + a11)J22 − a12 J21

1 + λ2
,

m02=
J23

1 − λ2
.

Therefore, the restriction of model (24) to the center manifold takes the following form:

pn+1 = φ(pn, wn) := −pn + f1(pn, m(pn, wn), wn) + O
(

ρ3
2

)

= −pn + s1 p2
n + s2 pnwn + s3 p2

nwn + s4 pnw2
n + s5 p3

n + s6w2
n + s7w3

n + O
(

ρ4
3

)
,

(25)

where

s1 = a2
12 I13 − a12(1 + a11)I14 + (1 + a11)

2 I15,
s2 = a12 I21 − (1 + a11)I22,
s3 = 2a2

12m2 I13 + [a12(λ2 − a11)− a11(1 + a11)]m2 I14 − 2(1 + a11)(λ2 − a11)m2 I15 + a12m1 I21
+(λ2 − a11)m1 I22,

s4 = 2a2
12m3 I13 + [a12(λ2 − a11)− a11(1 + a11)]m3 I14 − 2(1 + a11)(λ2 − a11)m3 I15 + a12m2 I21

+(λ2 − a11)m2 I22,
s5 = 2a2

12m1 I13 + [a12(λ2 − a11)− a11(1 + a11)]m1 I14 − 2(1 + a11)(λ2 − a11)m1 I15 + a3
12 I16

−a2
12(1 + a11)I17 + a12(1 + a11)

2 I18 − (1 + a11)
3 I19,

s6 = I23,
s7 = a12m3 I21 + (λ2 − a11)m3 I22 + I27.
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According to the period-doubling bifurcation theorem [29], the occurrence of a period-
doubling bifurcation of model (6) at the equilibrium point E∗

1 needs to satisfy the
following conditions:

ℵ1 =

[
∂2 φ

∂pn∂wn
+

1
2

∂φ

∂wn
·∂

2 φ

∂p2
n

]∣∣∣∣(0,0) = s2 ̸= 0,

ℵ2 =

[
1
6
·∂

3 φ

∂p3
n
+

1
4
·
(

∂2 φ

∂p2
n

)2]∣∣∣∣∣(0,0) = s5 + s2
1 ̸= 0.

(26)

Theorem 8. Suppose that Equations (17)–(19) and Equation (26) are satisfied. Then, model (6)
undergoes a period-doubling bifurcation at the interior equilibrium point E1 as the parameter h varies
within a small neighborhood of h1. Moreover, if ℵ2 > 0 ( ℵ2 < 0, respectively), the two-periodic
orbit bifurcating from the interior equilibrium point E1 is stable (unstable, respectively).

3.2. Neimark–Sacker Bifurcation

If a Neimark–Sacker bifurcation occurs at the equilibrium point, it can give rise to
a bifurcating invariant circle surrounding the equilibrium point. For a Neimark–Sacker
bifurcation to occur, the two eigenvalues λ1,2 of the Jacobian matrix J

(
x∗1 , y∗1

)
must form a

complex conjugate pair, with |λ1,2| = 1 . This condition implies that

(AM + 2)2 − 4
(

A2N + AM + 1
)
< 0, (27)

and A2N + AM + 1 = 1, which implies M2 < 4N, and

h = h3 :=
(−αM

N

) 1
α

. (28)

Equations (27) and (28) are crucial for characterizing the Neimark–Sacker bifurcation.
Specifically, Equation (27) ensures that the eigenvalues of the Jacobian matrix form a com-
plex conjugate pair, while Equation (28) guarantees that the modulus of these eigenvalues
is 1. Together, these conditions are necessary for the Neimark–Sacker bifurcation to occur
at the interior equilibrium point E1.

As in the previous analysis, we define un = xn − x∗1 and vn = yn − y∗1 and rewrite
model (6) in the following form:





un+1 =
(
un + x∗1

)
e

hα
3
α (1−(un+x∗1 )−

ω(vn+y∗1 )
k+un+x∗1

− σ
m+un+x∗1

) − x∗1 ,

vn+1 =
(
vn + y∗1

)
e

hα
3
α γ(1− β(vn+y∗1 )

k+un+x∗1
) − y∗1 .

We now consider a small perturbation parameter
∣∣∣h
∣∣∣≪ 1 and consider the following

perturbed model:





un+1 =
(
un + x∗1

)
e
(h+h3)

α

α (1−(un+x∗1 )−
ω(vn+y∗1 )
k+un+x∗1

− σ
m+un+x∗1

) − x∗1 ,

vn+1 =
(
vn + y∗1

)
e
(h+h3)

α

α γ(1− β(vn+y∗1 )
k+un+x∗1

) − y∗1 .

(29)

The characteristic equation for the linearized equation at the origin, (u, v) = (0, 0), is
given by

F(λ) = λ2 − P
(

h
)

λ + Q
(

h
)
= 0 (30)



Fractal Fract. 2024, 8, 744 15 of 26

where

P
(

h
)
=

(
h3 + h

)α

α
M + 2,

Q
(

h
)
=




(
h3 + h

)α

α




2

N +

(
h3 + h

)α

α
M + 1.

Notice that

P2(0)− 4Q(0) =




(
h3 + h

)α

α




2
(

M2 − 4N
)
< 0.

So, for
∣∣∣h
∣∣∣≪ 1 , the two roots of F(λ) = 0 in (30) are

λ1,2

(
h
)
= 1 +

M
(

h3 + h
)α

2α
±

i
(

h3 + h
)α

2α

√
4N − M2.

For the Neimark–Sacker bifurcation to occur, the following two conditions must
hold [29]:

Hypothesis 1.
d|λ1,2(h)|2

dh
|h=0 ̸= 0;

Hypothesis 2. λθ
1,2(0) ̸= 1, θ = 1, 2, 3, 4.

It is straightforward to verify that
∣∣∣λ1,2

(
h
)∣∣∣=

√
Q
(

h
)

and |λ1,2(0)|=
√

Q(0) = 1, so

we find that
d |λ1,2

(
h
)∣∣∣

2

dh
|h=0 =

Nh2α−1
3
α

> 0 ( ̸= 0).

Thus, Hypothesis 1 is satisfied.
For Hypothesis 2, the conditions λθ

1,2(0) ̸= 1 (θ = 1, 2, 3, 4) is equivalent to requiring

that P
(

h
)
̸= −2,−1, 0, 2. Given that h = h1, it follows that P(0) ̸= −2, 2. Therefore, it is

sufficient to ensure that P(0) ̸= 0,−1, leading to the following restrictions:

h3 ̸=
(
−2α

M

) 1
α

, h3 ̸=
(
−3α

M

) 1
α

. (31)

Finally, we expand model (29) near h = 0 into a power series up to the third order,
yielding the normal form:





un+1 = a11un + a12vn + a13u2
n + a14unvn + a15v2

n + a16u3
n + a17u2

nvn + a18unv2
n + a19v3

n + O
(

ρ4
4

)
,

vn+1 = a21un + a22vn + a23u2
n + a24unvn + a25v2

n + a26u3
n + a27u2

nvn + a28unv2
n + a29v3

n + O
(

ρ4
4

)
,

(32)

where ρ4 =
√

u2
n + v2

n, and the coefficients aij are provided in Appendix A with h1 replaced
by h3 + h.

Let

µ = 1 +
Mhα

3
2α

, ω =
hα

3
2α

√
4N − M2
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and

T2 =

(
a12 0

µ − a11 −ω

)
.

With the transformation (
un
vn

)
= T2

(
pn
qn

)
,

and we transform model (32) into
(

pn
qn

)
→
(

µ −ω
ω µ

)(
pn
qn

)
+

(
F(pn, qn)
G(pn, qn)

)
,

where

F(pn, qn) =
a13
a12

u2
n +

a14
a12

unvn +
a15
a12

v2
n +

a16
a12

u3
n +

a17
a12

u2
nvn +

a18
a12

unv2
n +

a19
a12

v3
n + O((|un|+|vn|)4),

G(pn, qn) =
a13(µ−a11)−a12a23

a12ω u2
n +

a14(µ−a11)−a12a24
a12ω unvn +

a15(µ−a11)−a12a25
a12ω v2

n

+ a16(µ−a11)−a12a26
a12ω u3

n +
a17(µ−a11)−a12a27

a12ω u2
nvn +

a18(µ−a11)−a12a28
a12ω unv2

n

+ a19(µ−a11)−a12a29
a12ω v3

n + O((|un|+|vn|)4),

and
un = a12 pn, vn = (µ − a11)pn − ωqn.

To confirm the occurrence of a Neimark–Sacker bifurcation, it is necessary to verify
that the determinant L satisfies the condition

L =

[
−Re

(
(1 − 2λ)λ

2

1 − λ
ξ11ξ20

)
− 1

2
|ξ11|2 − |ξ02|2 + Re

(
λξ21

)
]∣∣∣∣∣h=0 ̸= 0, (33)

where

ξ20 = 1
8
[(

Fpn pn − Fqnqn + 2Gpnqn

)
+ i
(
Gpn pn − Gqnqn − 2Fpnqn

)]
,

ξ11 = 1
4
[(

Fpn pn + Fqnqn

)
+ i
(
Gpn pn + Gqnqn

)]
,

ξ02 = 1
8
[(

Fpn pn − Fqnqn − 2Gpnqn

)
+ i
(
Gpn pn − Gqnqn + 2Fpnqn

)]
,

ξ21 = 1
16
[(

Fpn pn pn + Fpnqnqn + Gpn pnqn + Gqnqnqn

)
+ i
(
Gpn pn pn + Gpnqnqn − Fpn pnqn − Fqnqnqn

)]
.

The following theorem, then, directly follows from the preceding analysis and the
relevant bifurcation theory [29].

Theorem 9. Assuming that the conditions (27), (28), (31), and (33) hold, model (6) undergoes
a Neimark–Sacker bifurcation at the interior equilibrium point E1 when the parameter h varies in a
small neighborhood of h3. Furthermore, if L < 0 ( L > 0, respectively), a stable (unstable, respectively)
closed invariant curve bifurcates from the equilibrium point E1 for h > h3 ( h < h3, respectively).

4. Strategies for Chaos Control

Chaos is a pervasive nonlinear phenomenon encountered in a wide range of dynamical
systems. It is defined as the sensitive dependence on initial conditions in deterministic
systems, where small differences in initial states lead to exponentially diverging outcomes.
Chaotic systems exhibit deterministic yet aperiodic behavior, characterized by topological
mixing and dense periodic orbits. Despite their deterministic nature, the evolution of these
systems appears random and unpredictable due to the complexity of their trajectories. The
emergence of chaos often complicates the behavior of these systems, leading to outcomes
that can be both unpredictable and, at times, catastrophic. Consequently, controlling chaos
is essential to ensure both stability and predictability. In this section, we explore several
strategies for chaos control, including state feedback and hybrid control methods. In the
following section, we present numerical simulations to illustrate the effectiveness of these
approaches [31,39,40].
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4.1. State Feedback Control Strategy

We introduce a fractional-order controller for model (6) in the following form:




xn+1 = xne
hα

α (1−xn− ωyn
k+xn

− σ
m+xn ) + Sn,

yn+1 = yne
hα

α γ(1− βyn
k+xn

),
(34)

where the feedback control term Sn is given by Sn = −c1(xn − x∗)− c2(yn − y∗), with c1 and
c2 being the feedback gains, and (x∗, y∗) denoting the interior equilibrium point of model
(6). The feedback control term is designed to adjust the population dynamics in response to
real-time changes, ensuring that the interactions between predators and prey remain balanced
and sustainable. This helps prevent extreme population fluctuations or the risk of species
extinction, promoting stability and predictability in the ecosystem’s behavior.

The Jacobian matrix of model (34) evaluated at the equilibrium point (x∗, y∗) is

J1(x∗, y∗) =
(

1 + Aa11 − c1 Aa12 − c2
Aa21 1 + Aa22

)
,

where the parameters A, a11, a12, a21, and a22 are defined in Equations (16) and (23). The
corresponding characteristic equation for the Jacobian matrix is

λ2 − (2 + Aa11 + Aa22 − c1)λ + (1 + Aa11 − c1)(1 + Aa22)− Aa21(Aa12 − c2) = 0. (35)

Let λ1 and λ2 be the eigenvalues of the characteristic Equation (35). We have the following relation:

λ1λ2 = (1 + Aa11 − c1)(1 + Aa22)− Aa21(Aa12 − c2).

The lines of marginal stability, denoted L1, L2, and L3, are determined by solving λ1λ2 = 1,
λ1 = 1, and λ2 = −1, respectively. These conditions ensure that the eigenvalues λ1 and λ2
remain inside the unit circle, i.e., |λ1,2| < 1. The marginal stability lines are derived as follows:

L1 : (1 + Aa22)c1 − Aa21c2 = A2(a11a22 − a12a21) + A(a11 + a22),

L2 : a22c1 − a21c2 = A(a11a22 − a12a21),

L3 : (Aa22 + 2)c1 − Aa21c2 = A2(a11a22 − a12a21) + 2A(a11 + a22) + 4.

Thus, lines L1, L2, and L3 in the (c1, c2)-plane define a triangular region within which
|λ1,2| < 1 .

Theorem 10. If the feedback gains c1 and c2 lie within the triangular region bounded by the lines
L1, L2, and L3, then the controller (34) is stable.

4.2. Hybrid Control Strategy

Following the hybrid control approach outlined in [31], we modify the uncontrolled
model (6) into a controlled system as follows:





xn+1 = ρxne
hα

α (1−xn− ωyn
k+xn

− σ
m+xn ) + (1 − ρ)xn,

yn+1 = ρyne
hα

α γ(1− βyn
k+xn

) + (1 − ρ)yn,
(36)

where ρ ∈ (0, 1) is a control parameter. This parameter modulates the influence of the
original model (6) relative to the controlled model (36). If ρ is negative, it suggests that the
controlled model may exhibit a reversed influence compared to the original model (6). On
the other hand, if ρ exceeds 1, it implies that the original model has an amplified effect on
the controlled model, potentially leading to impractical or undesirable behavior.
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Notably, both the controlled model (36) and the uncontrolled model (6) share the
same equilibrium point. The Jacobian matrix of the controlled model (36) at the interior
equilibrium point (x∗, y∗) is given by

J2(x∗, y∗) =
(

1 + Aρa11 Aρa12
Aρa21 1 + Aρa22

)
, (37)

where A, a11, a12, a21, a22 are defined in Equations (16) and (23). The characteristic equation
of this Jacobian matrix is

λ2 − K1λ + K0 = 0,

where the coefficients K1 and K0 are expressed as

K1 =2 + Aρ(a11 + a22),

K0 =(1 + Aρa11)(1 + Aρa22)− A2ρ2a12a21.

The interior equilibrium (x∗, y∗) of the controlled model (36) is locally asymptotically stable
if the roots of the characteristic equation lie within the open unit disk. By the Jury condition,
the equilibrium point remains stable if and only if the following condition is satisfied:

|K1| < 1+K0 < 2.

Theorem 11. If the condition |K1| < 1+K0 < 2 holds, the controlled model (36) will be stable.

5. Numerical Experiments

This section provides a comprehensive analysis of specific instances of model (6), thereby
validating the theoretical results presented earlier. Furthermore, numerical simulations sub-
stantiate the efficacy of both state feedback and hybrid control strategies in mitigating chaos,
highlighting their practical applicability for the regulation of dynamic systems.

Example 1. Take

α = 0.77, ω = 0.89, k = 2.57, σ = 0.16, m = 2.15, γ = 1.32, β = 1.42. (38)

With straightforward calculations, we can derive the interior equilibrium point

E1 = (0.308149832276177, 2.026866079067730),

and the bifurcation critical value

h1 = 1.337170983163482.

The Jacobian matrix of model (6) at the interior equilibrium point E1 with h = h1 is given by

J(E1) =

(
0.621717153436147 −0.154778903236994
1.509936933944106 −1.144110446200629

)
.

The associated eigenvalues are

λ1 = −1, λ2 = 0.477606707235517,

noting that |λ2| ̸= 1 . By Theorem 8, model (6) experiences a period-doubling bifurcation at the
interior equilibrium point E1 as h passes through h1. This behavior, confirmed by the bifurcation
diagrams shown in Figure 1, utilizes the initial conditions (x0, y0) = (0.3, 2.1) and varies h over
the range [1.2, 2.6].
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Figure 1. Period-doubling bifurcation diagrams for model (6), with the parameter values given by
Equation (38) and the initial conditions (0.3, 2.1).

Example 2. In this example, we consider the following parameter values:

α = 0.86, ω = 0.63, k = 3.71, σ = 0.89, m = 1.78, γ = 0.32, β = 5.81. (39)

Using these parameters, we can determine the interior equilibrium point

E1 = (0.501466259773058, 0.724865104952334),

and the bifurcation critical value

h3 = 6.005782590365195.

The Jacobian matrix of model (6) at the interior equilibrium point E1 with h = h3 is given by

J(E1) =

(−1.188631385137408 −0.407587026446246
0.299257646703919 −0.738686927349767

)
.

The associated eigenvalues are

λ1,2 = −0.963659156243587 ± 0.267134854685602i,

with |λ1,2| = 1 . By Theorem 9, the model (6) experiences a Neimark–Sacker bifurcation at the interior
equilibrium point E1 as h passes through h3. This behavior, confirmed by the bifurcation diagrams and
the phase portrait shown in Figure 2, utilizes the initial conditions (x0, y0) = (0.5, 0.7) and varies h
over the range [5.9, 6.9].

Example 3. We begin by setting the parameters as follows:

α = 0.86, ω = 0.63, k = 3.71, σ = 0.89, m = 1.78, γ = 0.32, β = 5.81, h = 6.9. (40)

Figure 3 illustrates that, under these parameter values, the variables xn and yn in model (6) exhibit
a chaotic behavior near the equilibrium point.
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this region, the system can be stabilized to achieve asymptotic convergence toward the equilibrium
point E1.

Specifically, we set c1 = −0.98 and c2 = 1.11 and activate the control at the 3000th iteration.
As shown in Figure 5, this choice of feedback gains successfully stabilizes the chaotic trajectory,
bringing it to the equilibrium point E1. This confirms that the feedback control approach effectively
mitigates chaotic behavior, demonstrating a reliable method for managing bifurcation and suppressing
chaos in the system.

Example 4. Finally, we apply the hybrid control method to manage the chaos observed in the
previous example. Using the same parameter values as in Equation (39), the Jacobian matrix of the
controlled model (36), evaluated at the equilibrium point E1, is given by

(
1 − 2.466113036814840ρ −0.459262206683825ρ

0.337198483451670ρ 1 − 1.959123188854205ρ

)
. (41)

The characteristic polynomial corresponding to this Jacobian matrix is expressed as

λ2 − (2 − 4.425236225669045ρ)λ + 4.986281756360071ρ2 − 4.425236225669045ρ + 1 = 0. (42)

The roots of this polynomial lie within the open unit disk if and only if 0 < ρ < 0.887482184500424.
We choose a specific value of ρ = 0.884 for the plots of xn and yn of the controlled model (36),
as shown in Figure 6. From this figure, it is evident that the interior equilibrium point E1 is
stable. Thus, we conclude that the hybrid control approach is effective in mitigating bifurcation and
controlling chaos within model (6).
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Figure 3. Plots for model (6) with the parameter values given by Equation (40) and the initial
conditions (0.50, 0.72).
Figure 3. Plots for model (6) with the parameter values given by Equation (40) and the initial
conditions (0.50, 0.72).
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To address this, we apply Theorem 10 to identify a triangular region within which the feedback
gains c1 and c2 can be chosen to control the chaotic dynamics effectively, as shown in Figure 4.
Within this region, the system can be stabilized to achieve asymptotic convergence toward the
equilibrium point E1.

1 

 

 

Figure 4. Stability region for the controlled model (34).

Specifically, we set c1 = −0.98 and c2 = 1.11 and activate the control at the 3000th
iteration. As shown in Figure 5, this choice of feedback gains successfully stabilizes the chaotic
trajectory, bringing it to the equilibrium point E1. This confirms that the feedback control approach
effectively mitigates chaotic behavior, demonstrating a reliable method for managing bifurcation and
suppressing chaos in the system.

Example 4. Finally, we apply the hybrid control method to manage the chaos observed in the
previous example. Using the same parameter values as in Equation (39), the Jacobian matrix of the
controlled model (36), evaluated at the equilibrium point E1, is given by

(
1 − 2.466113036814840ρ −0.459262206683825ρ

0.337198483451670ρ 1 − 1.959123188854205ρ

)
. (41)

The characteristic polynomial corresponding to this Jacobian matrix is expressed as

λ2 − (2 − 4.425236225669045ρ)λ + 4.986281756360071ρ2 − 4.425236225669045ρ + 1 = 0. (42)

The roots of this polynomial lie within the open unit disk if and only if 0 < ρ < 0.887482184500424.
We choose a specific value of ρ = 0.884 for the plots of xn and yn of the controlled model (36),
as shown in Figure 6. From this figure, it is evident that the interior equilibrium point E1 is
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stable. Thus, we conclude that the hybrid control approach is effective in mitigating bifurcation and
controlling chaos within model (6).
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Figure 6. Plots for the controlled model (36) with the parameter values given by Equation (40),
ρ = 0.884, and the initial conditions (0.50, 0.72).

6. Conclusions

This paper investigates the dynamical behavior of a discrete fractional modified Leslie–
Gower model, incorporating a Holling-II functional response and a Michaelis–Menten-type
harvesting effect. We first establish the existence and stability of nonnegative equilibrium
points. Subsequently, we derive sufficient conditions for the occurrence of period-doubling
and Neimark–Sacker bifurcations at the interior equilibrium point E1. Numerical simulations
are presented, which not only validate the theoretical results but also uncover new dynamical
phenomena, including the onset of chaos. To mitigate this chaotic behavior, we propose
specific criteria for the implementation of state feedback and hybrid control strategies.

The findings of this study are intended to stimulate further exploration of the dynamic
behavior of discrete systems, enhancing the understanding of bifurcation theory and chaos
control. Moreover, these insights offer a deeper understanding of population dynamics in
natural ecosystems.

In future work, we aim to extend the model to multi-species systems in order to
better capture the complexities of predator–prey dynamics. Additionally, incorporating
stochastic effects and environmental variability into the fractional-order model could
improve its applicability to real-world ecosystems. We also plan to explore adaptive control
strategies for real-time bifurcation management, which could provide valuable insights
into addressing dynamic ecological challenges.
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6. Conclusions

This paper investigates the dynamical behavior of a discrete fractional modified
Leslie–Gower model, incorporating a Holling-II functional response and a Michaelis–
Menten-type harvesting effect. We first establish the existence and stability of nonnegative
equilibrium points. Subsequently, we derive sufficient conditions for the occurrence of
period-doubling and Neimark–Sacker bifurcations at the interior equilibrium point E1.
Numerical simulations are presented, which not only validate the theoretical results but
also uncover new dynamical phenomena, including the onset of chaos. To mitigate this
chaotic behavior, we propose specific criteria for the implementation of state feedback and
hybrid control strategies.

The findings of this study are intended to stimulate further exploration of the dynamic
behavior of discrete systems, enhancing the understanding of bifurcation theory and chaos
control. Moreover, these insights offer a deeper understanding of population dynamics in
natural ecosystems.

In future work, we aim to extend the model to multi-species systems in order to
better capture the complexities of predator–prey dynamics. Additionally, incorporating
stochastic effects and environmental variability into the fractional-order model could
improve its applicability to real-world ecosystems. We also plan to explore adaptive control
strategies for real-time bifurcation management, which could provide valuable insights
into addressing dynamic ecological challenges.
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)2 +
γ3h3α
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(
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a27 =− 2hαγ

α
(
k + x∗1

)2 +
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2α2
(
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)2 − γ3h3α

2α3
(
k + x∗1

)2 ,

a28 =
hαγβ

α
(
k + x∗1

)2 − 2γ2βh2α

α2
(
k + x∗1

)2 +
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2α3
(
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)2 ,

a29 =
γ2β2h2α

2α2
(
k + x∗1
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(
k + x∗1

)2 , b21 =
γhα−1

β
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(
k + x∗1

)
β
+
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(
k + x∗1
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+
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α
(
k + x∗1

) ,
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(
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α
(
k + x∗1

) , b27 = 0, b28 =
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2β
, b29 = − (α − 1)γhα−2

2
.
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