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Abstract

:

To construct a nonlinear fractional-order neural network reflecting the complex environment of the real world, this paper considers the common factors such as uncertainties, perturbations, and delays that affect the stability of the network system. In particular, not only does the activation function include multiple time delays, but the memristive connection weights also consider transmission delays. Stemming from the characteristics of neural networks, two different types of discontinuous controllers with state information and sign functions are devised to effectuate network synchronization objectives. Combining the finite-time convergence criterion and the theory of fractional-order calculus, Mittag-Leffler synchronization conditions for fractional-order multi-delayed memristive neural networks (FMMNNs) are derived, and the upper bound of the setting time can be confirmed. Unlike previous jobs, this article focuses on applying different inequality techniques in the synchronous analysis process, rather than comparison principles to manage the multi-delay effects. In addition, this study removes the restrictive requirement that the activation function has a zero value at the switching jumps, and the discontinuous control protocol in this paper makes the networks achieve synchronization over a finite time, with some advantages in terms of the convergence speed.
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1. Introduction


Recently, neural networks have been widely utilized to simulate the activity of neurons in the human brain, including operations such as storing, transmitting, processing, and searching for various kinds of information [1]. With the enhancement of intelligent computing power, the advantages of neural networks to process data in parallel are better demonstrated [2]. Various research fields, such as intelligent control [3,4], automatic recognition [5,6], complex systems [7,8], and stability analysis [9,10,11], are interrelated with neural networks. As the fourth essential circuit element describing the features of magnetic flux and charge, the memristor is one of the best pieces of hardware for implementing synaptic functions of artificial neural networks [12]. Memristors have a fast processing speed in the form of cross-array computation, which has led many hardware and software engineers to apply them to neural networks for constructing various memristor-based neural networks [13].



Knowing the nonlinear characteristics and memory properties of memristive neural networks (MNNs), numerous researchers have focused on such models and studied their various dynamical behaviors [14]. Synchronization, as a significant dynamical state of neural networks, has naturally attracted much attention [15]. For instance, utilizing error feedback signals, Hua et al. [16] investigated the nonlocal synchronization task for multi-weighted MNNs with different kinds of delays. Based on the impulsive sampling control protocol, Bao et al. [17] focused on the global synchronization for stochastic MNNs with variable coupling and Wiener perturbations. Combining differential inclusion theories and adaptive feedback control schemes, the authors in [18] discussed the nonlocal synchronization in finite time for delayed MNNs involving nonlinear activation behaviors. In [19], by expanding neural networks from a real number range to a complex domain, Yu and Cao et al. deliberated the finite-time synchronous control of master–slave MNNs by utilizing mixed feedback and impulsive information. Based on fuzzy rules and Lyapunov–Krasovskii functions, in [20], multiple synchronization criteria for fuzzy MNNs were derived by using pinning impulsive controllers.



Note that the aforementioned neural networks [16,17,18,19,20] were modeled using integer calculus forms. Fractional calculus, as an upgraded version of integer calculus, not only adds one degree of freedom but also contains information from the starting moment to the present instant [21]. Hence, compared to integer-order calculus, fractional calculus can show the nonlocality and memory, and more accurately reflect real physical phenomena such as nonlinear elasticity or diffusion and heat transfer [22]. With the maturity of fractional calculus theory, more and more scholars have modeled the dynamic properties of complex networks using this operator. Based on the non-integral Riemann–Liouville derivative, a class of MNNs modeled with unknown system parameters was found, and the corresponding synchronization conditions were derived via adaptive control methods [23]. Based on the Caputo fractional derivative, the authors established factional-order MNNs without time delays and then analyzed the equilibrium point and asymptotic synchronization criteria of systems via feedback control strategies [24]. By introducing a constant projection coefficient, the generalized projective synchronization of Caputo fractional MNNs was discussed, stemming from mixed information feedback methods [25].



Due to congested transmission channels and limited signal speed, it is inevitable to consider delay issues when designing neural networks. In recent years, scholars have mainly focused on delays that cause system instability or oscillation, such as transmission delays, internal delays, and coupling delays. In [26], Zhang et al. constructed fractional switching MNNs including transmission delays, and analyzed the global synchronization requirements of the systems. Utilizing a constant matrix as the projective coefficient, Velmurugan et al. [27] deliberated the mixed projection synchronization for fractional MNNs with nonlinear activation patterns and system delays. In [28], Li et al. discussed the anti-synchronization of dynamical networks incorporating leakage delays and variable system delays based on a linear feedback controller. In [29], Peng et al. investigated the multisynchronization of nonlinear-coupled MNNs with time-varying internal delays via pinning control strategies. In [30], Gu and Yu et al. contemplated the global synchronization of nonlinear MNNs with different delays by combining information feedback and comparison principles. By applying adaptive rules and sliding mode control techniques, the authors in [31] discussed two kinds of asymptotical projective synchronization for delayed MNNs via Lyapunov function methods. In [32], the asymptotical synchronization and quasi-synchronization of fractional-order delayed MNNs in discrete and continuous states were discussed using the Lyapunov theory. In [33], Si et al. studied the global synchronization issue for delayed fractional-order MNNs utilizing different quantized control protocols.



It is well known that each neuron in a fractional-order neural network has its dynamic evolutionary trajectory and can be expressed by diverse fractional-order differential dynamic equations [34]. However, it is usually difficult to determine the standard parameters of these systems due to modeling errors, external perturbations, and environmental variations. To better simulate real-world networks, the uncertainty of parameters should be investigated. In [35], Mao et al. dealt with the bipartite synchronization for dynamical networks involving uncertainties. In [36], Yang et al. solved the asymptotic synchronization task of fractional delayed MNNs including uncertain parameters utilizing the multi-delayed comparison theorem. Applying the Lyapunov function method, Yu et al. [37] considered the Mittag-Leffler synchronization of uncertain fractional MNNs based on the closure arithmetic. More synchronous control neural networks with uncertain parameters can be seen in [38,39,40]. In addition, external perturbations as unavoidable behaviors during the control process can be considered as uncertainties that depend on the system model. Hence, a realistic fractional-order neural network model should consider both parameter uncertainties and external perturbations. However, to our knowledge, few works have addressed the synchronization task of fractional-order multi-delayed memristive neural networks with uncertainties and time-varying perturbations, particularly finite-time Mittag-Leffler synchronization.



Inspired by the above research results, this article deliberates on the Mittag-Leffler synchronization issue in finite time for uncertain FMMNNs with bounded perturbations. The prime contributions are as follows. First, we establish a generalized fractional-order network model that accounts for multi-delays, uncertainties, and bounded perturbations. In particular, not only does the activation function include multiple delays, but the connection weights also consider the transmission delays. Second, existing works generally utilize various multi-delayed comparison principles to address the effect of different delays on the stability of the error system, such as [7,10,36]. Unlike these existing results, this paper focuses on overcoming this problem by applying different inequality techniques rather than comparison principles during the synchronization analysis. Finally, combining finite-time convergence criterion and fractional calculus theory, different synchronization conditions for uncertain FMMNNs are derived by utilizing two different types of controllers with sign functions. With the discontinuous control protocol, this article achieves synchronization objectives within a bounded time and has certain advantages in convergence speed. Compared with [22,24], this study removes the constraint that the activation function has a zero function value at the switching jump, making the synchronization results more practical.




2. Theoretical Basis and Model Construction


This section gives some needful theoretical knowledge including definitions, lemmas, and Assumptions. Then, a class of generalized fractional-order multi-delayed MNNs based on the Caputo fractional derivative has been constructed.



Definition 1.

Fractional integral for an integral function   W ( t )   is


       I t ϱ    t 0     W  ( t )  =   1  Γ ( ϱ )     ∫  t 0  t    ( t − ς )   ϱ − 1   W  ( ς )  d ς ,      



(1)




where   t ≥  t 0   ,   ϱ > 0  , and   Γ  ( ϱ )  =  ∫ 0  + ∞    t  ϱ − 1    e  − t   d t   [21].





Definition 2.

Define ϱ-order Caputo derivative for a function   W ( t )   as


       D t ϱ    t 0   c  W  ( t )  =   1  Γ ( ϵ − ϱ )     ∫  t 0  t    ( t − ς )   ϵ − ϱ − 1    W  ( ϵ )    ( ς )  d ς ,      



(2)




where   0 ≤ ϵ − 1 < ϱ < ϵ  . When   0 < ϱ < 1  ,    D t ϱ    t 0   c  W  ( t )  =   1  Γ ( 1 − ϱ )     ∫  t 0  t    ( t − ς )   − ϱ    W ′   ( ς )  d ς  ; when   ϱ = 1  , the Caputo derivative    D t ϱ    t 0   c  W  ( t )    becomes the one-order derivative [21].





Lemma 1.

For   ϵ − 1 < ϱ < ϵ  ,   ϵ ∈  Z +   ,   W  ( t )  ∈  C ϵ   (  [ 0 , + ∞ )  , R )   , one can obtain


       I t ϱ   0     D t ϱ   0  c  W  ( t )  = W  ( t )  −  ∑  k = 0   ϵ − 1       W  ( k )    ( 0 )    k !     t k  .      



(3)




In particular, when   0 < ϱ < 1  , one has    I t ϱ   0     D t ϱ   0  c  W  ( t )  = W  ( t )  − W  ( 0 )    [21].





Definition 3.

A Mittag-Leffler function with double parameters can be given by


       E  x , y    ( z )  =  ∑  k = 0  ∞     z k   Γ ( x k + y )    ,      



(4)




where   x > 0 , y > 0 ,   and   z ∈ C   [21]. In particular, when   y = 1  , it becomes a single parameter form as


       E x   ( z )  =  ∑  k = 0  ∞     z k   Γ ( x k + 1 )    .      













Definition 4.

Assume that there are constants   L > 0  ,   π > 0  ,   0 < β < 1  , and   κ > 0   satisfying


       ∥ w  ( t )  ∥  ≤ L   (  E β   ( − π  t β  )  )  κ  ,  t ≥ 0 ,      



(5)




then   w ( t )   is Mittag-Leffler convergent to zero [34].





Contemplate uncertain fractional-order multi-delayed MNNs with discontinuous activation behaviors as follows:


      D t ϱ   0  c   u k   ( t )  =     −  (  b k  + Δ  b k   ( t )  )   u k   ( t )  +  ∑  j = 1  n   c  k j    (  u j   ( t )  )   ϕ j   (  u j   ( t )  )  +  ∑  j = 1  n   d  k j    (  u j   ( t −  η j  )  )   ψ j   (  u j   ( t −  η j  )  )           +  I k   ( t )  ,  k = 1 , 2 , ⋯ , n ,     



(6)




where   t ≥ 0  ,   0 < ϱ < 1  , and   b k   is a self-connection coefficient.   η j   represents the jth transmission delay satisfying   0 ≤  η j  ≤ η  .    I k   ( t )    denotes the kth control input.   u  ( t )  =   (  u 1   ( t )  ,  u 2   ( t )  , ⋯ ,  u n   ( t )  )  T    denotes the n-dimensional state vector at time t.    ϕ j   (  u j   ( t )  )    and    ψ j   (  u j   ( t −  η j  )  )    express activation functions at different instants t and   t −  η j   , respectively.   Δ  b k   ( t )    represents the connection uncertainties satisfying    | Δ   b k    ( t )  | ≤   ϑ k   . The initial values of memristive neural networks (6) meet   u  ( s )  = τ  ( s )  =   (  τ 1   ( s )  ,  τ 2   ( s )  , ⋯ ,  τ n   ( s )  )  T  ∈ C  (  [ − η , 0 ]  ,  R n  )   . Note that the properties of the memristor and current–voltage,    c  k j    (  u j   ( t )  )    and    d  k j    (  u j   ( t −  η j  )  )   , represent the connection memristive weights, which satisfy restrictive conditions as follows:


      c  k j    (  u j   ( t )  )  =        c ^   k j   ,   |  u j   ( t )  |  <  Y j  ,          c ˇ   k j   ,   |  u j   ( t )  |  >  Y j   ,         d  k j    (  u j   ( t −  η j  )  )  =        d ^   k j   ,   |  u j   ( t −  η j  )  |  <  Y j  ,          d ˇ   k j   ,   |  u j   ( t −  η j  )  |  >  Y j   ,          








where   k , j = 1 , 2 , ⋯ , n  ,    c  k j    ( ±  Y j  )  =   c ^   k j     or    c ˇ   k j   ,    d  k j    ( ±  Y j  )  =   d ^   k j     or    d ˇ   k j   , and switching jumps    Y j  > 0  .     c ^   k j   ,   c ˇ   k j   ,   d ^   k j   ,   and    d ˇ   k j    denote scalars regarding memristances.



Take memristive networks (6) as the master networks, the corresponding slave networks can be established by


      D t ϱ   0  c   v k   ( t )  =     −  (  b k  + Δ  b k   ( t )  )   v k   ( t )  +  ∑  j = 1  n   c  k j    (  v j   ( t )  )   ϕ j   (  v j   ( t )  )  +  ∑  j = 1  n   d  k j    (  v j   ( t −  η j  )  )   ψ j   (  v j   ( t −  η j  )  )           +  I k   ( t )  +  ϖ k   ( t )  +  U k   ( t )  ,  k = 1 , 2 , ⋯ , n ,     



(7)




where   t ≥ 0  ,   0 < ϱ < 1  , and   v  ( t )  =   (  v 1   ( t )  ,  v 2   ( t )  , ⋯ ,  v n   ( t )  )  T    denotes the n-dimensional state vector in the slave networks.    ϖ k   ( t )    describes the external perturbations for neuron k, which satisfies    |   ϖ k    ( t )  | ≤   γ k   .    U k   ( t )    is the feedback control input with sign functions. The starting conditions of slave networks (7) satisfy   v  ( s )  =  τ ˜    ( s )  = (    τ ˜  1   ( s )  ,   τ ˜  2   ( s )  , ⋯ ,      τ ˜  n     ( s )  )  T  ∈ C  (  [ − η , 0 ]  ,  R n  )   .    c  k j    (  v j   ( t )  )    and    d  k j    (  v j   ( t −  η j  )  )    represent the memristive link weights, which are given by


      c  k j    (  v j   ( t )  )  =        c ^   k j   ,   |  v j   ( t )  |  <  Y j  ,          c ˇ   k j   ,   |  v j   ( t )  |  >  Y j   ,         d  k j    (  v j   ( t −  η j  )  )  =        d ^   k j   ,   |  v j   ( t −  η j  )  |  <  Y j  ,          d ˇ   k j   ,   |  v j   ( t −  η j  )  |  >  Y j   ,          








where the memristive switching jumps    Y j  > 0  . Additionally, other system parameters have the same forms with master networks (6).



To obtain the error expression between dynamical networks (6) and (7), the error vector is defined by   e ( t ) = v ( t ) − u ( t )  , where   e  ( t )  =   [  e 1   ( t )  ,  e 2   ( t )  , ⋯ ,  e n   ( t )  ]  T   . Based on master networks (6) and slave networks (7), one can achieve the error relationship as below:


      D t ϱ   0  c   e k   ( t )  =     −  (  b k  + Δ  b k   ( t )  )   e k   ( t )  +  ∑  j = 1  n   c  k j    (  v j   ( t )  )   ϕ j   (  v j   ( t )  )  −  ∑  j = 1  n   c  k j    (  u j   ( t )  )   ϕ j   (  u j   ( t )  )           +  ∑  j = 1  n   d  k j    (  v j   ( t −  η j  )  )   ψ j   (  v j   ( t −  η j  )  )  −  ∑  j = 1  n   d  k j    (  u j   ( t −  η j  )  )   ψ j   (  u j   ( t −  η j  )  )           +  ϖ k   ( t )  +  U k   ( t )  .     



(8)







Remark 1.

Comparing various fractional-order operators [41,42,43], Caputo fractional derivatives have two main advantages. First, fractional-order neural networks with Caputo derivatives have similar initial conditions as integer-order neural networks, which possess comprehensible physical meaning. Second, according to Lemma 1, the fractional integrals with Caputo derivatives have a simple form, which helps to simplify the error analysis. Therefore, this paper utilizes the fractional-order Caputo derivative for mathematical modeling.





Remark 2.

Compared to existing memristive neural networks [30,31,32,33,34], the nonlinear memristive network model considered in this paper investigates uncertainties, time-varying perturbations, and different kinds of time delays, which makes the mathematical model in this study very generalizable and practical.





To derive network synchronization criteria in finite time, two activation functions satisfy the below hypothetical constrictions.



Assumption 1.

For the functions   ϕ j   and   ψ j  , there are constants     ϕ ¯  j  > 0   and     ψ ¯  j  > 0   satisfying


       |   ϕ j   ( v )  −  ϕ j    ( u )  | ≤    ϕ ¯  j   | v − u | ,  |   ψ j   ( v )  −  ψ j    ( u )  | ≤    ψ ¯  j   | v − u |  ,  j = 1 , 2 , ⋯ , n ,      



(9)




for   ∀ v , u ∈ R  .





Assumption 2.

For the functions   ϕ j   and   ψ j  , there exist scalars    L j ϕ  > 0   and    L j ψ  > 0   satisfying


       |   ϕ j    ( u )  | ≤   L j ϕ  ,   |  ψ j   ( u )  |  ≤  L j ψ  ,  j = 1 , 2 , ⋯ , n ,      



(10)




for   ∀ u ∈ R  .





Remark 3.

In [22,24], the synchronization results on memristive neural networks not only assume that the driving function satisfies the Lipschitz constriction, but also suppose that    ϕ j   ( ±  Y j  )  =  ψ j   ( ±  Y j  )  = 0   to conquer parameter mismatch issues. Unlike these existing works, this study eliminates the limitation that the activation function has a zero value at the switching jumps, ensuring the generalizability of the obtained synchronization results in finite time.





Lemma 2.

Let function   v  ( t )  ∈  C 1   (  [ 0 , + ∞ )  , R )    be differentiable; one has [44]


    D t ϱ   0  c   | v  ( t )  |  ≤ sign  ( v  ( t )  )   D t ϱ   0  c  v  ( t )  ,  0 < ϱ < 1 .   



(11)









Lemma 3.

  v ( t )   is a continuous function on   [  t 0  , + ∞ )  , and meets the below requirement:


    D t ϱ   0  c  v  ( t )  ≤ λ v  ( t )  ,   



(12)




where   0 < ϱ < 1  ,   λ ∈ R  , and   t 0   symbolizes the starting instant; then, one has


   v  ( t )  ≤ v  (  t 0  )   E ϱ   [ λ   ( t −  t 0  )  ϱ  ]  ,   



(13)




where    E ϱ   ( · )    denotes the distinguished Mittag-Leffler function. In particular, when    t 0  = 0  , one obtains   v  ( t )  ≤ v  ( 0 )   E ϱ   [ λ  t ϱ  ]    [45].





Lemma 4.

V is C-regular, and   ω ( t )  :    [ 0 , + ∞ )  →  R n    is continuous in any compact interval of   [ 0 , + ∞ )  . Denote   v ( t ) = V ( ω ( t ) )  . For constants   ϵ > 0 , 0 < δ < ϱ < 1   if the following condition holds:


    D t ϱ   0  c  v  ( t )  ≤ − ϵ  v δ   ( t )    



(14)




for   t ≥ 0  , such that   v ( t ) > 0  . Then, one has


    lim  t → T   v  ( t )  = 0 ,  v  ( t )  = 0 ,  t ≥ T ,   








and


    lim  t → T   ω  ( t )  = 0 ,  ω  ( t )  = 0 ,  t ≥ T ,   








where T is given by [46]


   T =      Γ  ( 1 + ϱ )   v  ( ϱ − δ )    ( 0 )    ϱ Γ ( 1 + ϱ − δ )       1 ϱ    .   



(15)









Lemma 5.

  ζ  ( t )  ∈  R n    is a differentiable function; then, one has [24]


    D t ϱ    t 0   c   (  ζ T   ( t )  ζ  ( t )  )  ≤ 2  ζ T    ( t )   t 0  c   D t ϱ  ζ  ( t )  ,  t ≥  t 0  , 0 < ϱ < 1 .   













Remark 4.

Memristive neural networks based on integer calculus operators have received great attention, and important synchronization conditions have also been derived under different control strategies, such as [16,17,18,19,20]. However, the integer-order comparison principles or convergence theorems are not suitable for the synchronization analysis of fractional network models, especially the multi-delay model in this study, which is also a challenge for us.






3. Finite-Time Synchronization Results


According to the finite-time convergence criteria and the features of the studied neural networks, this section considers the uncomplicated feedback controller with a sign function as below:


      U k   ( t )  = −  ρ k   e k   ( t )  −  β k  sign  (  e k   ( t )  )  ,     



(16)




where    ρ k  > 0   and    β k  > 0   represent feedback control strengths.



Theorem 1.

Suppose Assumptions 1–2 are satisfied and the two conditions listed below can be satisfied:


          ( i )    ϵ k  =  b k  +  ρ k  −  ϑ k  −  ∑  j = 1  n    c ¯   j k     ϕ ¯  k  > 0 ,           ( ii )    σ k  = −  ∑  j = 1  n   (   |   c ^   k j   −   c ˇ   k j   |    L j ϕ  + 2   d ¯   k j    L j ψ    )  −  γ k  +  β k  > 0 ,      








where     c ¯   j k   =  m a x { |    c ^   j k    | , |    c ˇ   j k    | }    and     d ¯   k j   =  m a x { |    d ^   k j    | , |    d ˇ   k j    | }   . Then, the synchronization in finite-time between MNNs (6) and (7) can be achieved via error feedback control protocol (16). The setting time is evaluated as


       T 1 *  =        ∥ e  ( 0 )  ∥  1  Γ  ( ϱ + 1 )      ∑  k = 1  n    σ k        1 ϱ    .      



(17)









Proof. 

Contemplate an auxiliary function as


     V  ( t )  =   ∥ e  ( t )  ∥  1  =  ∑  k = 1  n   |  e k   ( t )  |  .     



(18)




By Lemma 2, calculating the derivative of   V ( t )   and considering error system (8) gives the following:


      D t ϱ   0  c  V  ( t )  ≤      ∑  k = 1  n  sign  (  e k   ( t )  )   D t ϱ   0  c   e k   ( t )       =     ∑  k = 1  n  sign  (  e k   ( t )  )  [ −  (  b k  + Δ  b k   ( t )  )   e k   ( t )  +  ∑  j = 1  n   c  k j    (  v j   ( t )  )   ϕ j   (  v j   ( t )  )  −  ∑  j = 1  n   c  k j    (  u j   ( t )  )           ×  ϕ j   (  u j   ( t )  )  +  ∑  j = 1  n   d  k j    (  v j   ( t −  η j  )  )   ψ j   (  v j   ( t −  η j  )  )  −  ∑  j = 1  n   d  k j    (  u j   ( t −  η j  )  )   ψ j   (  u j   ( t −  η j  )  )           −  ρ k   e k   ( t )  −  β k  sign  (  e k   ( t )  )  +  ϖ k   ( t )  ] .     



(19)




Based on Assumptions 1–2, we can derive


     ∑  j = 1  n      c  k j    (  v j   ( t )  )   ϕ j   (  v j   ( t )  )  −  ∑  j = 1  n   c  k j    (  u j   ( t )  )   ϕ j   (  u j   ( t )  )           ≤  ∑  j = 1  n   c  k j    (  v j   ( t )  )    ϕ j   (  v j   ( t )  )  −  ϕ j   (  u j   ( t )  )   +  ∑  j = 1  n    c  k j    (  v j   ( t )  )  −  c  k j    (  u j   ( t )  )    ϕ j   (  u j   ( t )  )           ≤  ∑  j = 1  n   |  c  k j    (  v j   ( t )  )   | |   ϕ j   (  v j   ( t )  )  −  ϕ j   (  u j   ( t )  )  |  +  ∑  j = 1  n   |  c  k j    (  v j   ( t )  )  −  c  k j    (  u j   ( t )  )   | |   ϕ j   (  u j   ( t )  )  |           ≤  ∑  j = 1  n    c ¯   k j     ϕ ¯  j   |  e j   ( t )  |  +  ∑  j = 1  n   |   c ^   k j   −   c ˇ   k j   |   L j ϕ  .     



(20)




Substituting inequality (20) into inequality (19), we obtain


      D t ϱ   0  c  V  ( t )  ≤      ∑  k = 1  n  sign  (  e k   ( t )  )  [ −  (  b k  +  ρ k  + Δ  b k   ( t )  )   e k   ( t )  ] +  ∑  k = 1  n   ∑  j = 1  n    c ¯   k j     ϕ ¯  j   |  e j   ( t )  |           +  ∑  k = 1  n   ∑  j = 1  n   |   c ^   k j   −   c ˇ   k j   |   L j ϕ  +  ∑  k = 1  n  sign  (  e k   ( t )  )  [  ∑  j = 1  n   d  k j    (  v j   ( t −  η j  )  )   ψ j   (  v j   ( t −  η j  )  )           −  ∑  j = 1  n   d  k j    (  u j   ( t −  η j  )  )   ψ j   (  u j   ( t −  η j  )  )  −  β k  sign  (  e k   ( t )  )  +  ϖ k   ( t )  ]      ≤     ∑  k = 1  n   −  (  b k  +  ρ k  −  ϑ k  −  ∑  j = 1  n    c ¯   j k     ϕ ¯  k  )   |  e k   ( t )  |  +  ∑  j = 1  n   |   c ^   k j   −   c ˇ   k j   |   L j ϕ  +  γ k  −  β k            +  ∑  k = 1  n   ∑  j = 1  n   |  d  k j    (  v j   ( t −  η j  )  )   ψ j   (  v j   ( t −  η j  )  )  |  +  ∑  k = 1  n   ∑  j = 1  n   |  d  k j    (  u j   ( t −  η j  )  )   ψ j   (  u j   ( t −  η j  )  )  |       ≤     ∑  k = 1  n   − (  b k  +  ρ k  −  ϑ k  −  ∑  j = 1  n    c ¯   j k     ϕ ¯  k  )   |  e k   ( t )  |           +  ∑  k = 1  n    ∑  j = 1  n   ( |    c ^   k j   −   c ˇ   k j    |  L j ϕ  + 2   d ¯   k j    L j ψ  )  +  γ k  −  β k   .     



(21)




Denote    ϵ min  =  min  1 ≤ k ≤ n    (  b k  +  ρ k  −  ϑ k  −   ∑  j = 1  n     c ¯   j k     ϕ ¯  k  )   . Based on conditions (i)–(ii), we can obtain


      D t ϱ   0  c  V  ( t )  ≤      ∑  k = 1  n   − (  b k  +  ρ k  −  ϑ k  −  ∑  j = 1  n    c ¯   j k     ϕ ¯  k  )   |  e k   ( t )  |       ≤    −  ϵ min  V  ( t )  .     



(22)




Combining Lemma 3 and inequality (22), one can derive


     V  ( t )  ≤ V  ( 0 )   E ϱ   ( −  ϵ  m i n    t ϱ  )  ,     



(23)




which means


       ∥ e  ( t )  ∥  1  ≤   ∥ e  ( 0 )  ∥  1   E ϱ   ( −  ϵ  m i n    t ϱ  )  .     



(24)




Inequality (24) shows that the balance point    e *  = 0   is Mittag-Leffler stable. According to Definition 4, system (8) can be Mittag-Leffler stable, and the global synchronization between networks (6) and (7) can be achieved. In what follows, we will consider the bound of the setting time as below.



Utilizing the conditions of Theorem 1 and inequality (21), one can easily obtain


      D t ϱ   0  c  V  ( t )  ≤ −  ∑  k = 1  n   σ k  .     



(25)




Consequently, there exists a function   Φ ( t ) ≥ 0   satisfying


      D t ϱ   0  c  V  ( t )  + Φ  ( t )  = −  ∑  k = 1  n   σ k  .     



(26)




Utilizing Lemma 1, Equation (26) can be rewritten as


     V  ( t )  − V  ( 0 )  +   I t ϱ   0     Φ ( t )   = −   I t ϱ   0     ∑  k = 1  n   σ k   .     



(27)




According to Definition 1, we obtain


      I t ϱ   0    Φ  ( t )  =   1  Γ ( ϱ )     ∫ 0 t    ( t − ς )   ϱ − 1   Φ  ( ς )  d ς .     



(28)




Due to   Φ ( ς ) ≥ 0   and   Γ ( ϱ ) > 0  , one can obtain


      I t ϱ   0    Φ  ( t )  ≥ 0 .     



(29)




Hence, considering the fact that    I t ϱ   0    Φ  ( t )  ≥ 0   and   V ( t ) ≥ 0  , it follows from (27) that


     − V  ( 0 )  ≤ −   I t ϱ   0     ∑  k = 1  n   σ k   .     



(30)




Similarly, considering the definition of fractional integral, we obtain


     −   I t ϱ   0     ∑  k = 1  n   σ k   = −   1  Γ ( ϱ )     ∫ 0 t    ( t − ς )   ϱ − 1    (  ∑  k = 1  n   σ k  )  d ς =    −   ∑  k = 1  n    σ k    Γ ( ϱ + 1 )     t ϱ  .     



(31)




Combining mathematical expressions (30) and (31), one can obtain


     − V  ( 0 )  ≤    −   ∑  k = 1  n    σ k    Γ ( ϱ + 1 )     t ϱ  .     



(32)




Based on inequality (32), the upper bound of the setting time can be achieved as


     t ≤        ∥ e  ( 0 )  ∥  1  Γ  ( ϱ + 1 )      ∑  k = 1  n    σ k        1 ϱ    =  T 1 *  ,     



(33)




where    σ k  = −  ∑  j = 1  n   ( |    c ^   k j   −   c ˇ   k j    |  L j ϕ  + 2   d ¯   k j    L j ψ  )  −  γ k  +  β k   . It means that error system can converge in finite time and the synchronization objective can be achieved via control scheme (8). □





Remark 5.

In [7,10,36], different multi-delay comparison principles are applied to address the effect of various delays on system stability. However, this paper applies the inequality technique rather than the comparison principles to overcome this problem during the synchronization analysis, which provides a new idea to solving the stability problem of multi-delay systems.





Remark 6.

In [40,46], the convergence of fractional-order neural networks in finite time is achieved based on time-dependent feedback control schemes. Due to the presence of a delay term, the delay needs to be measured to select the parameters in the controller. However, in some cases, the accurate measurement of time delays is known to be difficult or even impossible to achieve. Considering this fact, this paper abandons the control delay term and aims to design efficient controllers to synchronize FMMNNs.





In particular, when the memristive neural network is modeled without considering parameter uncertainties, one can derive the master system as below:


      D t ϱ   0  c   u k   ( t )  =     −  b k   u k   ( t )  +  ∑  j = 1  n   c  k j    (  u j   ( t )  )   ϕ j   (  u j   ( t )  )  +  ∑  j = 1  n   d  k j    (  u j   ( t −  η j  )  )   ψ j   (  u j   ( t −  η j  )  )           +  I k   ( t )  ,  k = 1 , 2 , ⋯ , n ,     



(34)




Then, the proportionate slave system can be described as


      D t ϱ   0  c   v k   ( t )  =     −  b k   v k   ( t )  +  ∑  j = 1  n   c  k j    (  v j   ( t )  )   ϕ j   (  v j   ( t )  )  +  ∑  j = 1  n   d  k j    (  v j   ( t −  η j  )  )   ψ j   (  v j   ( t −  η j  )  )           +  I k   ( t )  +  ϖ k   ( t )  +  U k   ( t )  ,  k = 1 , 2 , ⋯ , n .     



(35)




Under the control scheme (16), one can obtain the below synchronization results utilizing similar proof steps for Theorem 1.



Corollary 1.

Under Assumptions 1–2, if the following conditions are satisfied:


          (  i ¯  )    ϵ k  =  b k  +  ρ k  −  ∑  j = 1  n    c ¯   j k     ϕ ¯  k  > 0 ,           (  ii ¯  )    σ k  = −  ∑  j = 1  n   ( |   c ^   k j   −   c ˇ   k j   |   L j ϕ  + 2   d ¯   k j    L j ψ   )  −  γ k  +  β k  > 0 ,      








where     c ¯   j k   =  m a x { |    c ^   j k    | , |    c ˇ   j k    | }    and     d ¯   k j   =  m a x { |    d ^   k j    | , |    d ˇ   k j    | }   , then the finite-time synchronization between MNNs (34) and (35) can be achieved via error feedback control protocol (16). The setting time is evaluated as


       T 1 *  =        ∥ e  ( 0 )  ∥  1  Γ  ( ϱ + 1 )      ∑  k = 1  n    σ k        1 ϱ    .      



(36)









To improve the flexibility of the control scheme, design a new controller for the slave system (7) as below:


      U k   ( t )  = −  ρ k   e k   ( t )  −  β k  sign  (  e k   ( t )  )  −  μ k    |  e k   ( t )  |  ξ  sign  (  e k   ( t )  )  ,     



(37)




where    ρ k  > 0  ,    β k  > 0  ,    μ k  > 0  , and   0 < ξ < 2 ϱ − 1  .



Theorem 2.

Suppose Assumptions 1–2 are satisfied and the two conditions listed below can be satisfied:


          ( I )    ε k  =  b k  +  ρ k  −  ϑ k  −   1 2    ∑  j = 1  n   (   c ¯   k j     ϕ ¯  j  +   c ¯   j k     ϕ ¯  k  )  > 0 ,           ( II )    δ k  = −  ∑  j = 1  n   (   |   c ^   k j   −   c ˇ   k j   |    L j ϕ  + 2   d ¯   k j    L j ψ    )  −  γ k  +  β k  > 0 ,      








where     c ¯   j k   =  m a x { |    c ^   j k    | , |    c ˇ   j k    | }    and     d ¯   k j   =  m a x { |    d ^   k j    | , |    d ˇ   k j    | }   . Then, the synchronization in finite-time between MNNs (6) and (7) can be achieved via feedback controller (37). The setting time is evaluated as


       T 2 *  =       V  ( ϱ −  1 2  )    ( 0 )  Γ  ( ϱ + 1 )     2   δ   m i n    Γ  (  1 2  + ϱ )        1 ϱ    ,      



(38)




where    δ  m i n   =   m i n   1 ≤ k ≤ n    δ k   , and     1 2   < ϱ < 1  .





Proof. 

Contemplate an auxiliary function as


     V  ( t )  =   1 2    e T   ( t )  e  ( t )  =   1 2    ∑  k = 1  n   e k 2   ( t )  .     



(39)




By Lemma 5, computing the fractional derivative of   V ( t )   and considering error system (8) gives the following:


      D t ϱ   0  c  V  ( t )  ≤      ∑  k = 1  n   e k   ( t )   D t ϱ   0  c   e k   ( t )       =     ∑  k = 1  n   e k   ( t )  [ −  (  b k  + Δ  b k   ( t )  )   e k   ( t )  +  ∑  j = 1  n   c  k j    (  v j   ( t )  )   ϕ j   (  v j   ( t )  )  −  ∑  j = 1  n   c  k j    (  u j   ( t )  )   ϕ j   (  u j   ( t )  )           +  ∑  j = 1  n   d  k j    (  v j   ( t −  η j  )  )   ψ j   (  v j   ( t −  η j  )  )  −  ∑  j = 1  n   d  k j    (  u j   ( t −  η j  )  )   ψ j   (  u j   ( t −  η j  )  )  −  ρ k   e k   ( t )           −  β k  sign  (  e k   ( t )  )  −  μ k    |  e k   ( t )  |  ξ  sign  (  e k   ( t )  )  +  ϖ k   ( t )  ] .     



(40)




Utilizing proof techniques similar to those for Theorem 1, we obtain


      D t ϱ   0  c  V  ( t )  ≤      ∑  k = 1  n   −   b k  +  ρ k  −  ϑ k  −   1 2    ∑  j = 1  n   (   c ¯   k j     ϕ ¯  j  +   c ¯   j k     ϕ ¯  k  )     e k 2   ( t )  −  ∑  k = 1  n   μ k    |  e k   ( t )  |   ξ + 1            +  ∑  k = 1  n    ∑  j = 1  n   (   |   c ^   k j   −   c ˇ   k j   |    L j ϕ  + 2   d ¯   k j    L j ψ    )  +  γ k  −  β k    |  e k   ( t )  |       ≤    −  ∑  k = 1  n   δ k   |  e k   ( t )  |  .     



(41)




Utilizing Jensen’s inequality, one has


      ∑  k = 1  n   |  e k   ( t )  |  ≥    ∑  k = 1  n   e k 2   ( t )     1 2    ≥  2   V   1 2     ( t )  .     



(42)




Noting that    δ min  =  min  1 ≤ k ≤ n    δ k    and substituting (42) into (41), we obtain


      D t ϱ   0  c  V  ( t )  ≤ −  2   δ min   V   1 2     ( t )  .     



(43)




Similar to Theorem 1, utilizing Lemma 4, we can evaluate the setting time as


     t ≤       V  ( ϱ −  1 2  )    ( 0 )  Γ  ( ϱ + 1 )     2   δ min  Γ  (  1 2  + ϱ )        1 ϱ    =  T 2 *  .     



(44)




Hence, the original system (6) and controlled system (7) can be synchronized in finite time via control techniques (37). □





Remark 7.

The theorems and corollaries obtained in this study also hold for the case that the parameter ϱ equals one. In other words, the discontinuous feedback control strategies can be applied to finite-time synchronization tasks for integer-order MNNs with bounded perturbations.





Remark 8.

In Theorems 1 and 2, different feedback control protocols are used to achieve the synchronization of uncertain FMMNNs in finite time. Theorem 2 has less conservative conditions with parameters   0 < ξ < 2 ϱ − 1   and     1 2   < ϱ < 1  , and Theorem 1 has a wider range of applications for   0 < ϱ < 1  .






4. Illustrative Experiments


This section presents simulation experiments to verify the applicability of Theorems and the utilized controllers.



Example 1. Take a two-dimensional uncertain fractional-order memristive network as the master system.


       D t ϱ   0  c   u 1   ( t )  = −  (  b 1  + Δ  b 1   ( t )  )   u 1   ( t )  +   ∑  j = 1  2    c  1 j    (  u j   ( t )  )   tan h   (  u j   ( t )  )  +   ∑  j = 1  2    d  1 j    (  u j   ( t −  η j  )  )              ×  tan h   (  u j   ( t −  η j  )  )  +  I 1   ( t )  ,        D t ϱ   0  c   u 2   ( t )  = −  (  b 2  + Δ  b 2   ( t )  )   u 2   ( t )  +   ∑  j = 1  2    c  2 j    (  u j   ( t )  )   tan h   (  u j   ( t )  )  +   ∑  j = 1  2    d  2 j    (  u j   ( t −  η j  )  )              ×  tan h   (  u j   ( t −  η j  )  )  +  I 2   ( t )  ,      



(45)




where


      c 11   (  u 1  )  =       1.2 ,  |   u 1    ( t )  | < 1 ,          1.0 ,  |   u 1    ( t )  | > 1   ,         c 12   (  u 2  )  =       − 0.2 ,  |   u 2    ( t )  | < 1 ,          − 0.3 ,  |   u 2    ( t )  | > 1   ,          










      c 21   (  u 1  )  =       1.5 ,  |   u 1    ( t )  | < 1 ,          1.0 ,  |   u 1    ( t )  | > 1   ,         c 22   (  u 2  )  =       1.8 ,  |   u 2    ( t )  | < 1 ,          1.5 ,  |   u 2    ( t )  | > 1   ,          










      d 11   (  u 1  )  =       − 2.0 ,  |   u 1    ( t )  | < 1 ,          − 1.0 ,  |   u 1    ( t )  | > 1   ,         d 12   (  u 2  )  =       0.5 ,  |   u 2    ( t )  | < 1 ,          0.4 ,  |   u 2    ( t )  | > 1   ,          










      d 21   (  u 1  )  =       − 1.5 ,  |   u 1    ( t )  | < 1 ,          − 1.0 ,  |   u 1    ( t )  | > 1   ,         d 22   (  u 2  )  =       2.0 ,  |   u 2    ( t )  | < 1 ,          1.5 ,  |   u 2    ( t )  | > 1   ,          








  ϱ = 0.95  ,    η 1  = 0.05  ,    η 2  = 0.05  ,    b 1  = 1  ,    b 2  = 1  ,   Δ  b 1   ( t )  = 0.1 sin t  ,   Δ  b 2   ( t )  = 0.2 sin t  ,    I 1   ( t )  =  I 2   ( t )  = 0  .



Based on master system (45), the proportionate slave system is described by


       D t ϱ   0  c   v 1   ( t )  = −  (  b 1  + Δ  b 1   ( t )  )   v 1   ( t )  +   ∑  j = 1  2    c  1 j    (  v j   ( t )  )   tan h   (  v j   ( t )  )  +   ∑  j = 1  2    d  1 j    (  v j   ( t −  η j  )  )              ×  tan h   (  v j   ( t −  η j  )  )  +  I 1   ( t )  +  ϖ 1   ( t )  +  U 1   ( t )  ,        D t ϱ   0  c   v 2   ( t )  = −  (  b 2  + Δ  b 2   ( t )  )   v 2   ( t )  +   ∑  j = 1  2    c  2 j    (  v j   ( t )  )   tan h   (  v j   ( t )  )  +   ∑  j = 1  2    d  2 j    (  v j   ( t −  η j  )  )              ×  tan h   (  v j   ( t −  η j  )  )  +  I 2   ( t )  +  ϖ 2   ( t )  +  U 2   ( t )  ,      



(46)




where


      c 11   (  v 1  )  =       1.2 ,  |   v 1    ( t )  | < 1 ,          1.0 ,  |   v 1    ( t )  | > 1   ,         c 12   (  v 2  )  =       − 0.2 ,  |   v 2    ( t )  | < 1 ,          − 0.3 ,  |   v 2    ( t )  | > 1   ,          










      c 21   (  v 1  )  =       1.5 ,  |   v 1    ( t )  | < 1 ,          1.0 ,  |   v 1    ( t )  | > 1   ,         c 22   (  v 2  )  =       1.8 ,  |   v 2    ( t )  | < 1 ,          1.5 ,  |   v 2    ( t )  | > 1   ,          










      d 11   (  v 1  )  =       − 2.0 ,  |   v 1    ( t )  | < 1 ,          − 1.0 ,  |   v 1    ( t )  | > 1   ,         d 12   (  v 2  )  =       0.5 ,  |   v 2    ( t )  | < 1 ,          0.4 ,  |   v 2    ( t )  | > 1   ,          










      d 21   (  v 1  )  =       − 1.5 ,  |   v 1    ( t )  | < 1 ,          − 1.0 ,  |   v 1    ( t )  | > 1   ,         d 22   (  v 2  )  =       2.0 ,  |   v 2    ( t )  | < 1 ,          1.5 ,  |   v 2    ( t )  | > 1   ,          








   ϖ 1   ( t )  = 0.1  | cos t |   ,    ϖ 2   ( t )  = 0.2  | cos t |   , and other network parameters can be acquired from system (45). For the activation functions    ϕ j  =  ψ j  =  tan h   ( · )   , one can obtain     ϕ ¯  j  =   ψ ¯  j  = 1   and    L j ϕ  =  L j ψ  = 1   that satisfies Assumptions 1–2. Selecting control strengths    ρ 1  =  ρ 2  = 3 ,  β 1  = 5.6 ,  β 2  = 8.4  , and simple calculations indicate that    ϵ 1  =  b 1  +  ρ 1  −  ϑ 1  −   ∑  j = 1  2     c ¯   j 1     ϕ ¯  1  = 1.2  ,    ϵ 2  =  b 2  +  ρ 2  −  ϑ 2  −   ∑  j = 1  2     c ¯   j 2     ϕ ¯  2  = 1.7  . Hence, one can find that the restriction requirements of Theorem 1 are fulfilled.



The starting conditions of memristive systems (45) and (46) are generated stochastically in   [ 0 , 1 ]  . To achieve the synchronization objective, control scheme (16) is utilized. As shown in Figure 1a,b, the red curve and blue curve characterize the time evolution of state variables in the master system and slave system, respectively. Figure 1c,d show that the error system converges within a finite time, indicating the correctness of theoretical analysis in Theorem 1. Hence, memristive neural networks (45) and (46) can achieve finite-time synchronization with appropriate control parameters. In addition, the setting time    T 1 *  = 0.7653   is evaluated by Theorem 1. To explore the effect of control strength   ρ k   on synchronization efficiency, we increase control strength    ρ k  = 3   to    ρ k  = 3.5   so that the conditions in Theorem 1 still hold. As one can see in Figure 2, finite-time synchronization purposes can still be achieved, and the efficiency and speed of synchronization are faster than before. This means increasing control gain is beneficial for accelerating network synchronization.



In the previous experiments, we have verified that the memristive systems (45) and (46) can achieve Mittag-Leffler synchronization when the system parameters satisfy the constraints of Theorem 1. To study the relationship between system parameters and the synchronization efficiency of neural networks, we focus on two types of parameters including time delays and external perturbations. To facilitate the observation of the synchronization process changes, we first define total synchronization errors as   E  ( t )  =  ∑  i = 1  n   |  e i   ( t )  |   . First, we set the initial time delay to 0.06, and it gradually increases to 0.10 with a step size of 0.02. The experimental results are given in Figure 3a, which shows that the time required for the network to reach synchronization increases gradually as the delays become larger. This indicates that large time delays have a greater impact on the stability of the systems. In addition, we set the perturbations as   0.1 | c o s t | , 0.3 | c o s t |  , and   0.5 | c o s t |  , respectively. The experimental results are shown in Figure 3b. As the amplitude of the perturbations increases, the more time it takes for the network to achieve synchronization. This indicates that the larger the amplitude of the perturbations, the greater the effect on the stability of the systems.



Example 2. Contemplate a three-dimensional uncertain Caputo fractional memristive network as the drive system, which can be given by


       D t ϱ   0  c   u 1   ( t )  = −  (  b 1  + Δ  b 1   ( t )  )   u 1   ( t )  +   ∑  j = 1  3    c  1 j    (  u j  )   tan h   (  u j   ( t )  )  +   ∑  j = 1  3    d  1 j    (  u j   ( t −  η j  )  )              ×  tan h   (  u j   ( t −  η j  )  )  +  I 1   ( t )  ,        D t ϱ   0  c   u 2   ( t )  = −  (  b 2  + Δ  b 2   ( t )  )   u 2   ( t )  +   ∑  j = 1  3    c  2 j    (  u j  )   tan h   (  u j   ( t )  )  +   ∑  j = 1  3    d  2 j    (  u j   ( t −  η j  )  )              ×  tan h   (  u j   ( t −  η j  )  )  +  I 2   ( t )  ,        D t ϱ   0  c   u 3   ( t )  = −  (  b 3  + Δ  b 3   ( t )  )   u 3   ( t )  +   ∑  j = 1  3    c  3 j    (  u j  )   tan h   (  u j   ( t )  )  +   ∑  j = 1  3    d  3 j    (  u j   ( t −  η j  )  )              ×  tan h   (  u j   ( t −  η j  )  )  +  I 3   ( t )  ,      



(47)




where


      c 11   (  u 1  )  =       3.2 , |   u 1    ( t )  | < 1 ,          3.1 , |   u 1    ( t )  | > 1   ,         c 12   (  u 2  )  =       − 2.0 , |   u 2    ( t )  | < 1 ,          − 1.1 , |   u 2    ( t )  | > 1   ,          










      c 13   (  u 3  )  =       − 3.1 , |   u 3    ( t )  | < 1 ,          − 4.1 , |   u 3    ( t )  | > 1   ,         c 21   (  u 1  )  =       1.0 , |   u 1    ( t )  | < 1 ,          0.9 , |   u 1    ( t )  | > 1   ,          










      c 22   (  u 2  )  =       2.0 , |   u 2    ( t )  | < 1 ,         1.9 +   π 4   ,  |  u 2   ( t )  |  > 1  ,         c 23   (  u 3  )  =       − 0.9 , |   u 3    ( t )  | < 1 ,          − 5.0 , |   u 3    ( t )  | > 1   ,          










      c 31   (  u 1  )  =       3.5 , |   u 1    ( t )  | < 1 ,          6.1 , |   u 1    ( t )  | > 1   ,         c 32   (  u 2  )  =       − 1.2 , |   u 2    ( t )  | < 1 ,          − 1.6 , |   u 2    ( t )  | > 1   ,          










      c 33   (  u 3  )  =       − 2.0 , |   u 3    ( t )  | < 1 ,          − 1.1 , |   u 3    ( t )  | > 1   ,         d 11   (  u 1  )  =       − 2.2 , |   u 1    ( t )  | < 1 ,          − 2.2 , |   u 1    ( t )  | > 1   ,          










      d 12   (  u 2  )  =       0.15 , |   u 2    ( t )  | < 1 ,          0.23 , |   u 2    ( t )  | > 1   ,         d 13   (  u 3  )  =       − 0.85 , |   u 3    ( t )  | < 1 ,          0.9 , |   u 3    ( t )  | > 1   ,          










      d 21   (  u 1  )  =       − 1.8 , |   u 1    ( t )  | < 1 ,          − 1.4 , |   u 1    ( t )  | > 1   ,         d 22   (  u 2  )  =       − 1.5 , |   u 2    ( t )  | < 1 ,          − 1.6 , |   u 2    ( t )  | > 1   ,          










      d 23   (  u 3  )  =       0.2 , |   u 3    ( t )  | < 1 ,          0.3 , |   u 3    ( t )  | > 1   ,         d 31   (  u 1  )  =       − 2.3 , |   u 1    ( t )  | < 1 ,          − 2.1 , |   u 1    ( t )  | > 1   ,          










      d 32   (  u 2  )  =       2.9 , |   u 2    ( t )  | < 1 ,          2.0 , |   u 2    ( t )  | > 1   ,         d 33   (  u 3  )  =       − 1.1 , |   u 3    ( t )  | < 1 ,          − 1.3 , |   u 3    ( t )  | > 1   ,          








  ϱ = 0.98  ,    η 1  = 0.2  ,    η 2  = 0.3  ,    η 3  = 0.4     b 1  =  b 2  =  b 3  = 1  ,   Δ  b 1   ( t )  = Δ  b 2   ( t )  = 0.1 sin t  ,   Δ  b 3   ( t )  = 0.2 sin t  ,    I 1   ( t )  =  I 2   ( t )  =  I 3   ( t )  = 0  .



According to master neural networks (47), the proportionate slave system consisting of neural networks can be expressed by


       D t ϱ   0  c   v 1   ( t )  = −  (  b 1  + Δ  b 1   ( t )  )   v 1   ( t )  +   ∑  j = 1  3    c  1 j    (  v j  )   tan h   (  v j   ( t )  )  +   ∑  j = 1  3    d  1 j    (  v j   ( t −  η j  )  )              ×  tan h   (  v j   ( t −  η j  )  )  +  I 1   ( t )  +  ϖ 1   ( t )  +  U 1   ( t )  ,        D t ϱ   0  c   v 2   ( t )  = −  (  b 2  + Δ  b 2   ( t )  )   v 2   ( t )  +   ∑  j = 1  3    c  2 j    (  v j  )   tan h   (  v j   ( t )  )  +   ∑  j = 1  3    d  2 j    (  v j   ( t −  η j  )  )              ×  tan h   (  v j   ( t −  η j  )  )  +  I 2   ( t )  +  ϖ 2   ( t )  +  U 2   ( t )  ,        D t ϱ   0  c   v 3   ( t )  = −  (  b 3  + Δ  b 3   ( t )  )   v 3   ( t )  +   ∑  j = 1  3    c  3 j    (  v j  )   tan h   (  v j   ( t )  )  +   ∑  j = 1  3    d  3 j    (  v j   ( t −  η j  )  )              ×  tan h   (  v j   ( t −  η j  )  )  +  I 3   ( t )  +  ϖ 3   ( t )  +  U 3   ( t )  ,      



(48)




where


      c 11   (  v 1  )  =       3.2 , |   v 1    ( t )  | < 1 ,          3.1 , |   v 1    ( t )  | > 1   ,         c 12   (  v 2  )  =       − 2.0 , |   v 2    ( t )  | < 1 ,          − 1.1 , |   v 2    ( t )  | > 1   ,          










      c 13   (  v 3  )  =       − 3.1 , |   v 3    ( t )  | < 1 ,          − 4.1 , |   v 3    ( t )  | > 1   ,         c 21   (  v 1  )  =       1.0 , |   v 1    ( t )  | < 1 ,          0.9 , |   v 1    ( t )  | > 1   ,          










      c 22   (  v 2  )  =       2.0 , |   v 2    ( t )  | < 1 ,         1.9 +   π 4   ,  |  v 2   ( t )  |  > 1  ,         c 23   (  v 3  )  =       − 0.9 , |   v 3    ( t )  | < 1 ,          − 5.0 , |   v 3    ( t )  | > 1   ,          










      c 31   (  v 1  )  =       3.5 , |   v 1    ( t )  | < 1 ,          6.1 , |   v 1    ( t )  | > 1   ,         c 32   (  v 2  )  =       − 1.2 , |   v 2    ( t )  | < 1 ,          − 1.6 , |   v 2    ( t )  | > 1   ,          










      c 33   (  v 3  )  =       − 2.0 , |   v 3    ( t )  | < 1 ,          − 1.1 , |   v 3    ( t )  | > 1   ,         d 11   (  v 1  )  =       − 2.2 , |   v 1    ( t )  | < 1 ,          − 2.2 , |   v 1    ( t )  | > 1   ,          










      d 12   (  v 2  )  =       0.15 , |   v 2    ( t )  | < 1 ,          0.23 , |   v 2    ( t )  | > 1   ,         d 13   (  v 3  )  =       − 0.85 , |   v 3    ( t )  | < 1 ,          0.9 , |   v 3    ( t )  | > 1   ,          










      d 21   (  v 1  )  =       − 1.8 , |   v 1    ( t )  | < 1 ,          − 1.4 , |   v 1    ( t )  | > 1   ,         d 22   (  v 2  )  =       − 1.5 , |   v 2    ( t )  | < 1 ,          − 1.6 , |   v 2    ( t )  | > 1   ,          










      d 23   (  v 3  )  =       0.2 , |   v 3    ( t )  | < 1 ,          0.3 , |   v 3    ( t )  | > 1   ,         d 31   (  v 1  )  =       − 2.3 , |   v 1    ( t )  | < 1 ,          − 2.1 , |   v 1    ( t )  | > 1   ,          










      d 32   (  v 2  )  =       3 , |   v 2    ( t )  | < 1 ,          2 , |   v 2    ( t )  | > 1   ,         d 33   (  v 3  )  =       − 1.1 , |   v 3    ( t )  | < 1 ,          − 1.3 , |   v 3    ( t )  | > 1   ,          








   ϖ 1   ( t )  = 0.1  | sin t + cos t |   ,    ϖ 2   ( t )  =  ϖ 3   ( t )  = 0.2  | sin t − cos t |   , and other system parameters are the same as system (47).



Selecting control strengths    ρ 1  = 10 ,  ρ 2  = 8 ,  ρ 3  = 10.2 ,  β 1  = 10 ,  β 2  = 13 ,  β 3  = 19  , and simple calculations indicate that    ε 1  =  b 1  +  ρ 1  −  ϑ 1  −   1 2     ∑  j = 1  3    (   c ¯   1 j     ϕ ¯  j  +   c ¯   j 1     ϕ ¯  1  )  = 1.1  ,    ε 2  =  b 2  +  ρ 2  −  ϑ 2  −   1 2     ∑  j = 1  3    (   c ¯   2 j     ϕ ¯  j  +   c ¯   j 2     ϕ ¯  2  )  = 1.415  ,    ε 3  =  b 3  +  ρ 3  −  ϑ 3  −   1 2     ∑  j = 1  3    (   c ¯   3 j     ϕ ¯  j  +   c ¯   j 3     ϕ ¯  3  )  = 0.6  . Hence, one can find that the restriction requirements of Theorem 2 are satisfied.



The starting conditions of memristor-based systems (47) and (48) are randomly selected in   [ − 5 , 5 ]  . To achieve the synchronization objective, feedback control schemes (37) are applied. As seen in Figure 4a–c, two different curves,    u i   ( t )    and    v i   ( t )   , represent the time evolution of state variables in the master and slave neural networks. Furthermore, Figure 4d–f display that the error neural network converges within a finite time, implying the validity of theoretical results in Theorem 2. In addition, the setting time    T 2 *  = 0.5241   is evaluated by Theorem 2. Consequently, memristor-based network systems (47) and (48) can achieve finite-time synchronization under the control methods (37).




5. Conclusions


This study focuses on the Mittag-Leffler synchronization in finite time for generalized FMMNNs. In particular, uncertainties, time-varying perturbations, and transmission delays are introduced into the system to model more realistic fractional networks. Utilizing two simple feedback controllers involving sign functions, new synchronization criteria concerning the FMMNN are obtained, which depend on the control strength, perturbation boundaries, uncertainty boundaries, and system parameters. Most works have been performed to address the influence of different delays on the stability of the error network, usually using the comparison principle. This study attempts to overcome this difficulty directly using inequality techniques rather than comparison principles. Finally, experiment results demonstrate the effectiveness of the controller and obtained conclusions. This study removes the constraint that the activation function has a zero function value at switching jumps. Based on event-triggered intermittent feedback control, we will continue to deliberate the finite-time synchronization challenge of high-order topology memristive neural networks in the future.
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Figure 1. The curves of state vectors and error vectors for uncertain FMMNNs (45) and (46) under control schemes (16) with control gain    ρ k  = 3   in Example 1. (a) State vectors    u 1   ( t )   and   v 1   ( t )   ; (b) state vectors    u 2   ( t )   and   v 2   ( t )   ; (c) synchronization error    e 1   ( t )   ; (d) synchronization error    e 2   ( t )   . 
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Figure 2. The curves of state vectors and error vectors for uncertain FMMNNs (45) and (46) under control schemes (16) with control gain    ρ k  = 3.5   in Example 1. (a) State vectors    u 1   ( t )   and   v 1   ( t )   ; (b) state vectors    u 2   ( t )   and   v 2   ( t )   ; (c) synchronization error    e 1   ( t )   ; (d) synchronization error    e 2   ( t )   . 
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Figure 3. The curves of total synchronization errors for uncertain FMMNNs (45) and (46) under control schemes (16) with different parameters in Example 1. (a) Time evolution of time delays   η j   and total synchronization errors   E ( t )  ; (b) time evolution of perturbations   ω k   and total synchronization errors   E ( t )  . 
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Figure 4. The curves of state vectors and error vectors for uncertain FMMNNs (47) and (48) under control schemes (37) in Example 2. (a) State vectors    u 1   ( t )   and   v 1   ( t )   ; (b) state vectors    u 2   ( t )   and   v 2   ( t )   ; (c) state vectors    u 3   ( t )   and   v 3   ( t )   ; (d) synchronization error    e 1   ( t )   ; (e) synchronization error    e 2   