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Abstract: This paper investigates the state estimation problem for nonlinear cyber-physical
systems (CPSs). To conserve system resources, we propose a novel hybrid dynamic event-
triggered mechanism (ETM) that prevents the occurrence of Zeno behavior. This work
is based on designing an interval observer under the hybrid dynamic ETM to solve the
state reconstruction problem of Lipschitz nonlinear CPSs subject to disturbances. That is,
the designed triggering mechanism is integrated into the design of the Interval Observer
(IO), resulting in a hybrid dynamic event-triggered interval observer (HDETIO), and the
system stability and robustness are proved using a Lyapunov function, demonstrating
that the observer can effectively provide interval estimation for CPSs with nonlinearity
and disturbances. Compared to existing work, the primary contribution of this work is
its ability to pre-specify the minimum inter-event time (MIET) and apply it to interval
state estimation, enhancing its practicality for real-world physical systems. Finally, the
correctness and effectiveness of the designed hybrid dynamic ETM and IO framework are
validated with an example.

Keywords: hybrid dynamic event-triggered mechanism; cyber—physical systems; interval
state estimation

1. Introduction

With the rapid advancements in computer technology, network communication,
and control theory, CPSs have enabled a profound integration of physical entities with
computation, communication, and control functions [1]. These systems have found wide
applications in fields such as smart grids [2], aerospace engineering [3], and robotic sys-
tems [4]. Concurrently, the ongoing progression of Industry 4.0 has greatly enhanced
the flexibility and intelligence of CPSs. However, in practical engineering applications,
CPSs often face limitations in accessing complete state parameters due to the limitations
of measurement techniques and resource constraints. This brings challenges to the im-
plementation of some CPSs functions, such as observer-based state feedback control and
distributed coordinated control. Therefore, solving the state estimation problem in CPSs is
significant and has drawn a great deal of attention from researchers.

In research related to the state estimation problem of CPSs, the predominant methods
include observer techniques and filtering approaches. For instance, ref. [5] explored the de-
velopment of a hybrid state estimation mechanism that integrates discrete and continuous
observation techniques and demonstrates its application in the field of electric vehicle tech-
nology. Ref. [6] studied the stochastic stability of state estimation based on Kalman filtering
within lossy network environments. Ref. [7] primarily focused on attack detection and
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security state estimation of CPSs under finite-time attacks. Due to the presence of various
unknown signals in the system, which can generally be classified as random signals or in-
terval signals, existing observers can be categorized into point estimators and 10s. The IOs,
first proposed by J.L. Gouzé et al. [8], have been provided with a structural framework.
Subsequently, researchers introduced coordinate transformation methods into switching
systems and constructed a series of interval observers for switching systems [9,10], re-
laxing the limitations of interval observer design conditions. Furthermore, for CPSs, IOs
not only solve the state estimation problem, but also provide an interval range of states,
making them more applicable to real-world engineering scenarios. With the continuous
innovation and development of IO design techniques, scholars have proposed numerous
set-membership estimation methods to design such observers. For example, polytopes [11],
ellipsoids [12], and zonotopes [13] can all be used to enclose the actual state of the system at
each moment. Additionally, IOs exhibit good robustness against certain nonlinearities [14]
and unknown disturbances [15]. Ref. [16] investigated the stealthiness of attack strategies
against x? detectors for CPSs under covert deceptive attacks and achieved interval estima-
tion of the state through He, technology and reachable set analysis. Consequently, 1Os are
of significant practical importance in the study of CPSs reconstruction problems.

On the other hand, in CPSs, efficiently utilizing computational and communication
resources is a critical issue. Consequently, the ETM has gradually garnered significant
research attention. The core concept of the ETM is that it does not trigger control actions
at fixed time intervals; instead, it relies on changes in system states or specific events
to trigger actions. This mechanism can reduce redundant data transmission caused by
periodic sampling, particularly when system states do not change significantly, thereby
markedly decreasing energy consumption and network burden. A periodic ETM was
previously proposed in [17], which also studied static state feedback and dynamic output-
based controllers based on the periodic ETM. To further conserve energy while ensuring
system performance, an additional variable was introduced in [18], resulting in the dynamic
ETM. Consequently, the dynamic ETM has begun to attract preliminary research interest,
as stated in [19-22]. Among these studies, ref. [19] applied the dynamic ETM to a singular
system affected by random network attacks and designed an He, controller to enhance
the robustness of the singular system. Meanwhile, ref. [20] integrated model-based CPSs
with the dynamic ETM to investigate the L, gain performance of CPSs in the presence of
DoS attacks, while also considering the implications of quantization. Additionally, ref. [23]
introduced adaptive event-triggered control into nonlinear uncertain systems; an adaptive
controller based on backstepping was designed to deal with the parametric uncertainties.
At the same time, adaptive event triggering control [24] was applied to commercial mobile
robots subject to input delay and limited communications. It provides a broader perspective
on the applicability and scalability of the method.

Furthermore, the integration of ETM into CPSs introduces a critical challenge: exclud-
ing Zeno behavior, which refers to the phenomenon of infinite actuator triggering within
a limited time. Reference [25] explored the consistency control of multi-agent systems
utilizing distributed ETM, addressing the exclusion of Zeno behavior by ensuring that the
interval between any successive trigger events exceeds a constant positive value. In [26],
Zeno behavior was excluded through a proof by contradiction. However, due to the in-
herent minimum reaction time of practical hardware and the theoretical MIET potentially
being a very small positive number, Zeno behavior can still occur. Therefore, an effective
method to eliminate the limitations of Zeno behavior is to improve the trigger conditions
by pre-designing a MIET that ensures a strictly positive MIET and to meet the demands of
practical applications. Consequently, a new hybrid dynamic ETM was proposed in [27].
Reference [28] extended this hybrid dynamic ETM to multi-agent systems, successfully
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achieving consensus control. However, the issue of interval estimation in CPSs based on
hybrid dynamic ETM has not been studied yet.

Therefore, this paper proposes a novel HDETIO design method for state reconstruction
and resource optimization in nonlinear CPSs with disturbance. It addresses the state
estimation problem of CPSs under a hybrid dynamic ETM. By reducing the number of
executions of the trigger while ensuring the estimation accuracy, it achieves the effect
of optimizing resources. At the same time, it also avoids the infinite triggering fault
of the trigger caused by the insufficiency of actual engineering hardware. The primary
approach is to reduce the observer’s reliance on the original systems’ output through the
hybrid dynamic ETM, thereby designing an IO using the positive system method and
analyzing its stability. The contributions of this paper mainly lie in two aspects: Firstly,
the introduction of a novel hybrid dynamic ETM that prevents Zeno behavior and allows
for the pre-specification of the MIET during the design process. Secondly, a novel HDETIO
is constructed, which not only achieves interval estimation of CPSs, but also conserves
system resources. The structure of this paper is organized as follows: Section 2 elaborates
on fundamental concepts. Section 3 presents the main conclusions, with a primary focus
on the design of HDETIO and the stability analysis of CPSs. Section 4 demonstrates their
effectiveness through numerical simulations. Finally, the Conclusions are summarized.

Notation: For a matrix H € R"™*", HT is utilized to represent the transpose of matrix
H, and we define H > 0(=< 0) to indicate that H is a positive definite (negative definite)
matrix, respectively. We also define H™ = max(#,0) and X~ = H " — H. The symbol | - ||
denotes the Euclidean norm. For a square matrix Y, the expression Ay max (Ay min) represents
the maximum (minimum) eigenvalue of Y. In symmetric block matrices, symmetric terms
can be represented by *. I is the n dimensional identity matrix.

2. Preliminaries

To begin with, we consider a nonlinear continuous system as follows,

{x(t) = Ax(t) + Bu(t) + F(x(t)) + Dd(t), "

y(t) = Cx(t),

where x(t) € R™ and u(t) € R™ are the state and control input. F(x(t)) € R"* is the
nonlinear term. y(t) € R™ and d(t) € R™ represent the output and unknown process noise.
In an effort to optimize and significantly boost the performance of our resources, we
have implemented an innovative ETM. This mechanism is designed to activate certain
processes or operations only after specific conditions are met and a set triggering interval
time 7" has elapsed. This strategy aims to cut down on pointless calculations and
communications, thereby conserving energy and improving the overall efficiency of the

system. The hybrid dynamic ETM is presented as follows:
{tk+1 = inf{t >t + 17 | Py (t), ey (1)) = 71 (1) ], )

N(t) = =An(t) = S(y(t),ey(t)),

where A > 0, 7(0) > 0, ®(y(t),e,(1)) = a[e] ()Pey(t) — ByT(NQY(D)], ey(t) = y(t) -
y(t), and TR is the pre-specified minimum triggering interval and y(#;) is the output
transmitted after triggering. The initial condition is ty = 0 and 7(t) is a bounded non-
negative function.

Figure 1 illustrates the interval observer design framework based on the hybrid dy-
namic ETM. Within this system, the hybrid dynamic ETM mitigates the burden on commu-
nication and computational resources by reducing unnecessary data updates. The design

of the interval observer takes into account the disturbances and event-driven impacts of
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CPSs, ensuring the stability and robustness of the system. The objective of this paper is to
conduct research on the state estimation problem of CPSs within the hybrid dynamic ETM
environment by designing an effective interval observer, thereby conserving the resources
of the networked system.

v

Interval Observer
£ (t) = AX*(t) + Bu(t) + F (X" (t), X (t))
+D"d*(t)-Dd" (t)+ L(y(t,)
=GR (1)) + L'ej (t) - Le; (t),
>;(’(t) = AR (1) + Bu(t) + F(x (1), X" (t))
+D*d " (t)-Dd"(t)+ L(y(t,)
—Cx (1) +Le () -Ley().

e ™

Event Detector

Original System
{X(t) = AX(t) + Bu(t) + F(x(t)) + Dd (t),
y(t) =Cx(t).

Minimum Trigger
Interval Time

y(t) O

Figure 1. The IO structure with HDETM.

Remark 1. The hybrid dynamic ETM reverts to a static ETM under the condition where the
minimum event-triggered interval TOAN is zero and the dynamic threshold function 1(t) is zero.

In this scenario, the simplified form of ETM as shown below,

terr = inf{t > [P (y(t), ey (t)) > 0}. )

This represents a transition from a dynamic to a static triggering logic, highlighting the flexibility of

the hybrid dynamic ETM framework to adapt to different system requirements. Furthermore, it is

crucial to acknowledge that the hybrid dynamic ETM degrades to a dynamic ETM if, and only if,

TN — 0. The following equations determine the dynamic ETM:

{tk+1 = inf{t > {i[(y(1), ey (1)) = 7(t)}, @
7(8) = =A5(t) = D(y(t), ey (1))-

These equations are the dynamic adjusted of the triggering condition according to the system state
and the threshold function 1 (t), which is influenced by the system performance and the chosen
design parameter B. This degradation to DETM emphasizes the seamless transition of the hybrid
dynamic ETM in response to specific operational constraints, providing a robust framework for
event-triggered control systems.

Remark 2. The configuration of the ETM is depicted in Figure 1. Within this proposed framework,
the parameter TN > 0 is defined to ensure a minimum positive interval between triggers, thereby
averting the occurrence of Zeno behavior. This is accomplished by incorporating a timer (refer to
Figure 1) that measures the duration since the last triggering event. Additionally, as illustrated in

Figure 1 and Equation (3), the triggering condition is determined using only local variables.

Remark 3. Figure 2 shows the event-triggered interval for a case. If the depicted behavior is the
result of either a static or dynamic ETM, the minimum triggering interval is determined after the
mechanism has been activated. Conversely, if the behavior is derived from a hybrid dynamic ETM,
the minimum interval is known prior to the triggering event and is established during the system
design phase; all of the trigger interval times are above the red dashed line shown in Figure 2. This
prior knowledge of the minimum interval allows for a more informed selection and design tailored to
specific requirements.
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Release instants and release intervals

Figure 2. Triggering time instants and intervals.

Remark 4. In the design of interval observers for linear continuous systems, it is essential to first
ascertain that the system’s initial state and disturbances are bounded, as outlined in Assumption
1. This condition is typically satisfied in practical applications, and its constraint is considered
negligible, which is the same as that in [9,14].

Lemma 1 ([29]). Supposing that the function J(x) exhibits global Lipschitz continuity and
differentiability, it is then possible to identify two non-decreasing Lipschitz functions g(x) and ¢(x)
that satisfy

I(x) = 8(x) — (). ©)

Lemma 2 ([29]). Let the function J(x) be defined in Lemma 1, it is possible to find a globally
Lipschitz continuous function J3(xg, xp) such that

3 =
<
=
N~—
I
[
~—~~
=
\\_/

>0, (6)

| & &

Xp

The preceding lemmas assist in establishing the bounds for J(x, x):

(S]]
—
R\
=

+
~—
AN

(]
2
=
-
IN
(S]]
—~
=
t
R\
~—

@)

Lemma 3 ([29]). For J3(x), along with 3(x™,x~) and 3(x~, x™), as outlined in Lemma 2, there
exist the constants p;(i = 1,2,3,4), such that

J(xt,x7) = 3(x) < pr(xT —x) +pa(x —x7), ®
3(x) ~ 3, x%) < pa(xt —x) + palx —x7).
Lemma 4 ([30]). For a constant matrix A € R™ " and a vector ¢ € R" € [¢~,¢T], then
At —A ¢t <AG< ATt -ATg. ©)

Lemma 5 ([31]). If Equation (2) holds, then the event-triggered variable y(t) > 0 at any time t.

Assumption 1. The initial state x(0) and the disturbances d(t) of the system are bound.
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Assumption 2. If the function F(x(t)) satisfies the Lipschitz condition and F(0) = O, there exists
1 € N, such that any xq, x; € R", and the following inequality holds

[F(x1) = F(x2)|| < tljx1 — 22 (10)

3. Main Results
3.1. Design of the HDETIO Frame
Firstly, we design the following HDETIO frame:

) (
+ L(y(t) — CEF(8)) + L¥ey (1) — L7e, (8), an
£7(t) =A% (t) + Bu(t) + F(x~ (t),x*(t)) + D d (t) — D d"(t)
+ L(y(t) — C27 (1)) + LTe, (£) — L7e, (1),

where £7 (t) and £ (t) are the estimation of x(¢) and L is the gain matrix of the system to
be designed.

Theorem 1. Suppose that A — LC is a Metzler matrix and Assumption 1 holds, then
(1) < x(t) < 27(1). (12)

Proof. In the light of (9) and Assumption 1, we can draw the following conclusion:

Xy =F(x*(t),x (t)) — F(x(t)) + DTd" (t) — D~ d " (t) — Dd(t)
— Ley(t) + LTey (t) — L7e, (t) >0,

_ 13
Y =F(x(t)) — F(x (t),x"(t)) + Dd(t) — DTd~(t) + D-d*(t) (13)
— L¥e, (t) + L7e; (t) 4 Ley(t) > 0.
In view of the ETM (2), we can define the error system as follows:
ex (1) = 2T(1) — x(b),
SURENCESI0 ”
ex (t) = x(t) = 27 (1)
Subsequently, the error systems are transformed into the equations as below:
e (1) = (A= LO) (1) + 5, )
éy (1) = (A—LC)ey (t) + Xs.

Based on (15), if A — LC is a Metzler matrix, and under the fact that £ (0) < x(0) < £7(0),
e™(0) > 0and e~ (0) > 0, we conclude that ¢; (t) and é; (t) are non-negative. Therefore,
one can obtain

£7(t) < x(t) <& (t), t>0.

O

3.2. Stability Analysis of HDETIO

Defining &(t) = [(exJr tNT (ex™ (t))T} T, then (15) can be written as

&(t) = AE(t) + F(x(t)) + Dd(t) + Ley(t) + Eg(t), (16)
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where
~ |A-LC 0 ~ | F(x™(8),x=(t)) — F(x(t))
A=1 A—LC} (x())_[F(x t))—F(x(t),xw))]’
ey (t)
~ |-D|~ |-L| = |L* -L= Dt -D~ e (1)
P=1bp 'L_lL]'E_[L 1+ p- —p+ |8 d%“(t)'
d=(t)

Theorem 2. Under the conditions of Theorem 1 and Assumption 2, by employing the HDETM (2),
if there exists @ > 0, > 0,v; > 0(i =1,...,8), yand A > 0, such that the following matrix
inequality holds:

A1 00
x Ay 0| =<0, (17)
* *  Aj
where
~T 1 1 1 1, ,
AP+PA—|—( —l—f—l-vf—l— —)P?2 + AP + 01070,
02 3

Ay :ngTL - ocLTPL + A¢(0)LTPL,
Az =xBCTQC + vs¢(0)ATCTCA + v7Acre, K1 — 7l

Then, (11) is the HDETIO of system (1). Furthermore, the minimum t%anI < T ensures the
absence of Zeno behavior.

Proof. Let us introduce an auxiliary function ¢(t) with the following dynamics:

§() = =s(t) [e292() + c16(t) + o, (18)

where s(t) is defined as
1, for tp <t <t + tmn
sy = { SO S PSR (19)
0, for t >ty +tmin

and ¢y, c1, and ¢y are positive constants, and the initial condition ¢(0) > 0. In order to
ensure ¢(t) > 0 for t > 0, it is necessary to appropriately select 1. Simultaneously,
from ¢(t) > 0, it can be inferred that ¢(t) < 0, which means ¢(t) < ¢(0).

From Equation (18), we have d(t) = d¢(t)/(ca¢?(t) + c1¢(t) + co) for 0 < t < 1.
The value of 1), which corresponds to ¢(7yr) = 0, can be determined by integrating

o dg(7)
W= o T e T @0)

Employing established techniques of mathematical integration, we arrive at the fol-
lowing expression for Tj;:

2 2c2¢(0 2

5 arctan<92+cl+2m2¢ ) c] < 4cpca,

T =< 1 2c1029(0)+4coca+2c2¢(0)0 2 21
M o (chcsz( 0)T4coer 2029006 )7 1~ 4coca, =

4624)(0)

2
S c5 = 4cpcor.
Frc102(0)” 17 0%
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By setting 0 < %I < 1;, we ensure ¢(t) > 0 for all t > 0, which is a critical requirement
for our subsequent analysis. In addition, the Lyapunov function is constructed as

V(t) = Vi(t) + Va(t), (22)

where Vi (t) = &T(t)P&t +n(t) and Va(t) = cp(t)eyT(t)Pey(t). Then, calculating the V;(t)
derivative, we have

) + Dd(t) + Ley(t) + Eg()] T P&(t)

()=[AC( )+ F(x(t)
)+ F(x(t)) + Dd(t) + Ley(t) + Eg(t)]

¢" (1) PAL(t
—M( ) — aey (£)LTPLey () + aBy’ (£)Qy(t)

=¢T()[ATP + APJZ (1) + 2E" (x(1))PE(t) +2[Dd(1)]' PE(t)
+2[Ley (1)) PE(t) +2[Eg(H)] PE(t) — Ay (b)
vce;(t)fTPZey(t) + aBy’ (£)Qy(t).

(23)

According to the basic inequality, then

26 (x()PE(1) < 0T () F(x(0) + £ (OPE(1),
2Ba (0] PE(r) < walDa(B]Da(t) + & (OPE)
2(Tey (1] PE() < valley (] ey (1) + 5T (OP2E(H),
2(Eg (1) PE(t) < oalEg(t)]"Eg(t) + 52T (PE (1),

(24)

And based on Lemma 3 and (16), the nonlinear term satisfies

{F( x(t)) < og(t),

- 25
ET(x(8) F(x(t)) < £ (1" oE (1), =

where
_ |91 @
03 04
The following conclusion can be drawn from the above inequality:

Vi(t) <ET([ATP + PA+ (- -+ 1 + 13 + %)Pz + o107 g2 (1)

+02[Dd(1)]"[Dd(t)] +v3[L€y( )T [Ley(£)] + vaEg(1)]T [Eg(#)]
—An(t) — zxeg(t)fTPfey(t) +apxT (H)CTQCx(t).

(26)

Meanwhile, one has

éy(t) = y(t)

(27)
= CAx(t) + CBu(t) + CF(x(t)) + CDd(t).
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Then, calculating the derivative of V;(t) yields
Va(t) = = s(t)[ca? () + c1¢p(t) + coley (1)L PLey (1)
+ ¢(t)[CAx(t) + CBux(t) + CF(x(t)) + CDd(t)]"LT PLe, (t)
+¢(t)ey (t) LT PL[CAx(t) + CBux(t) + CF(x(t)) + CDd(t)] 28)

—5(t)[cag? () + c100() + coley (1)L PLey () + 2¢(#)[CAx(#)]'LT PLey (1)
+2¢(f)[CBu(t)]TZTPZ€y(t) —2¢(t)[CF(x(t))]"LT PLey(t)
+2¢(t)[CDA(t)|"LT PLe, (t).

Similar to (23), the following inequalities can be obtained
Z[CAx(t)]TZTPZey(t) < vs[CAx(1)]T[CAx(t)] + —e, () (ETPZ)Zey(t),

2(CBx(t)) "L PLey () < v6|CBu(t)]T[CBu(t)] + %eyT(t)(fTPf)zey(t),

2[CF(x(1))] LT PLey (t) < v7[CF(x(1))]T[CF(x(t))] + v%ef(t)(fTPf)zey(t), >
2[CDd(t)]"LT PLey (t) < vg[CDd(t)]T[CDd(t)] + vlSeyT(t) (LTPL)%ey ().
According to Assumption (2), the following inequality is true:
FT(x(1)CTCF(x(t)) < Acre,, FT (x(D)F(x(1) < Acre,,, K[x[> (30)

where Acre  represents the largest eigenvalue of the matrix CTC and k stands for the
Lipschitz coefficient.
Therefore,

1 1 1 1

Va(t) ey ()[=s() g (1) + erp(t) +eo) LTPL+9(1) (o + -+ -+ 5)

x (LTPL)e, () + vs(£) [CAx(1)] T [CAx(E)] + vep() [CBu (1)) T[CBu(r)] GV
+ 0sp(£)[CDA(H)]T[CDA(t) + v7p(E)Acre, FT(x(£)F(x(t)).

In view of V;(t) and V;(t), we can obtain

V(t) = Vi(t) + Va(t)

<z ()[ATP+PA+( +01 +—+Ul4)P2+leTg}§(t)

2 U3
+eTO15(0) [e20?(1) + 1) + o TTPL +9(0) o+ o+ o+ )
o . o Ue 07 Ug (32)
x (LTPL)? 4+ v3L"L — LT PL]e, (t)
+xT(#) [«BCTQC + v5¢(0) ATCTCA + v7¢(0)Acre, K2 I]x(t)
+ (v2 + 05(0)) [CDA(1))T[CDA (1)) + 04 Eg(+)]" [Eg ()]

+ 06 (0)[CBu(1)] ' [CBu(t)] — An(t).

Let ¢(t) = {{)‘T(t) ey (1) xT(t)}T, together with (18). Then,
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V() + AV (t) — yxT (£)x(t)

<¢ ()[ATP+PA+(1 P S —)P? + AP + 0107 0]&(t)
U2 U3 U4
Tonr 2 T i, 1,1 1
e, (1)[=s(t) [c29 <t>+cl¢<t>+co]L PL+9(0) (- + 5+ 5+ 50) -

x (LTPL)? + 03L"L — aL"PL + A¢(t)LT PL]e, (t)

+xT (1) [aBCTQC + vs¢p(0)ATCTCA + v7¢p(0)Acre, k2T — yI)x(t)
+37(HO3(H)
< o (HA@(t) + 3T (H)QI(H),
where
A 0 0 v,DTD +vgp(0)DTCTCD 0 0
A=|x Ay 0],Q= * v4sETE 0 ,
x ok Ag * * vs¢(0)BTCTCB

~ ~ 1 1 1 1
Ay =ATP+PA+(—+—+—+—)P>+AP+010"0,
U1 U2 U3 U4
2 TTpT 1 1 1 1
Ay =—5s(t) [cch (t) +c1p(t) + CO}L PL+¢0)(—+—+—+—)
U5 (S 07 Ug
x (LTPLY? + 0sLTL — aLTPL + Agp()LTPL,

Az =aBCTQC + v5¢(0)ATCTCA + v7Acre, KT —7I,
T
A =ld g7 W)

Then, we have the following two cases.
Case 1: When t > . + ti s ( ) = 0, which implies ¢(t) = 0
Define A, = (/’)(0)(05 + = vé + 01—7 + vlfg)(ZTPfy +v3LTL — aLTPL + A¢(t)LTPL, then

Ay < Ay,
Ay 0 0
V() +AV(E) =y ()x(t) < 9" (1) |+ Ag 0 [ o(t) +3T(HQI(). (34)
* * A3
V(t) < =AV(E) +yxT (H)x(t) + 3T (H)QJ(1). (35)

Case 2: When t; < t <t + 41 s(t) = 1, which implies ¢(t) # 0.

Ay 0 0

V() +AV () —yx"(Dx(t) < @T(1) |+ Az 0 | (t) +3T(HOQJ(D). (36)
* * A3

V(t) < —AV(E) +yxT(H)x(t) + 3T (H)QI(1). (37)

O

Remark 5. When considering the auxiliary function ¢(t), both the parameter c; and the initial
condition ¢(0) must be chosen in advance. As indicated by (18), selecting a large c results in a
rapid decay in ¢(t) when t < TR, By combining this with the results of (20) and (21), it follows
that T); will be smaller under these conditions and vice versa. Thus, a balance between 6 and Ty (or
TN should be considered. Additionally, as highlighted by (20), increasing ¢(0) helps to increase



Fractal Fract. 2025, 9, 86

11 of 16

Tp. However, according to (18), larger initial values of ¢(0) lead to a quicker decay in ¢(t) in the
beginning. Therefore, although selecting a larger ¢(0) can contribute to a greater Tyy, the effect is
often subtle and should be carefully accounted for when choosing ¢(0).

Remark 6. According to (20), the parameter TEUN can be chosen such that TSR < Ty, serving as
the lower bound for the MIET. Additionally, it is important to emphasize that TN is independent
of disturbances. Consequently, even in the presence of disturbances, the MIET and Zeno-freeness
are still assured, which contrasts with several other existing ETM schemes found in the literature,
such as [27,28,32].

Remark 7. The design of the HDETIO in this paper employs the positive systems approach.
The specific verification steps can be divided into two parts: First, a HDETIO framework is designed,
and, by taking differences, it is verified that the error system is positive, which means that the
upper and lower bounds of the designed HDETIO strictly enclose the original system state. Second,
a Lyapunov function is constructed, and the stability and robustness of the designed HDETIO are
analyzed through differentiation. Thereby, the design of the HDETIO is completed.

4. Numerical Simulation

Consider a nonlinear cyber—physical system with the following parameters:

B H
2
0.01
o,

and the disturbance d(t) = 0.5sin(t).

-3 1
0 -4

A=

C= {0.3 0}, D=

0.5sinxy (t)
0.5sinx;(t)
According to Lemma 3, we obtain the matrix ¢ in Equation (25) as

Let the nonlinear function F(x(t)) = [

b=

Il
O N ON
N ©O N O
S = O =
_= O = O

withd™(t) = 0.5and d~ (t) = —0.5.

Before simulation, initial values of the system need to be assigned, x1(0) = 5, x2(0) = 8.
And the initial values of the designed interval observer satisfy x;"(0) = 9, x; (0) = 2,
x; (0) = 12and x5 (0) = 4. Additionally, the input is given by u(t) = sin(27t) + 3cos(7t) +
0.5sin(37tt). Other parameters are provided as follows: #(0) = 0.1, « = 0.5, = 0.01,
co =20,c1 =0.5,¢c =20,¢(0) =20,7v=0.8,A =0.01, k =1, and v; = 0.5.

By solving problem (21), the minimum triggering interval Ty = 0.0754, so we take
t1i1 = 0.0604. According to Theorem 2, the gain matrix and the event-triggered weighting
matrix are obtained as

L [—0.1

P = ,P =0.8239,Q = 143.6600.

-0.2 1.8671 14.7024

l16.1082 1.8671

Figures 3 and 4 display the interval estimation of the state trajectories xq(t) and
x2(t), respectively. Figures 5 and 6 illustrate the accuracy of the state estimation, which
demonstrates the effectiveness and correctness of the designed 10. Additionally, Figure 7
represents the event-triggered intervals and the triggering instants, indicating that all event-
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triggered intervals are greater than the pre-designed !, thus saving system resources.
And Table 1 presents the number of triggering events for different values of % It
can be observed that, while ensuring the estimation performance, as the pre-designed
t1i increases, the number of triggering events gradually decreases, which also implies a
reduction in the consumption of system resources.

Table 1. Trigger times for different t%’”ﬁ
prin 0.0504 0.0604 0.1346
Number of triggers (30 s) 193 183 143
The utilization rate of system resources 0.643% 0.610% 0.477%
o
g
(]
Figure 3.
5
(2]
: 1‘0 15

Figure 4. The state x; and its interval estimation.
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Figure 5. The estimation error of x;.

5

4.5

4

Figure 6. The estimation error of x;.

1.4

Release instants and release intervals

il \

[

i

il Ll

t(s)

Figure 7. Triggering instants and triggering intervals.

10

Additionally, we have conducted a comparison between the hybrid dynamic ETM

designed in this paper and the dynamic ETM in [33], as illustrated in Figure 8. It is evident
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that the hybrid dynamic ETM has a distinct MIET, which prevents the system’s operational
failures caused by the excessively short triggering intervals resulting from the dynamic
ETM shown in Figure 8, which may not be achievable with the required precision in
practical hardware applications. Moreover, Table 2 presents the number of triggers for both
event-triggering mechanisms. The hybrid dynamic ETM designed in this paper results
in fewer triggers, leading to a lower utilization rate of system resources, thus achieving
resource conservation.

Table 2. Trigger times for different event triggering mechanisms.

Different ETM Hybrid Dynamic ETM of This Paper = Dynamic ETM of [33]
Number of triggers 183 223

L1000 b bl

Triggering time instants and intervals of the dynamic ETM

08—

L L TTLT TTLT

10

Triggering time instants and intervals of the hybrid dynamic ETM.

Figure 8. Triggering instants and triggering intervals of hybrid dynamic ETM and dynamic ETM [33]
under 30 s.

5. Conclusions

This paper investigates the state estimation problem of CPSs under a hybrid dynamic
ETM. The hybrid dynamic ETM studied allows for controlling the number of updates
and information transmissions through a pre-designed MIET control, thereby conserving
system resources. It also avoids the infinite triggering failure of the trigger in practical
engineering due to hardware limitations, providing broad possibilities for practical ap-
plications. Furthermore, for nonlinear CPSs subject to disturbances, we addressed the
nonlinear conditions through the Lipschitz condition and designed a novel HDETIO using
a positive system approach. The stability and robustness of the designed interval observer
were analyzed through Lyapunov stability analysis, solving the state interval estimation
problem of CPSs. Future research will concentrate on enhancing the estimation accuracy
and relaxing the limitations of this approach, as well as applying the designed HDETIO to
CPSs subjected to attacks or various types of disturbances.
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