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Abstract

:

In recent years, small-scale drones have been used in heterogeneous tasks, such as border control, precision agriculture, and search and rescue. This is mainly due to their small size that allows for easy deployment, their low cost, and their increasing computing capability. The latter aspect allows for researchers and industries to develop complex machine- and deep-learning algorithms for several challenging tasks, such as object classification, object detection, and segmentation. Focusing on segmentation, this paper proposes a novel deep-learning model for semantic segmentation. The model follows a fully convolutional multistream approach to perform segmentation on different image scales. Several streams perform convolutions by exploiting kernels of different sizes, making segmentation tasks robust to flight altitude changes. Extensive experiments were performed on the UAV Mosaicking and Change Detection (UMCD) dataset, highlighting the effectiveness of the proposed method.
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1. Introduction


In recent years, computer vision has been widely used in several heterogeneous tasks, including deception detection [1,2,3], background modeling [4,5,6], and person reidentification [7,8,9]. In addition, thanks to technological advancement, it is possible to execute computer-vision algorithms on different devices, including robots [10,11] and drones [12,13]. The usage of the latter has dramatically increased from both the civilian and the research world because of several factors, including lower production costs, small sizes that allow for easy transportation and deployment, and the possibility to execute complex software during flights. The latter aspect is possible by equipping the small-scale drone (referred to as “drone”) with single board computers (SBCs), usually separated from the main drone controller, in charge of executing software. In addition, by exploiting SBCs with specific hardware for parallel computing (e.g., CUDA), it is possible to achieve real-time or near-real-time performance. This is crucial for critical tasks such as fire detection [14,15,16], search and rescue [17,18,19], and environmental monitoring [20,21,22]. To perform such tasks, different algorithms for simultaneous localization and mapping (SLAM) [23,24], mosaicking [25,26], object classification and detection [27,28], and object tracking [29,30] were proposed in the literature. These algorithms usually provide, in the worst case, only the class of the object detected within the scene or, in the best case, a bounding box surrounding those objects as well. In some situations, e.g., fire detection and precision agriculture, there is the need to isolate a specific target with the highest possible precision. To achieve this goal, segmentation algorithms [31] are used. It is possible to obtain the shape of a specific element (e.g., a person, an object, a vehicle) at pixel precision, allowing for perfect isolation of such an element from the rest of the scene. Nevertheless, there are certain conditions that make both object classification or detection and segmentation algorithms difficult, such as nadir view and altitude changes during the flight.



To overcome these problems, in this paper, a novel multistream aerial segmentation of ground images (MAGI) deep-learning model is proposed. The model uses a fully convolutional approach on three different streams to perform semantic segmentation. The streams use different sizes for the convolutional kernels, thus allowing for better handling images acquired with a nadir view and images acquired at different altitudes. The model was tested on the UAV Mosaicking and Change Detection (UMCD) dataset [32], which contains aerial images acquired at several low flight altitudes. Obtained results in our experiments are very promising and can be used as baseline for future works on drone segmentation algorithms exploiting the UMCD dataset.



The rest of the paper is structured as follows. In Section 2, the current state of the art regarding segmentation is provided. In Section 3, the MAGI model is described. Section 4 presents the experiments and obtained results. Section 5 provides a discussion on the obtained results. Lastly, Section 6 concludes the paper.




2. Related Works


In the current literature, there is a plethora of works regarding segmentation. In this section, only the most recent works that use a base approach similar to ours are covered.



A segmentation task can be divided into two approaches: semantic and instance segmentation. In the former approach, the model identifies several classes of the elements present within the scene, e.g., chair, table, and person. In the latter approach, once classes are identified, the model can distinguish the different instances of each class, e.g., chair 1 from chair 2 and person 1 from person 2. One of the first works exploiting deep learning for segmentation was presented in [33]. The authors proposed a model comprising only convolutional layers, replacing the dense layer with   1 × 1   convolutions. This model, the fully convolutional network (FCN), was used as the base for the majority of the segmentation models in the state of the art. For example, in [34], the authors showed that the U-Net [35] architecture outperformed other deep-learning methods in power-line detection and segmentation in aerial images. In [36], U-Net was used as the main structure of the architecture; to capture objects of different scales, a group of cascaded dilated convolutions was inserted in the bottom of U-Net itself. The authors in [37] used an FCN with infrared green, normalized digital surface model, and normalized difference vegetation index as the model input, achieving overall segmentation accuracy of   87 %  , and showing that this type of architecture also works well with different data from those of standard images. The authors in [38] proposed an improved FCN to detect transmission lines. The first improvement regards the use of overlaying dilated convolutional layers and spatial convolutional layers, while the second improvement regards the use of two output branches used to generate multidimensional feature maps. Another improvement to a standard FCN was proposed in [39]. The model had encoder–decoder form, and while there was only one encoder for the entire architecture, each class to be segmented had its own decoder, allowing for improving the segmentation of each class. In [40], an adaptive multiscale module (AMSM) with the adaptive fuse model (AFM) were proposed for fusing extracted features from remote-sensing images. The AMSM is composed of 3 branches, each performing convolutions with different dilation rates, while the AFM fuses the information of shallow and deep feature maps generated by the several branches. Lastly, in [41] an FCN with skip connection was designed for segmentation in panchromatic aerial images, obtaining an overall accuracy of >90% in the best case.



With respect to these works, the proposed MAGI model uses a multistream approach with different kernel sizes on each stream. This pyramidal approach allows for performing the better segmentation of acquired objects with a nadir view or at different flight altitudes.




3. Materials and Methods


This section describes the proposed MAGI model. In detail, the model takes inspiration from our previous work [30], which exploited the multistream approach to perform object tracking from drones.



3.1. MAGI Model


The detailed architecture of the model is presented in Figure 1. As shown, MAGI is composed of 3 parallel streams, each one comprising an encoder and a decoder. The encoders generate feature maps of different kernel sizes on each stream, so that each stream segments objects within an image with different precision. The larger kernels provide coarser segmentation, while smaller kernels provide more fine-grained segmentation. This approach resembles the pyramidal technique used in other feature extractors [42], allowing for extracting features at different scales. As proof of this concept, we analyze in detail how the convolutional operation works. Let us consider input image I. The pixels belonging to I are identified as   I ( x , y )  , where x and y correspond to the pixel coordinates. A filtered pixel   f ( x , y )   is obtained by applying a kernel to I as follows:


  f  ( x , y )  = ω ∗ I  ( x , y )  =  ∑   δ x  = − i  i   ∑   δ y  = − j  j  ω  (  δ x  ,  δ y  )  I  ( x +  δ x  , y +  δ y  )  ,  



(1)




where  ω  is the kernel weight,   δ x   and   δ y   are coordinates within the kernel and the neighborhood of the starting pixel, and   i = j = ( 3 , 5 , 7 )   are the kernel sizes of each stream. Figure 2 shows an example of application of a kernel with different sizes. As expected, different kernel sizes allow for extracting features having different granularity with respect to the size of the kernel.



Once all the convolutions are performed by the encoders, each stream performs transposed convolutional operations through decoders to obtain several segmentation maps. To perform more precise localization, and to allow for the transposed convolutions to learn to assemble a more precise output, skip connections are used. In detail, each upscaled feature map generated by a transposed convolutional layer is summed with the output of the corresponding convolutional layer. Formally,


   T ¯  C o n  v k  = T C o n  v  k − 1   + C o n  v  k − 1   ,  



(2)




where    T ¯  C o n  v k    is the input of the k-th transposed convolutional layer, and   T C o n  v  k − 1     and   C o n  v  k − 1     are the output of the (k−1)-th transposed convolutional layer and the output of the corresponding convolutional layer, respectively.



After obtaining the segmentation masks from each stream, these are merged together at the pixel level to create a unique mask containing all extracted information with each stream:


  M = m e r g e (  M 3  ,  M 5  ,  M 7  ) ,  



(3)




where M is the resulting mask, and   M i   with   i = ( 3 , 5 , 7 )   is the generated mask with the stream having a kernel size equal to   i × i  . In the last layer, instead of having a dense layer, convolutions with a size of   1 × 1   are used to map the output of the last decoder layer to the corresponding number of classes.




3.2. Loss Function


Concerning the model loss function, two approaches were possible. The first was to compute one loss function for each stream, and the second was to compute a single loss function for the entire model.



By following the first approach, we could have had the situation in which one or more streams would have not converged by the end of the training process, leading to poor model performance. In addition, with three different losses, it would not have been possible to know the general performance of the model, but only the performance related to the single streams. To ensure the rapid convergence of the model and have a general overview of performance, we used the second approach. In detail, the loss function was computed after merging the masks of the three streams into the final mask.



The chosen loss function for our model is cross-entropy loss [43], which consists of the softmax and negative log likelihood loss functions. Softmax is needed to normalize predictions given by the model in the range of   [ 0 , 1 ]  , while the log likelihood loss function is used to compute the loss value. Let us consider two vectors, p and t, which are the vector containing the normalized predictions performed by our model and the ground truth labels, respectively, i.e., the correct classes for the analyzed data. Cross-entropy loss function can be defined as


  L = − t · l o g ( p ) .  



(4)




where L is the loss value, and · is the inner product. The smaller the loss function is, the closest the prediction to the ground-truth label is, and hence the better the model is.




3.3. Training Strategy


The model is trained by following the fine-tuning approach because the UMCD was designed for change detection tasks, and despite there being heterogeneous objects within the several videos, they were sparsely distributed along the flying path. By using only such objects for model training, there is a high probability of model overfitting during the process.



Hence, we first trained the model on another semantic segmentation dataset, namely, the Cityscape Dataset [44]. In detail, we used fine annotations, i.e., high-quality dense pixel annotations, contained in the dataset to perform the first training. Then, to correctly segment objects of the UMCD, we replaced the classification layers of the MAGI trained with the Cityscape dataset with new layers having the number of classes of UMCD dataset. In this way, we had to only retrain the classification layers instead of the whole model, avoiding the overfitting problem.





4. Experimental Results


This section presents obtained results with the proposed MAGI model for the semantic segmentation task. The used dataset is first described. Then, implementation details and obtained results are discussed.



4.1. Dataset


For testing the goodness of the proposed MAGI model, we used the recently released UMCD (http://www.umcd-dataset.net/ (accessed on 4 October 2021)) dataset. The dataset was chosen for the following reasons. First, to the best of our knowledge, this is the only drone dataset that contains videos acquired at very low altitudes. For this work, this is crucial, since with such images, it is possible to better evaluate the performed segmentation. Second, all persons and objects present within the videos were acquired with a nadir view, allowing for better testing the pyramidal approach.



Describing the UMCD in detail, it consists of 50 aerial video sequences acquired at different flight altitudes, ranging from 6 to 15 m. The videos were collected from different environments, namely, dirt, countryside, and urban, at different daytime periods, i.e., morning and afternoon. Drone flight telemetry is provided with the videos. Two drones were used to perform the acquisitions, namely, a custom homemade hexacopter and a DJI Phantom 3 Advanced. These drones allowed for the acquisition of videos having a spatial resolution ranging from   720 × 540   to   1920 × 1080  . Lastly, several elements are present within the videos, such as persons, suitcases, cars, and tires, which were used as the classes to detect in our context.




4.2. Evaluation Metric


Regarding the evaluation metric, in our experiments, the intersection over union (IoU) in pixels was used. We preferred the IoU over pixel accuracy since the latter, despite its ease to compute, suffers from the class imbalance problem. The UMCD dataset is a very imbalanced dataset because several elements are very sparse in the drone flight path. Figure 3 shows an example of the failure of the pixel accuracy metrics with respect to a UMCD frame. The IoU was more reliable, and it is defined as the overlapping area between the predicted segmentation and the ground truth divided by the area of union between the predicted segmentation and the ground truth. Formally,


  I o U =   A r e a  o f  O v e r l a p   A r e a  o f  U n i o n   .  



(5)







Since there were several classes to segment within the image, the mean IoU was given by computing the IoU of each class and then averaging them.




4.3. Implementation Details


The model was implemented in Python with the Pytorch framework, and was trained with a learning rate of 0.001 and the AdamW optimizer. The used machine consisted of an AMD Ryzen 1700 CPU, 16 GB DDR4 RAM, a 500 GB solid state drive, and an NVidia RTX 2080 GPU.




4.4. Segmentation Performance Evaluation


To the best of our knowledge, no works have performed aerial semantic segmentation on the UMCD. Hence, with the obtained results, we provide the baseline for future works in the aerial semantic segmentation on such datasets.



The proposed method generally performed very well. Concerning the tests on the Cityscape dataset, we obtained an IoU of   84.5 %  , which is in line with the current literature. Regarding tests on the UMCD, the proposed model obtained an IoU of   90.3 %  . Thanks to the 3 streams working in parallel, higher segmentation accuracy was obtained. Let us consider the example shown in Figure 4, and let us consider Figure 4a as the input image to MAGI. For the sake of a clearer explanation, we refer to   3 × 3  ,   5 × 5   and   7 × 7   streams as Streams 1–3, respectively. The output of Stream 1, shown in Figure 4b, provided the most refined mask. Although only this stream could be used to perform satisfactory segmentation (see results reported in Section 4.5), in certain cases, the obtained segmentation mask was too refined. This means that the outer shape of the object may not be included in the mask. At this point, the less-refined segmentation masks generated by Streams 2 and 3, as shown in Figure 4c,d, were used to include the missing part of the object in the final segmentation mask. The result of this operation is shown in Figure 4e.



Table 1 shows segmentation examples with correctly segmented objects most of the time. However, there might were false positives, as shown in the last row of Table 1. In this specific example, the problem was related to the shadow of the person, which was segmented in the same way as the person itself because the Cityscape dataset contains persons acquired with a horizontal view. The projected shadow of the person contained in the UMCD strongly resembled the persons in the Cityscape dataset, leading to wrong segmentation.




4.5. Ablation Study


This section presents an ablation study that highlights the significance and the effectiveness of the three streams composing the proposed model.



As baseline model, we consider the one composed of only the   3 × 3   (stream 1) stream. Such a model is a simple fully convolutional network with skip connections to improve the output of the transposed convolutions in the decoder part. In this form, the model scored   85 %   on UMCD and   62.3 %   on Cityscape. While performance was still good in UMCD, the same cannot be said for Cityscape. By using the streams with the larger kernels, i.e.,   5 × 5   (Stream 2) and   7 × 7   (Stream 3), performance drastically decreased. As explained in Section 3, larger kernels perform coarser segmentation, and only skip connections are not sufficient for refining segmentation. When using only the   5 × 5   kernel, the model achieved an IoU of   79.2 %   on UMCD and   55 %   on Cityscape; by using the   7 × 7   kernel, we obtained   77.4 %   on UMCD and   51.7 %   on Cityscape.



Then, we tested the MAGI with different pairs of streams, namely, Streams 1 and 2, Streams 1 and 3, and Streams 2 and 3. By using the (1,2) pair, we achieved an IoU score of   88.6 %   on UMCD and a score of   64.5 %   on Cityscape, while using the (1,3) pair, the model scored   86.5 %   on UMCD and a   63.1 %   on Cityscape. Lastly, with the (2,3) pair, we achieved an IoU score of   80.1 %   on UMCD and   57.2 %   on Cityscape. As expected, the best results were obtained with the pair having the smallest kernel sizes, i.e., pair (1,2). This allowed for extracting both the inner part and the border of the several classes. The worst results were obtained with the pair with the two largest kernel sizes, i.e., pair (2,3). Despite this pair obtaining the worst result, there was an improvement when using   5 × 5   and   7 × 7   kernels. Table 2 summarizes the obtained results in the ablation study.





5. Discussions


5.1. Considerations on Execution Time and Energy Consumption


In our study, the model was executed on a ground station receiving a video stream sent from the drone, and its specifications are reported in Section 4.3. The advantages of this approach are twofold. The first advantage concerns the speed of execution. With the used hardware, we could achieve real-time performance, making the model suitable for time-critical operations such as fire detection, and search and rescue. The second advantage regards drone energy consumption. Modern drones use optimized protocols for sending video data with very low latency and with a very high bit rate (e.g., 100 Mb/s). With this available bandwidth, it is possible to completely move computation to the ground station. In order to execute deep-learning algorithms on drones, additional hardware such as embedded computers may be required, which can be powered in two ways: by using a dedicated battery or by using a single battery for both drone and embedded computer. In the first case, the added battery for powering the embedded computer increases the payload weight. This means that, for example, if the drone must fly at a specific altitude, the rotors must spin at a higher speed due to having no payload, thus affecting the duration of the drone battery. In the second case, a battery with greater capacity, and often larger, is needed due to the power demand from both drone and embedded computer. In this case, the payload weight increases, thus affecting power consumption and thereby flight duration.




5.2. Considerations on Model Robustness


The robustness of the model was tested on the UMCD dataset, which is, to the best of our knowledge, the only public dataset providing acquisitions performed at very low altitudes (i.e., below 50 m). In addition, the dataset provides videos in which the flight altitude is not constant, allowing for testing segmentation at different scales. In fact, we obtained a IoU (in pixels) of   90.3 %   on the UMCD, highlighting that the pyramidal approach of the MAGI is capable to properly handle the different scales derived from the changes of flight altitude.



Despite the very promising obtained IoU, the model can be improved to correctly deal with some specific cases. As an example, we consider the third row of Table 1, in which shadows were segmented as objects belonging to the scene. The first training of the model was performed on the Cityscape dataset, which contains segmentation masks of persons acquired with a frontal view. Since the shadows of the subjects in the UMCD dataset resemble the shape of the subjects in the Cityscape dataset, these were segmented as persons.



In general, depending on how shadows are projected onto the ground, the model wrongly segments them. To overcome this limitation of the MAGI, further investigation on how to properly handle shadows will be conducted.





6. Conclusions


Due to improvements in hardware manufacturing and the low cost, drones are used in several and heterogeneous tasks such as search and rescue, border control, and environmental monitoring. This has led to the design and implementation of novel algorithms regarding object classification, object detection, and segmentation for best performing such tasks. In addition, in the context of aerial images, parameters such as the angle of view and different flight altitudes must be considered. In this paper, a novel deep-learning multistream aerial segmentation for ground images (MAGI) model was proposed. The model, based on a fully convolutional approach, exploits three parallel branches, each with a different convolutional kernel size, allowing for improving the segmentation of images at different scales. Experiments performed on the UMCD show the effectiveness of our method, and since no other works used such a dataset for segmentation tasks from drones, they can be used as the baseline for future works.
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Figure 1. Detailed architecture of MAGI model, designed as a 3-stream fully convolutional model. Each stream follows the encoder–decoder approach, and kernel sizes are different for each stream, i.e.,   k = 3 , 5 , 7  . Hence, the output of each stream is a segmentation mask with different precision levels, namely,   M 3  ,   M 5  , and   M 7  . To obtain the final segmentation mask, all   M i   are merged together. 
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Figure 2. Example of same convolutional filter applied with different kernel sizes. (a) Input image; filters with kernel size (b)   3 × 3  , (c)   5 × 5  , and (d)   7 × 7  . 
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Figure 3. Example of pixel accuracy metric fail. (a) Input frame; (b) correct segmentation mask; (c) wrong segmentation mask. Despite the pixel accuracy score being   93 %  , most elements to be segmented were missing. The high accuracy score was obtained through background pixels, which were the majority of the pixels present within the image. 
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Figure 4. Example of segmentation performed on UMCD. (a) Input image; (b) segmentation performed with Stream 1 (kernel size   3 × 3  ); (c) segmentation performed with Stream 2 (kernel size   5 × 5  ), (d) segmentation performed with Stream 3 (kernel size   7 × 7  ); (e) segmentation mask obtained by merging obtained masks with the several streams. 
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Table 1. Obtained results on UMCD. First column, input images for MAGI. Second column, segmentation masks obtained with the proposed method. Third column, ground-truth masks.
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	Input
	MAGI
	Ground Truth
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Table 2. Summary of IoUs obtained during performed tests in the ablation study.
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	Streams
	IoU on UMCD
	IoU on Cityscapes





	Stream 1
	   85 %   
	   62.3 %   



	Stream 2
	   79.2 %   
	   55 %   



	Stream 3
	   77.4 %   
	   51.7 %   



	Streams (1,2)
	   88.6 %   
	   64.5 %   



	Streams (1,3)
	   86.5 %   
	   63.1 %   



	Streams (2,3)
	   80.1 %   
	   57.2 %   



	Full Model
	90.3%
	84.5%
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