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Abstract: Manual inspection of infrastructure damages such as building cracks is difficult due
to the objectivity and reliability of assessment and high demands of time and costs. This can be
automated using unmanned aerial vehicles (UAVs) for aerial imagery of damages. Numerous
computer vision-based approaches have been applied to address the limitations of crack detection
but they have their limitations that can be overcome by using various hybrid approaches based
on artificial intelligence (AI) and machine learning (ML) techniques. The convolutional neural
networks (CNNs), an application of the deep learning (DL) method, display remarkable potential
for automatically detecting image features such as damages and are less sensitive to image noise. A
modified deep hierarchical CNN architecture has been used in this study for crack detection and
damage assessment in civil infrastructures. The proposed architecture is based on 16 convolution
layers and a cycle generative adversarial network (CycleGAN). For this study, the crack images were
collected using UAVs and open-source images of mid to high rise buildings (five stories and above)
constructed during 2000 in Sydney, Australia. Conventionally, a CNN network only utilizes the
last layer of convolution. However, our proposed network is based on the utility of multiple layers.
Another important component of the proposed CNN architecture is the application of guided filtering
(GF) and conditional random fields (CRFs) to refine the predicted outputs to get reliable results.
Benchmarking data (600 images) of Sydney-based buildings damages was used to test the proposed
architecture. The proposed deep hierarchical CNN architecture produced superior performance
when evaluated using five methods: GF method, Baseline (BN) method, Deep-Crack BN, Deep-Crack
GF, and SegNet. Overall, the GF method outperformed all other methods as indicated by the global
accuracy (0.990), class average accuracy (0.939), mean intersection of the union overall classes (IoU)
(0.879), precision (0.838), recall (0.879), and F-score (0.8581) values. Overall, the proposed CNN
architecture provides the advantages of reduced noise, highly integrated supervision of features,
adequate learning, and aggregation of both multi-scale and multilevel features during the training
procedure along with the refinement of the overall output predictions.

Keywords: building damages; convolutional neural networks (CNNs); computer vision; cracks;
generative adversarial network (CycleGAN); infrastructure inspection; infrastructure monitoring;
Unmanned Aerial Vehicle (UAV)

1. Introduction and Background

A holistic monitoring system forms an integral component for the safety assessment
of civil infrastructures. Early detection and associated maintenance of civil infrastructures
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are highly necessitated to reduce the damages and other serious losses in terms of economy
and human fatality [1]. To allow for efficient means of damage assessment, cutting-edge
technologies are leveraged to ensure that civil infrastructures remain healthy and losses of
human lives and finances are minimized, if not eliminated [2,3]. This forms an important
area for current research as the traditional manual visual inspection methods used to assess
the structural health of civil infrastructures display numerous limitations [4].

Reliable, speedy, and efficient crack detection methods are critical to inspecting the
health of structures as it determines their safety and durability [5]. The results of traditional
(manual) crack detection methods are highly dependent on the expertise and the approaches
used by the investigators. Such manual inspection is performed through the analysis of
crack (i.e., positioning and widths), where the obtained results are subjective and vary
based on the skillset of the individual inspector [6]. Such limitations lead to improper
damage assessment in critical infrastructure [7,8]. Therefore, there is an earnest need for
automated techniques to efficiently detect cracks in civil infrastructure by overcoming the
limitations of manual methods.

Numerous computer vision-based approaches have been applied to address the lim-
itations of image segmentation and crack detection [9]. Most of these crack detection
methods employ various edge detection techniques, such as fast Haar transform, fast
Fourier transform, or the Sobel and Canny operator [10]. However, the robustness of the
basic edge detection methods is highly dependent upon the image contrast and background
uniformity [11]. Therefore, hybrid strategies have been utilized to improve and augment
the automatic detection of cracks in concrete images [12,13].

A candidate approach for such automated damage detection is image processing
(IP). IP techniques enable the recognition of cracks from the crack image set and enable
its key measurements such as orientation and width [14–16]. Several studies based on
IP methods have been reported in the literature for the detection of damages in concrete
structures, including cracks [17–19], potholes [20], and damage to asphalt pavements [21].
Largely, the IP techniques are sufficient and effective for detecting cracks in specific images.
However, their robustness is affected due to the appearance of different objects, such as
light, shadows, rough surfaces, and other disturbances from real-world cases [22].

Generally, different methods, including computer vision and IP techniques, have been
applied for damage detection but they have their limitations that can be overcome by using
various hybrid approaches based on artificial intelligence (AI) and machine learning (ML)
techniques [23–26]. Therefore, to enhance the performance of IP-based methods for crack
detection, the current research utilizes AI and ML techniques [27]. The ML approaches use
IP techniques for feature extraction to identify cracks or other damages [28]. The utility of
various methods, including artificial neural networks (ANNs) and support vector machines
(SVM), lead to the detection of concrete cracks and other damages to structures, whereby
the performance is highly dependent on extracted crack features. Furthermore, such feature
extraction is affected by identifying false features during IP. Therefore, the convolutional
neural networks (CNNs) are used to detect cracks in images by discarding the extraction
process of crack features [29,30].

The CNN-based methods are generally derived from ANNs but display better learning
of image features and require few parameters in comparison. This is mainly due to partial
connections, weights, and pooling processes amid neurons [31]. Compared to traditional
methods, the CNN-based crack detection framework does not require the pre-extraction
and calculation of features [32]. Moreover, CNN is based on automatic learning of crack
features and does not require format conversion of input images [33]. Furthermore, the
CNN-based crack detection architecture displays higher accuracy than the traditional
methods [34–36]. Due to its ability to learn to extract the optimal features, with proper
training, it can achieve superior damage detection and localization accuracy despite the
noise and uncorrelated patterns. CNNs have three architectural frameworks: local receptive
fields, shared weights, and spatial sub-sampling [35]. Local receptive fields allow extracting
multiple feature maps by sliding the same set of units all over the input. This property
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makes CNN robust to the translation and distortion of the input. CNN configurations can
easily achieve a high detection performance compared to other techniques that can even
defy a human expert inspector.

The applications of cyclic generative adversarial networks (CycleGAN) in deep learn-
ing (DL) have considerably increased over the recent years providing training of models in
the max-min two-player manner [37]. The broader applicability of CycleGAN has led to
the consideration of crack detection in concrete surfaces as an image-to-image translation
problem. Owing to this, the crack images can be translated to the ground truth, like images
exhibiting similar structural patterns [38]. The current study proposes a CNN architecture
based on 16 convolution layers and CycleGANs to detect cracks in Sydney-based mid to
high rise buildings constructed since the year 2000. The proposed CNN-based classifier can
be effectively applied for crack detection on a larger scale due to the utilization of Cycle-
GAN. This allows the generation of reliable and realistic images without the requirement of
using paired examples for training [29,31,32,34,38,39]. In the current study for the GAN, a
fully connected layered generator configuration was used to generate images with random
noise [39]. It assists in the automatic training of models in an unsupervised manner based
on images from the source and target domain without being related.

Sydney is selected as a case study due to its unique qualities as a developed coastal
city in Australia. It has a population of more than five million with hundreds of mid to
high-rise buildings and tall structures. The only other city matching the qualities of Sydney
is Melbourne. However, due to COVID-19 based lockdowns and restrictions on interstate
travel, the study is restricted to Sydney only. In addition, structurally, the coastal climate of
Sydney makes its buildings vulnerable to quicker deterioration due to chemical attacks,
such as excess carbon dioxide, Sulphur dioxide, chlorine, and efflorescence, salty water
sprays, rains, and other sources.

Further, due to Sydney’s crowded central business district (CBD) containing the ma-
jority of high-rise buildings, monitoring vehicles access and free movement of construction
equipment are constrained. In addition, a high number of personal cars, the existence of
most of the corporate headquarters, newly constructed tram lines, and the congested and
often blocked roads of the CBD add to the monitoring and regular maintenance difficulties
of the buildings. These issues can be resolved using drones for regular building monitoring
in Sydney and similar cities worldwide. The drones can quickly scan, monitor, and assess
the building condition and speed up the maintenance process and requests due to the
real-time data sharing with the maintenance organization’s head office for swift action.
Further, the drones being smaller in size, lightweight, and free from interference with the
local ground traffic, provide speed and convenience of monitoring. Furthermore, these
drones present no danger to the aerial traffic as all air routes avoid tall buildings and the
CBD areas in Sydney in general.

In this study, a modified CNN is used based on 16 convolution layers, and CycleGAN
has been used to improve detection accuracy and avoid data augmentation. The proposed
CNN-based framework can be used widely for automatic crack detection in infrastructures
such as buildings with eased scaling to any device (i.e., jetson nano, coral dev board).
Moreover, all the images used for the crack dataset in the current study were collected
using efficient, cost- and time-effective UAVs (i.e., DJI-MJ200). After collecting the crack
image set, data were pre-processed.

The rest of the paper is organized as follows. Section 2 presents the methodology
section, where we elaborate on the data collection method, data pre-processing, and the
proposed CNN architecture used for crack detection. Section 3 presents the development
of the CNN, the U-Net model architecture, and the loss formulation. Section 4 presents the
training of the proposed CNN model for crack detection, including the model training using
U-Net and CycleGAN. Section 5 presents the performance evaluation of the training and
test sets, including discussions on the evaluation metrics, training, and test accuracy, model
parameters, and data augmentation. Section 6 presents the application of the proposed
model, the key results, and pertinent discussions. Finally, Section 7 concludes the study,



Drones 2022, 6, 5 4 of 23

presents the key takeaways and limitations of the current study, and provides directions
for future expansion based on the current study.

2. Methodology

For the proposed CNN-based crack detection architecture, we elaborate on the crack
dataset used for the current study. This is followed by a detailed description of the model
architecture, parameters used for modeling, the overall training of the model, and the final
validation and testing of the crack detection model. The overall CNN-based architecture
used for crack detection in infrastructures is provided in Figure 1a. First, the images
extracted from the public dataset were included in the final set. In the second step pre-
processing of the image dataset was performed, followed by per-pixel labeling and ground
truth supervision. Then, the collected dataset was divided into the training and test sets
(80%, 15%, and 5%), respectively. Next, the model was trained using CycleGAN and
multi-scale features such as decode and fusion. Finally, the model was evaluated for both
training and test sets, respectively.
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For a CNN-based classification, image resizing according to input is needed to extract
high-level features to perform image classification based on crack levels. In our study, we
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use two levels of cracks: crack and non-crack levels, respectively. A detailed description of
the proposed CNN architecture for crack detection and its various steps is provided in the
subsequent subsections.

2.1. Data Collection and Pre-Processing of Crack Images

The foremost step for the current study was to gather images of cracks in Sydney-
based mid to high rise buildings with 5 stories and more using the available open-source
image datasets and UAVs. Data collection through UAVs helps avoid interference with
the normal building operations and provides flexible and cost-effective ways for capturing
crack images [40]. The images from the locations (random buildings in Sydney), and
building and crack types considered in this study are presented in Figure 2.
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(c) artificial marking crack.

The camera installed on the UAV was used to capture the images. The lens collected
the light from the object to create an image (Figure 1b). The size and location of the images
depend on the location of the object and the focal length of the lens. The relationship
between the object distance (o), the focal length (f ), and the image distance (i) are given by
1
o +

1
i = 1

f . The object distance is simply the distance from the object to the center of the
lens. The image distance is the distance from the center of the lens to the image. The focal
length is a characteristic of the lens, and it specifies the distance at which parallel rays come
to a focus. The field calibration at 20 m flight height was carried out with a focal length of
8.4 mm, format size of 7.5 mm, and principal point at 3.8 × 2.5.

The crack image set was collected using the DJI-M200 quadcopter that contains a
GNSS receiver, barometer, the inertial measurement unit (IMU), and a vertical take-off and
landing (VTOL) [41]. A total of 1300 crack images were captured for inclusion in the final
dataset. The dimensions and size of the collected crack images were set to 4864 × 3648 and
7 megabytes (MB), respectively, for pre-processing. The types of cracks considered in the
study are simple cracks, hairline cracks, and artificial marking cracks (Figure 2). Simple
cracks mainly arise from structural settlements. The hairline cracks are very small and
shallow, resulting from plastic shrinkages [42], whereas the artificial cracks are different
from natural cracks as they are introduced artificially.

Pre-processing of the collected images with two types of crack levels (crack and non-
crack) forms an integral part of the proposed methodology. First, the captured and extracted
crack images were pre-processed to remove unwanted entities (i.e., water, buildings, roads,
trees, etc.) and background noise. Afterward, the images were adjusted for brightness
and size. The overall pixels used in the current study are presented in Table 1. A smaller
number of crack pixels were included in both the training and test sets. A total of 96.30%
and 94.68% non-crack pixels were used to train and test the proposed CNN architecture.
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Table 1. The percentage of crack and non-crack pixels used to train and validate the CNN-based
crack detection architecture.

Crack Pixels (%) Non-Crack Pixels (%)

Significant Weak

Total 2.98 1.37 95.65
Training 3.13 0.55 96.30
Testing 4.25 1.06 94.68

Additionally, a total of about 8.70% and 9.75% crack pixels were used for the training
and validation of our model (Table 1). The total crack pixels used for the training and testing
were further divided into significant crack pixels and weak crack pixels. This categorization
distinguishes crack pixels based on the pixel width. For example, a crack with a pixel depth
of 1–5 is defined as a weak crack, whereas a crack exhibiting a pixel width greater than 5 is
defined as a significant crack pixel. For the crack images in the current study, the height
and width distributions are presented according to two levels: crack and non-crack. The
spatial representation of the crack regions in the collected images is provided in Figure 3,
where the height and width distributions of the crack pixels were obtained using WandB
and PyTorch. The details for the software and hardware used during this research activity
are provided in Appendix B.

Drones 2022, 5, x FOR PEER REVIEW 6 of 23 
 

A smaller number of crack pixels were included in both the training and test sets. A total 
of 96.30% and 94.68% non-crack pixels were used to train and test the proposed CNN 
architecture. 

Table 1. The percentage of crack and non-crack pixels used to train and validate the CNN-based 
crack detection architecture. 

 Crack Pixels (%) Non-Crack Pixels (%) 
 Significant Weak  

Total 2.98 1.37 95.65 
Training 3.13 0.55 96.30 
Testing 4.25 1.06 94.68 

Additionally, a total of about 8.70% and 9.75% crack pixels were used for the training 
and validation of our model (Table 1). The total crack pixels used for the training and 
testing were further divided into significant crack pixels and weak crack pixels. This cat-
egorization distinguishes crack pixels based on the pixel width. For example, a crack with 
a pixel depth of 1–5 is defined as a weak crack, whereas a crack exhibiting a pixel width 
greater than 5 is defined as a significant crack pixel. For the crack images in the current 
study, the height and width distributions are presented according to two levels: crack and 
non-crack. The spatial representation of the crack regions in the collected images is pro-
vided in Figure 3, where the height and width distributions of the crack pixels were ob-
tained using WandB and PyTorch. The details for the software and hardware used during 
this research activity are provided in Appendix B. 

 
Figure 3. The height, width, and spatial extent of the crack pixels in the dataset. 

For the current study, the frequency of crack pixels was predicted, and the related 
labels or bounding boxes were located using data distribution and spatial location. The 

Figure 3. The height, width, and spatial extent of the crack pixels in the dataset.

For the current study, the frequency of crack pixels was predicted, and the related
labels or bounding boxes were located using data distribution and spatial location. The axis
presented in Figure 3 represents the size distribution. It shows that spatial or frequency
distribution for our crack pixels is neither skewed nor projected at one place. Rather,
crack pixels display Gaussian or well-distributed pixel data as shown in Figure 3, which
indicates that the pixel distribution in the selected crack dataset is free from any bias or
statistical error.
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In the proposed deep CNN architecture, label generation and crack detection for
training were performed through a data augmentation approach based on random image
cropping and patching. However, despite numerous parameters, advanced image classifi-
cation, and processing, the high-performance deep CNNs are vulnerable to overfitting due
to learning the non-generalized features of the collected images during the training process.
Therefore, a deep CNN requires an adequate set of training samples to avoid overfitting
the model [43,44]. This can be achieved by applying several data augmentation techniques
such as flipping, random cropping, and resizing to increase variation among the images
used to train the model [45,46]. In the current study, we applied three techniques for data
augmentation, including cropping, flipping, and rotating. Their details are provided in the
data augmentation section (Section 5.4).

2.2. Per-Pixel Segmentation through SegNet

The SegNet model was trained for the collected image dataset through segmenta-
tion. Due to the requirement of manual supervision and inadequate accuracy offered
by the SegNet, a per-pixel annotation was utilized. Generally, the SegNet architecture is
based on a CNN with several encoders, decoders, pair-wise classifiers, convolution layers,
batch normalization, ReLU non-linearity units, non-overlapping max-pooling, and sub-
sampling [47–49]. The decoder considers the un-sampled sparse encoding by max-pooling
indices to reduce the model parameters and retain the overall boundaries of the class
during segmentation. The gradient descent method and the Bayesian SegNet architecture
were used for model training in an end-to-end manner in the current study [50]. A VGG-16
architecture with 16 convolutional layers was used for the SegNet’s encoder with a set of
16 corresponding decoders [51]. The proposed architecture of the multiple layered CNN
used for crack detection is presented in Figure 4.
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Generally, the CNN architecture is based on multiple blocks and four layers: convolu-
tional layer, pooling layer, ReLU correction layer, and fully connected layer. The first block
contains convolution layers responsible for feature extraction from an input image and
calculating convolution across each filter through the convolution kernels. This process
is repeated several times, and values from the last map-based features are converted to a
vector output which forms the input of the second block. Many linear combinations and
activation functions are applied in the second block on the vector values resulting in a new
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output vector. Finally, in the ending block, logistic and SoftMax activation functions are
applied that allow binary and multi-classification, respectively [52,53].

In terms of the four layers in a CNN, the pooling layer is important in receiving feature
maps and applying pooling operations to the received feature maps. The pooling layer
is generally located between two convolution layers and reduces the image size while
preserving its important characteristics. The pooling layer also helps reduce the number
of calculations and parameters used for the architecture, ultimately leading to reduced
over-fitting and an overall improvement in the efficiency of the CNN. Another important
layer in the CNN is the ReLU correction layer, an activation function that allows replicating
all negative input values by zero [53].

For the current study, a small SegNet-Basic network with four layers and constant
feature size of 64 was used for every encoder and decoder. This offers an effective concep-
tual representation of the larger architecture. In addition, a multi-scale feature decode and
fuse (MSDF) model with a CRF layer was utilized to detect boundaries. This model was
also used to implement probabilistic inference over the segmentation model. Thus, in the
Bayesian SegNet, a posterior distribution over the convolutional weight (W) for a given
training dataset X exhibiting labels Y and probability distribution p can be achieved using
Equation (1). However, the management of posterior distribution is difficult. Therefore,
the weight distribution needs to be approximated through variational inference [54]. This
provides the distribution learning over the weights q(W) of the architecture [55]. This can
be achieved by applying the Kullback–Leibler (KL) divergence minimization, as shown in
Equation (2).

(W|X, Y) (1)

(q(W)||p(W|X, Y)) (2)

For each convolution layer (i) with K × K dimensions, an approximation of the Gaus-
sian process can be modeled using Equation (3), where j indicates units, bi represents the
vectors of Bernoulli distributed random variables, pi represents dropout probability, Mi
indicates variational parameters, and Wi shows the approximated variational distribu-
tion [56]. A standard value of 50% was used to account for the dropout probability (pi)
optimization associated with neurons. This allows avoiding overfitting of the model during
the training process [57].

bi, j ∼ Bernoulli(pi) for j = 1, . . . , Ki
Wi = Mi (bi)

(3)

The dropout method was used for model training. Generally, a posterior distribution
of SoftMax class probabilities can be obtained during training using a dropout method.
The sample means can be utilized for the prediction of segmentation. In comparison, class
output uncertainty can be modeled by calculating the means of the variance measurements
per class. Furthermore, MATLAB R2017b was used to re-examine and manage crack and
non-crack labels after image labeling.

3. Development of the CNN

The development process of the proposed CNN architecture for crack detection and
training of the developed model is discussed in this section. This was achieved by imple-
menting the U-Net architecture, the details for which are subsequently provided.

3.1. U-Net Model Architecture

U-Net architecture is a popular end-to-end architecture used to execute semantic
segmentation precisely and efficiently [58]. A U-Net implementation was used to pass
model configurations such as activation, function, and depth as arguments while creating
the current CNN model. The U-Net architecture (with encoder and decoder) used for crack
detection is presented in Figure 5. To capture features at different image scales, functions
and the repeated conventional stack of layers (k = 3, s = 1) in each block were used as the
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encoder architecture. In addition, after each convolution block, a non-linearity layer and a
max-pooling layer (k = 2, s = 2) are positioned.
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The symmetric expanding counterpart of the transposed convolution layers was used
for the decoder, which considers the up-sampling and collection of trainable parameters.
This assists the functionality of the max pool, which is the reverse of pooling layers. For the
decoder implementation, each convolution block is coupled with an up-convolutional layer
to receive output feature maps generated by the corresponding encoder blocks. Cropping
was done if the feature maps from the encoder layer display dimensions greater than the
decoder layer. Additionally, the output must pass to another convolution layer (k = 1,
s = 1) with an equal number of feature maps and defined labels. The proposed architecture
can offer context-based localization and solutions. The grey boxes in Figure 5 depict a
multi-channel feature map. The number of channels for the associated feature maps is
provided on the top of the box, whereas the x-y size is displayed at the lower-left edge of
the box. The white box in the figure corresponds to the copied feature maps, and arrows
indicate different operations.

3.2. Loss Formulation

The holistic nested edge detection (HED) method was developed to address two
important issues: holistic image training and multi-scale feature learning. HED is a DL
method used to convert pixel-wise edge classification into image-to-image prediction [59].
In the current study, we have implemented most of the HED notations and formulations by
applying some variations [43]. For example, for crack segmentation, this can be achieved
using a training set S with the image set In and the ground truth set Gn (Equation (4)),
In with j number of images (Equation (5)), and original input image Gn with j number of
images (Equation (6)).

S = {(In, Gn), n = 1, . . . , N} (4)

In = {I(n)j, j = 1, . . . , |In|} (5)

Gn = {G(n)j, j = 1, . . . , |Gn|}, Y(n) j ∈ {0, 1} (6)

The basic aim behind training a CNN is to minimize the differences between ground
truth and final CNN predictions. Each image is considered independently, and the side-
output layers are evaluated during training (Figure 5).
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3.2.1. Adversarial Loss

A max-min two-player game is used to execute adversarial networks, enabling real-
like images generated from the noise. Accordingly, alternate optimization of adversarial
network-based objectives is performed using Equations (7) and (8).

maxDVD (D, G) = E × p4 (x) [logD(x)] + Ez p4 (z) (7)

maxG VG (D, G) = Ez p4 (z) (8)

where D, G, and z represent the discriminator, generator, and the noise vector input,
respectively. Additionally, x denotes the real image in the training set, and D and G
maximize both equations leading to adversarial learning.

3.2.2. Cycle-Consistency Loss

The adversarial loss provides benefits in terms of obtaining structured images. How-
ever, it is insufficient to perform translation of crack image patches to the preferred structure
patch or vice versa when used alone. Due to this, a consistent pattern is not guaranteed
within the input and the output images. Thus, an additional parameter is required to
effectively train the architecture and maintain the consistent pattern of the input and output
images [60]. For a network, each sample x in the dataset X must return to the original
patch after cycle processing (x→ G(x)→ F(G(x))~x). The same holds for each structure
image y in the structure set (y→ R(y)→ F(R(y))~y). The discussed constraints lead to the
formulation of cycle-consistency loss as described in Equation (9). Here, Ex p4(x) represents
the expected probability distribution.

Lcyc (F, R) = Ex p4(x) (9)

4. Training of the Proposed CNN Model for Crack Detection
4.1. Model Training Using U-Net

For the crack detection U-Net architecture training, different parameters (i.e., U-
Net, loss function, stochastic gradient descent (SGD), central processing units/graphics
processing units (CPU/GPU), a learning rate scheduler, epoch, training, and training
validation data loader) were used in the study. The U-Net is trained through iterations
over training data loads followed by the transfer of batches to the training mode using the
network. Training produces results in the form of accumulated training loss, validation
loss, and learning rate. A loss function is used to compute loss, which considers the outputs
and the targets for loss calculation.

Matplotlib was used to analyze the training rate test results for both training and
validation loss, as shown in Figure 6, which also shows that the crack dataset used in this
study is devoid of overfitting or bias as both the training and test sets are used for the
proposed crack detection architecture. This ultimately assists in creating a more generalized
approach that is easily applicable to new datasets to achieve an overall better performance
and accuracy. The performance of training and test sets is plotted against the number of
steps used in the current approach. Comparable performance was achieved for both the
training and test sets after the initial 25 steps, as shown in Figure 6.
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4.2. Model Training Using CycleGAN

To train CycleGAN, two separate datasets are required; a crack image set (X) with
crack images {xi} and the structure library (Y) with images {yi}. The forward and reverse
GANs form the network topology allowing image translations from X to Y (F: X→ Y) and
Y to X (F: Y→ X). The network topology for the CycleGAN is presented in Figure 7.
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The main function of the CycleGAN is transferring the characteristics of one image to
another. Thus, it can address problems based on image reconstruction. The input image (x)
is initially considered and converted based on the generator (G) to a restructured image.
Later, this process is reversed to convert a restructured image to an original image through
the generator (F). This is followed by the mean squared error loss calculations between
the original and the reconstructed images. Thus, generator and discriminator are the two
core components of the CycleGAN. The generators provide samples from the anticipated
distribution, and the discriminator assists in determining the originality or realness of the
sample (i.e., real distribution or generated distribution).

The CycleGAN based network contains three parts: the encoder, transformer, and
decoder. The encoder is responsible for receiving input images for feature extraction
through the utility of three convolution layers. These convolution layers reduce the original
image size to a quarter. Depending on the input size, the output from the encoder is sent to
the transformer with residual blocks (6 or 9) after applying the activation function. This
output from the transformer is later transferred to the decoder based on a 2-deconvolution
block of fractional strides. This topology of the decoder helps in increased representation
in terms of size compared to the original size of the image [61–63]. There are generally
two discriminators to mediate the working of CycleGAN. These include the discriminator
Dx and Dy. Dx is used for distinguishing between the {xi} and {R(yi)} with Ladvr (reverse
adversarial loss), whereas Dy helps in distinguishing between {yi} and the translated images
{F(xi)}. This allows overcoming the differences in various domains and data imbalance. The
objective function for this process is given in Equation (10).

L = (Ladvf + Ladvr) + (L1fc + L1rc) (10)

Here, Ladvf denotes the forward adversarial loss and the parameter λ controls the
weight between the adversarial and the cycle-consistent losses. The variables L1fc and L1rc
indicate the two-cycle consistent losses with L1-distance formulas in both the forward and
reverse GAN, respectively [64].

5. Performance Evaluation of the Training and Test Sets

A set of evaluation metrics was used to evaluate the accuracy and overall performance
of the proposed CNN architecture. It was evaluated for both the test set and the training
set. The details of the performance parameters used in the current study are described in
the following sections.

5.1. Evaluation Metrics

Overall, in the current study, three parameters, including global accuracy (GC)
(Equation (11)), class average accuracy (CAC) (Equation (12)), and the mean intersec-
tion of the union overall classes (IoU) (Equation (13)), were used for the evaluation of
common semantic segmentation [9,40]. The GC metric provided an estimation of correctly
predicted pixels (in percentage). The GC metric is calculated using Equation (11), where n
and t represent the sample and technique under observation. The CAC estimates the predic-
tive accuracy over all the classes (ncls) (Equation (12)). Finally, the IoU metric quantifies the
percentage of overlapping pixels between the target mask and the output predictions [65].
Herein, n and t indicate the sample and the technique under observation.

GC = ∑i nii ∑i ti (11)

CAC =

(
1

ncls

)
∑i nii/ti (12)

IoU
(

1
ncls

)
∑i nii/(ti + ∑j nji − nii) (13)
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In addition to the aforementioned metrics, three other parameters, including precision
(P) (Equation (14)), recall (R) (Equation (15)), and F-score (F) (Equation (16)), were also
used for the performance evaluation of the proposed crack detection CNN model. These
metrics, including P, R, and F, were calculated to evaluate the semantic segmentation using
equations 18–20 [66,67]. P represents the predictions for a positive class included in the
collected dataset. The R parameter quantifies predictions for all the positive classes. Finally,
the F-score considers the P and R parameters, thus indicating model accuracy for the given
dataset [68].

P =
no o f true positives

no o f true positives + no o f f alse positives
(14)

R =
no o f true positives

no o f true positives + no o f f alse negatives
(15)

F =
2PR

R + R
(16)

5.2. Training and Test Accuracy

Two parameters, including average Precision (mAP) and IoU, were used in the current
study for assessing the accuracy of the training and test sets. The results are plotted in
Figure 8 where, P values were plotted on the x-axis and the R values on the y-axis, respec-
tively. These parameters were used in the current study to evaluate image segmentation.
Additionally, the IoU parameter was used to quantify common pixels between the target
mask and predictions of the outputs [29,67]. It is notable that for the selected crack dataset,
the IoU_min values increased from 0.1 to 0.9 while calculating the error on each point.
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Results in Figure 8 indicate that at an IoU_min value of 0.1, a maximum value of
mAP (0.76) was observed, indicating that the threshold should be high. Additionally, on
increasing the IoU_min from 0.1 to 0.9, a decrease in the mAP values is observed. The
threshold must not fluctuate; otherwise, it will lead to a compromised average accuracy.
Further, the model must achieve a high P-value and a lower R-value. In this study, the P-R
curves were computed by changing the threshold of the prediction confidence. To achieve
a match, this process was repeated at different IoU thresholds. Further, our results indicate
that computing a single P and R score at a particular IoU threshold was not adequate to
define the behavior of the proposed model’s full P-R curve. Thus, average P was utilized
for integrating the area under a P-R curve.
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5.3. Model Parameters

Fully convolutional network (FCN) [69], DSN [22], HED [70], and SegNet [71] were
used to build the proposed architecture for crack detection. Training of the CNN-based
architecture was performed using the Caffe library [15]. The model optimizations were
performed using stochastic gradient descent (SGD). Different parameters, including the size
of the input image, ground truth size, mini-batch size, learning rate, loss weight associated
with each side-output layer, loss weight associated with the final fused layer, momentum,
weight decay, and training iterations were used for fine-tuning the model. The fine-tuned
values for the selected parameters used in the current study are presented in Table 2.

Table 2. Model Parameters tuned for the network.

Serial No Parameter Value Tuned

1 Size of the input image 544 × 384 × 3
2 Ground truth size 544 × 384 × 1
3 Size of mini-batch 1
4 Learning Rate 1 × 10−4

5 Loss weight associated with
each side-output layer 1.0

6 Loss weight associated with
final fused layer 1.0 1.0

7 Momentum 0.9
8 Weight decay 2 × 10−4

9 Training iterations 2 × 105; reduce learning rate by 1/5 after 5 × 104

Batch normalization, side-output layers, and loss of function techniques were utilized
for the proposed CNN-based architecture to distinguish the crack and non-crack levels.
Image sizes were scaled according to input image sizes. Further, image segmentation was
utilized to analyze local images in-depth. The mini-batch size of 1 was selected based on
GPU capacity to reduce the time required for training. Moreover, to optimize training
and avoid getting stuck at the local minima, a learning rate starting from 0.0001 was later
adjusted based on momentum and weight decay. Thus, the proposed architecture helps in
improving the convergence and accuracy and eradicating the requirement of pre-trained
models for training the network.

5.4. Data Augmentation

Data augmentation forms an integral component of deep neural networks. For the
proposed crack detection, CNN model data augmentation was performed 16 times. Three
steps were used to perform data augmentation. These include: (1) rotating images to 8 dif-
ferent angles every 45◦ between 0◦ and 360◦, (2) cropping the rotated image by considering
the largest rectangle devoid of any blank regions, and (3) flipping images horizontally at
each angle. Finally, the architecture was trained using both raw and augmented images.
Both training and testing of the architecture were performed using the NVIDIA TITAN X
graphic card [17].

6. Model Application, Results, and Discussion

The utility of advanced computer vision-based and AI techniques (i.e., ANNs and
CNNs) can assist in overcoming the shortcomings of the conventional inspection meth-
ods [21]. Therefore, we proposed a modified version of a deep hierarchical CNN classifier
with 16 convolution layers and CycleGAN to predict pixel-wise segmentation in an end-to-
end fashion. For this purpose, the building cracks dataset was collected for mid to high
rise buildings (five stories and above) constructed since 2000, as shown in Figure 9. The
specifications of the DJI-MJ200 used in the current study for capturing images are also
elaborated in Figure 9.
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The distance from the crack in all images captured from Drone (DJI M200) was not the
same. Some images were aerial, and most were captured through an orthogonal trajectory.
Moreover, the edge has both the properties of rotation invariant feature transformation
(RIFT) and scale invariant feature transformation (SIFT), so it does not matter if the dimen-
sion of the image is changed or the detected object is global or local. The purpose of this
study was to detect cracks from the imagery captured based on (pixel to pixel) labeling and
assessment, which is a necessary step in heterogeneous data integration.

Image segmentation was used to analyze local images in-depth for crack detection in
buildings. This was achieved through the representation of the subject under consideration
through binary images. The total crack images were divided into two datasets to perform
training and the testing of the proposed CNN-based architecture for crack detection (crack
and non-crack). Some of the representative crack images included in the crack dataset and
the associated segmentation used in the current study are presented in Figure 10. The exact
coverage of the crack regions was achieved through the pixel-wise segmentation mapping
of each image. A pixel size of 544 ×384 was selected for the current study.

The crack images were collected from diverse scales and scenes from real-world situ-
ations to include a universal representation of crack. For the proposed CNN framework,
the total crack pixels included in the training and test sets were further distributed into
significant and weak crack pixels, respectively. This classification was performed to dis-
tinguish crack pixels based on the pixel width. For example, cracks with a pixel depth of
0 to 5 were categorized as having severe damage and water straining. Furthermore, the
batch normalizations were incorporated in the proposed architecture to reduce network
over-fitting and boost the overall performance. Moreover, for the refinement of dense
regions, both conditional random fields and the faster/efficient guided image filtering
methods were implemented in the current study.

The proposed CNN-based model for crack detection was trained using five approaches,
including Guided Filter (GF) method, Baseline (BN) method, Deep-Crack BN, Deep-Crack
GF, and SegNet. For the Deep-Crack BN, the modified version of DeepCrack-Basic was
used based on HED [12,13] and loss of function architecture. DeepCrack-Basic is modified
to achieve Deep-Crack BN mainly through the addition of batch normalization layers
before each activation operation. Similarly, the Deep-Crack GF is a version of Deep-Crack-
BN with an additional guided filtering module. The PSPnet based multi-focus method
was used for the fusion of images. Furthermore, the current study used a DEEPLAB

https://www.dji.com/zenmuse-xt2
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method employing deep CNNs, atrous convolution, and fully connected CRFs [17] to
perform image segmentation. Herein, the PSPnet was used to extract the focused regions
of an image.
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The total crack pixels included in the training and test sets were further distributed
into significant and weak crack pixels for the proposed CNN framework. This classification
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was performed to distinguish crack pixels based on the pixel width. For example, cracks
with a pixel depth of 1 to 5 were categorized as weak cracks, whereas cracks with a pixel
width above 5 were classified as significant crack pixels. Moreover, a data augmentation
approach based on random image cropping and patching was used for the proposed deep
CNN architecture for label generation and crack detection during training. The frequency
of crack pixels was predicted, and related labels or bounding boxes were located using data
distribution and spatial location.

Despite other structures in the images, the prediction gives a high score for the area
where positive classes are present. For the proposed CNN framework, the total crack pixels
included in the training and test sets were further distributed into significant and weak
pixels, respectively (Figure 10). This classification was performed to distinguish crack pixels
based on the pixel width. For example, a crack with a pixel depth of 0–5 was categorized as
a deep crack. Similarly, a crack with a pixel width above 5 depicts object features. Moreover,
a data augmentation approach based on random image cropping and patching was used
for the proposed deep CNN architecture for label generation and crack detection during
training. The frequency of crack pixels was predicted, and related labels or bounding boxes
were located using data distribution and spatial location.

Both baseline and extended architectures have been used in the current study. The
extended architecture method has incorporated data augmentation, the fusion method, and
decay of learning rates. The baseline method does not take into account data augmentation.
The results of both the baseline and extended methods are presented in Figure 11. It is
shown that the extended architecture outperforms the baseline architecture, as indicated by
the improved F-score value of 0.858 compared to 0.807.
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Overall, the performance was assessed for all five studied methods, including base-
line, extended method, DeepCrack-BN, DeepCrack-GF, and SegNet. Results indicate that
the extended architecture outperformed all other parameters, as shown by the values of
performance evaluation metrics presented in Table 3. The model performance was eval-
uated considering the GC, CAC, Mean IOU, P, R, and F-score metrics. For each of these
architectures, cross-validation was performed, and predictive power was assessed based
on the aforementioned evaluation parameters.
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Table 3. Performance evaluation metrics for the selected threshold segmentation methods.

Outputs Global Accuracy Class Average Accuracy Mean IoU Precision Recall F-Score

Our Method with
Guided Filter 0.990 0.939 0.879 0.838 0.879 0.8581

Our Baseline Method 0.988 0.899 0.896 0.84 0.784 0.807
DeepCrack-BN 0.982 0.898 0.822 0.768 0.806 0.786
DeepCrack-GF 0.964 0.875 0.825 0.787 0.724 0.754

SegNet 0.871 0.819 0.649 0.626 0.66 0.643

The application of CNNs for crack detection has been frequently reported in the
literature. For example, Nguyen et al. have reported CNN architecture based on five
convolutional layers with a kernel size of 3 × 3 pixels or 4 × 4 pixels for pavement crack
detection [14]. In addition, a max-pooling layer with a 2 × 2 pixel kernel size was added
after each convolutional layer [32]. More recently, a model based on neural architecture
search technology with pre-trained weights on the ImageNet has been reported [46,72–74].
Herein, testing was performed by collecting crack images from different locations and the
proposed model was compared with three other models (MobileNetV2, DenseNet201, and
InceptionV3). The results demonstrated that their proposed model displays an accuracy of
about 0.99, a reduced number of parameters, and a better generalization [19].

Additionally, a CNN based on two-step pavement crack detection and segmentation
method has been reported by Liu et al. that uses a modified U-Net in the second step.
Moreover, F1 scores of 90.58% and 95.75% have been reported for the proposed crack
detection and segmentation methods [2]. It is notable that, similar to the already reported
models, our final model displays accuracy of about 0.99 that lies within the comparable
range of the reported models.

Li and coworkers have reported the comparison of CrackU-net with conventional
methods, FCN, and U-net [19]. Notably, the CrackU-net outperforms other methods as
indicated by the accuracy, P, R, and F-scores of 0.9901, 0.9856, 0.9798, and 0.9842, respec-
tively [16]. Furthermore, Fan et al. [15] proposed an ensemble of CNNs for the automatic
detection of pavement cracks. The results indicate that compared to Crack Forest Dataset
(CFD) and AigleRN database for pavement images, the proposed model displayed superior
performance (P = 0.9552, R = 0.9521 and F1 = 0.9533) [15].

Soni [75] investigated crack detection in structural designing structures. The study
proposed crack detection in buildings based on completely convolutional arrange (FCN)
for semantic division on concrete crack pictures. Three system models were assessed for
characterizing a dataset of 40,000, 227 × 227 pixel pictures. For semantic division, the
encoder-decoder FCN connect with the VGG16-based encoder on 227 × 227-pixel crack-
named pictures (500 subsets). As a result, the FCN organize accomplishes about 90% in
normal exactness, distinguishing cracks and thickness measured precisely.

In comparison to the above studies, it is evident that our extended method displays
a superior performance to all other methods, thus showing GC, CAC, Mean IOU, P, R,
and F-score values of 0.990, 0.939, 0.879, 0.838, 0.879, and 0.8581, respectively, as shown in
Table 3. The performance of our proposed model lies within a comparable performance
range as indicated by the performance evaluation metrics reported by previous studies.
The results indicate that the baseline methods are better than the other studied methods.
The performance of the extended method is slightly better in comparison to the baseline
method. The baseline provides good generalization as a weighted average has been added
instead of simple fusion averaging. In comparison, the extended method takes into account
the CRF-based fusion. Overall, the lowest performance was achieved by the SegNet
architecture.

Our proposed architecture displays a substantial improvement in the overall perfor-
mance compared to all methods (PSPNet DeepLab and SegNet) included in the current
study. Moreover, the results might vary for the aforementioned methods mainly due to
certain intrinsic differences between crack and edge detection methods. Based on these, we
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can propose the extended model to be ideal for real-time IP of crack images. Overall, the
proposed CNN architecture will ultimately improve convergence and accuracy. It will also
eliminate the requirement of using a pre-trained model for network training. Moreover, the
identification and analysis of building cracks through the proposed machine learning-based
model will significantly improve the efficiency of building crack detection.

7. Conclusions

Crack detection is a challenging and time-consuming endeavor. There are several
limitations of manual damage inspection in the context of objectivity and reliability. These
limitations can be addressed by the utilization of automatic methods. AI and ML ap-
proaches have been reported in the literature for effective monitoring of such damages.
Among the relevant techniques, CNN-based models have emerged as one of the most
promising computer vision and DL methods for automatic learning and detection of image
features. Furthermore, the CNNs reduce noise effects as they do not require the extraction
of image features. Due to numerous advantages of the CNN architectures, we proposed a
16-layer CNN architecture with the integration of CycleGAN to predict pixel-wise segmen-
tation and detect cracks in mid to high rise buildings in Sydney.

Extended FCN and DSN are also added to the proposed approach, which helps
achieve direct and highly integrated supervision of features at all convolutional stages. Our
proposed architecture also provides adequate learning and aggregation of both multi-scale
and multilevel features during the training procedure. The proposed CNN-based crack
detection architecture differs from the conventional architectures as it considers multiple
layers compared to traditional architectures that only consider the last convolutional layer.
Further, GF and CRFs methods have also been included in the current study to refine
the overall output predictions. Additionally, a major highlight of the current study is the
collection of crack images from different buildings in an efficient, time- and cost-effective
manner using UAVs. The proposed 16-layer deep hierarchical CNN-based model displayed
a superior performance, as indicated by the model evaluation parameters. The architecture
was evaluated against five methods: GF, BN, Deep-Crack BN, Deep-Crack GF, and SegNet.
Overall, the GF method outperformed all other methods. Moreover, GF methods displays
GC, CAC, Mean IOU, P, R, and F-score values of 0.990, 0.939, 0.879, 0.838, 0.879, and 0.8581,
respectively. The lowest performance was achieved for the SegNet method.

In addition to the promising performance of CNN, there are certain limitations. These
are mainly associated with the inclusion of the CycleGAN for per-pixel segmentation.
CycleGAN helps in achieving remarkable performance but also brings along several chal-
lenges associated with its application. Non-convergence, instability, and collapse are the
shortcomings associated with the use of CycleGAN with an inappropriate architectural
design, objective function, and optimization algorithm. Additionally, the CycleGAN me-
diates the one-to-one associations for a model that is insufficient to describe relationships
across complex domains. Furthermore, the current study did not consider the photometric
value manipulation and use of HSV (hue, saturation, value) for data augmentation. Thus, it
points towards the utility of photometric values and HSV for data augmentation in future
studies to ultimately achieve better accuracy.

The current study, due to travel restrictions, lockdowns and movement concerns, is
restricted to the case study of Sydney only. Other studies can consider different climatic
regions globally to extend the study to other smart cities. Similarly, in the case of Australia,
comparisons and assessments with other coastal cities such as Melbourne can be made in
the future to realize the Australian smart city dream. Further, the current study focuses
on mid to high-rise buildings. In the future, a holistic drone-based monitoring framework
for different building types, including small, medium, and high-rise buildings, can also
be developed. Finally, transfer learning concepts may help generalize the results to other
similar cities and building types.

The CNN-based architecture proposed in the current study will help provide efficient,
timely, cost-effective, real-time detection and monitoring of damages. Furthermore, the
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proposed architecture can be applied to other cities and types of infrastructure. This
will help avoid the loss of human lives and economic losses and allow the continuation of
routine maintenance. Moreover, the proposed framework provides an additional advantage
of scalability, such that it can be easily scaled to any device.
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Appendix A

Table A1. List of Abbreviations.

S. No Abbreviation Full Form

1 AI Artificial Intelligence
2 ANNs Artificial Neural Networks
3 CNNs Convolutional Neural Networks
4 CycleGAN Cycle Generative Adversarial Network
5 CRFs Conditional Random Fields
6 CAC Class Average Accuracy
7 FoV Field of View
8 FCN Fully Convolutional Network
9 FPR False Positive Rate
10 GC Global Accuracy
11 GNSS Global Navigation Satellite System
12 HSV Hue Saturation Value
13 HED Holistically-Nested Edge Detection
14 KL Kullback-Leibler
15 MMS Mobile Measurement System
16 MB Megabytes
17 ROC Receiver Operating Characteristic
18 SGD Stochastic Gradient Descent
19 TPR True Positive Rate
20 UAV Unmanned Aerial Vehicle
21 VGG Visual Geometry Group
22 VTOL Vertical Take-Off and Landing
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Appendix B

Table A2. Software and Hardware Used in the Paper.

Software Hardware

Background Sessions of WanDB
(Data Distribution) Drone: DJI M200

Library: PyTorch Intel Core i9-10900KF (10 × 3.70 GHz, 20MB L3 cache, 125 W)
IDE: Anaconda 4.0 GPU (GeForce RTX 2080 Ti).

Language: Python & MATLAB 2017 Camera: XT2
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