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Abstract: Unmanned aerial vehicle (UAV)-assisted networking and communications are increasingly
used in different applications, especially in the data collection of distributed Internet of Things (IoT)
systems; its advantages include great flexibility and scalability. However, due to the UAV’s very
limited battery capacity, the UAV energy efficiency has become a bottleneck for longer working time
and larger area coverage. Therefore, it is critical to optimize the path and speed of the UAV with less
energy consumption, while guaranteeing data collection under the workload and time requirements.
In this paper, as a key finding, by analyzing the speed–power and the speed–energy relationships of
UAVs, we found that there should be different speed selection strategies under different scenarios
(i.e., fixed time or fixed distance), which can lead to much-improved energy efficiency. Moreover, we
propose CirCo, a novel algorithm that jointly optimizes UAV trajectory and velocity for minimized
energy consumption. CirCo is based on an original projection method, turning a 3D problem (GN
locations and transmission ranges on the 2D plane, plus the minimum transmission time requirements
on the temporal dimensions) into a 2D problem, which could help to directly find the feasible UAV
crossing window, which greatly reduces the optimization complexity. Moreover, CirCo can classify
the projected conditions to calculate the optimal path and speed schedule under each category, so
that the energy consumption of each situation can be fine-regulated. The experiments demonstrate
that CirCo can save as much as 54.3% of energy consumption and 62.9% of flight time over existing
approaches.

Keywords: unmanned aerial vehicles; internet of things; efficient resource management; power
optimization; energy optimization; trajectory scheduling; speed scheduling; projection method; UAV
application; ground sensor coverage

1. Introduction

The advantages of unmanned aerial vehicles (UAVs) include deployment flexibil-
ity, large coverage ability, and cost reduction [1,2]; they have been increasingly used in
many emerging applications, such as target detection [3,4], video monitoring [5,6], pack-
age delivery [7,8], mobile edge computing [9,10], and communication networks [11–13].
In particular, for some space–air–ground–ocean IoT applications, UAVs help with data
collection/transmission from distributed IoT nodes [14–16]. Previously, in this scenario, a
large number of IoT ground nodes (GNs) not only needed to transmit their own data to the
remote stations, but also needed to relay data to the other nodes, which was inconvenient
and inefficient [17–19], running contrary to the limitation of the sensor’s small battery
capacity, short transmission range, and the requirements for a long service life. However, as
shown in Figure 1, leveraging UAVs to collect data directly and periodically from the GNs
in a close range can greatly save the energy consumption of the IoT ground nodes in many
large-scale and long-term IoT application scenarios, such as smart cities [20], air quality
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sensing [21,22], intelligent agriculture [23,24], as well as new scenarios, such as disaster
relief, emergency communication, and fire/flood monitoring [25–27].

Figure 1. An illustration example: A UAV is dispatched to collect data from a series of ground IoT
nodes for scenarios such as fire/flood monitoring, intelligent farming, air quality sensing, etc.

In the above scenarios, due to the very limited energy supply of UAVs (usually
running with batteries), energy consumption becomes a crucial bottleneck for longer
working times and a larger area coverage [28–30]. Therefore, it is critical to find methods
to improve the energy efficiency of the UAV. Meanwhile, for data collection applications,
a UAV needs to visit a large number of irregularly distributed ground nodes crossing
large areas and is required to finish data transmission tasks on time. Since the main UAV
energy power consumption comes from the flying part [31,32], both shorter paths and more
efficient speeds would help to reduce the energy costs, there exist many energy efficiency
improvement opportunities as well as challenges with the UAV trajectory and velocity
scheduling.

Many studies focus on reducing UAV energy consumption or minimizing flight times
by optimizing the trajectory or velocity. For example, Shan et al. [31] developed an inspir-
ing speed scheduling solution to minimize energy consumption by finding paths through
virtual rooms. Gong et al. [18] proposed an energy-efficient algorithm that considered data
collection time, sensor transmit power, and UAV speed. Mozaffari et al. [33] analyzed the
optimal movement of the UAV trajectory with the limitation of the active time of IoT de-
vices to achieve the minimum UAV energy consumption. Baek et al. [34] jointly optimized
the UAV Hovering location and duration to reduce the energy consumption of sensors
and maximize energy harvesting under data collection at a fixed speed. Fewer studies
have jointly considered the speed adjustment and trajectory scheduling. Zhan et al. [35]
used alternating optimization and successive convex approximation techniques to min-
imize energy consumption. Zeng et al. [36] used a path discretization method and a
successive convex approximation technique to reduce energy consumption. However, the
data transmission tasks were assumed to be finished instantaneously in this article, which
ignored the fact that, in some cases, the task volume may have been too large to complete
the transmission instantaneously. When considering this case, the optimization becomes
much more complex because the UAV needs to stay within the transmission range of each
mission for enough time to complete the transmission task. However, if we can jointly find
a trajectory to keep the total distance as short as possible, and adjust the actual velocity
close to the most energy-efficient speed while meeting the transmission time requirements,
it could greatly improve the UAV energy efficiency.

Hence, in this paper, we propose CirCo (circle-crossing), a UAV energy optimization
algorithm that jointly considers its path planning and speed scheduling for data collec-
tion tasks with a certain number of GNs. Specifically, this paper makes the following
contributions:

• In the previous studies, the UAV velocity optimization is only based on the relationship
between speed and power, which we found may not always lead to the best energy
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efficiency. As a key finding in this paper, we also analyzed the relationship between
speed and energy consumption per unit distance, and found that there should be
different speed selection strategies under different flying scenarios (i.e., fixed-time
cases or fixed-distance cases), leading to much better UAV energy efficiency.

• We propose CirCo, a novel algorithm to jointly optimize the trajectory and velocity of
the UAV for minimized total energy consumption while meeting all communication
task requirements. It adopts an original projection method to convert the 3D scenario to
the 2D plane corresponding to the transmission ranges and time requirements of GNs,
which greatly reduces the complexity of the problem. Then CirCo leverages a speed
selection strategy to determine the most energy-efficient speed and the corresponding
path within the constraint range derived by the projection method.

• We verify the effectiveness of CirCo through experiments with real UAV data. Simu-
lation results show that CirCo can save as much as 54.3% energy and 62.9% in flight
times and it is very close to the lower bounds of energy–flight time consumption to
complete the transmission tasks.

The rest of the paper is organized as follows. Section 2 introduces the UAV energy
consumption model and presents the problem formulation. Section 3 describes the design
of CirCo in detail with an example. Section 4 presents the evaluation results. Finally,
Section 5 concludes the paper.

2. Materials and Models

Before the joint trajectory and velocity optimization of UAVs, we first need to formulate
a reliable model of the energy consumption of UAVs. Since we do not intend to introduce
a new physical model for the power consumption of rotary-wing UAVs, we derived an
analytical energy model that is suitable for research in UAV communications based on [36].
Interested readers may refer to [36] for more detailed theoretical derivations based on the
actuator disc theory and blade element theory [37]. The notations used in this appendix are
summarized in Table 1.

Table 1. Main notations and terminologies of the UAV.

Notation Physical Meaning Simulation
Value

W Weight of UAV in Newton 20
ρ Air density (kg m−3) 1.225
R Roter radius (m) 0.4
n Number of blades 4
l blade chord length (m) 0.0157
Ω Blade angular velocity (r/s) 300

s
Roter solidity, defined as the ratio of the total blade area to the rotor disc
area, = n×l×R

π×R2

0.05

SF Fuselage equivalent flat area (m2) 0.0151
dF Fuselage drag ratio, = SF

s×π×R2 0.6
k Incremental correction factor to induced power 0.1
v0 Mean rotor induced velocity in hover, =

√
W

2×ρ×π×R2 0.0157

δ Profile drag coefficient 0.012

Next, we analyze the UAV energy consumption model, introduce the system model,
and give the key principles for speed adjustments based on two energy relationships. We
then formulate the joint speed and trajectory management as a constrained optimization
problem.

2.1. Energy Consumption Model

The energy consumption of a UAV mainly has two parts, the transmission part and
the flight part. According to related studies [31,38], the transmission takes only 0.1% of
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the total UAV energy in our scenario, which is relatively negligible. Therefore, similar
to previous work [32,36], we formulate the UAV power by focusing on the flight energy,
shown as Equation (1):

P(v) = P0(1 +
3v2

(ΩR)2 ) + Pi(
2

√
1 +

v4

4v4
0
− v2

2v2
0
)

1
2 +

1
2

dFρsπR2v3

P0 =
δρsπR2(ΩR)3

8
, Pi = (1 + k)

W1.5√
2πR2ρ

(1)

Similarly, the energy consumption per unit distance of the UAV can also be calculated,
shown in Equation (2).

Epd(v) = P(v)t/vt = P(v)/v, v > 0 (2)

Figure 2 shows that both the curve of power (P) and energy consumption per unit
distance (Epd) increase and then decrease as the velocity V increases. However, these two
curves are not identical; hence, there will be different optimal velocities to minimize P or
Epd, respectively. We use VP to represent the most energy-efficient speed under the curve of
the relationship between V and P. Similarly, VE represents the most energy-efficient speed
under the curve of the relationship between V and Epd.
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Figure 2. The UAV power or energy consumption functions. The blue and orange-dashed curves
represent the relationship between power consumption, speed, and energy consumption per unit
distance(Epd), respectively.

The difference between optimal velocities VP and VE means that the energy consump-
tion is different when adopting the optimal velocity based on different curves. On one
hand, to cope with a speed optimization problem with a fixed time limit T, choosing VP
over VE can save more energy. The total energy Q is the product of power P and time T,
and Q is minimum when P is minimum for a fixed value of T. Moreover, VP corresponds
to the minimum power, which will lead to the minimum energy in this scenario. On the
other hand, for a speed optimization problem with a fixed distance D, choosing VE over VP
can save more energy. Therefore, the principles of the UAV speed selection are: (1) select
a speed as close as VE for a fixed-distance scenario. (2) Select a speed as close as VP for a
fixed-time scenario.

2.2. System Model

We assume a series of GNs, e.g., wireless sensors and IoT devices, are irregularly
distributed on the ground, such as in large-scale factories, farms, forests, etc., to perform
monitoring tasks and sensing data, as shown in Figure 3. GNs have different transmission
ranges and different data sizes to be transmitted. We assume that the data size of the task
between UAV and each GN is pre-known and the transmission rate is determined in the
communication areas of every GN, so that the minimum transmission time τi,j required for
the UAV to finish the data transmission with GN can be calculated in advance. Without
the loss of generosity, we use settings and parameters; these parameters can be adjusted to
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different real cases accordingly. We assume UAV can only communicate with one GN at
a time, due to limited channel capacity [31]. A UAV files over the transmission ranges of
these GNs to collect sensed data from these nodes. The UAV can fly slowly, fly fast, or even
hover to finish each data collection task within the transmission range.

Ground nodes

Transmission range 
of ��ground ����

Ground node cluster 
(

Figure 3. Scenario modeling: irregularly distributed GNs (gi,j) could have different transmission
ranges and different amounts of transmission workloads. The GNs with ranges in a connected
domain are grouped as a cluster (Gi).

The parameters in the process of UAV-assisted data collection in the system are shown
in Table 2.

Table 2. List of the major notations.

Notation Description

Gi The ith ground node cluster (GNCs)
I/J The total number of GNCs/GNs
(Xi, Yi) The location of the center point for the ith GNC
TSi/TEi The time when the UAV leaves Si or arrives Ei
Li The vector path from Ei to Si+1
Vi The velocity of the UAV between Ei and Si+1
gi,j The j ground node(GNs) in the ith GNC
Ji The total number of GNs in the ith GNC
(xi,j, yi,j) The location of gi,j
ri,j The radius of gi,j
τi,j The minimum communication time of gi,j
oi,j The overlapped area between gi,j and gi,j+1
si,j/ei,j The starting/endpoint of communication in gi,j
tsi,j/tei,j The time when the UAV leaves si,j or arrives at ei,j
li,j The vector path from si,j to si,j+1
vi,j The velocity of the UAV between si,j and ei,j
H The altitude of the UAV
Epd/P The power/(energy consumption per mile) of UAV
VP/VE The UAV velocity corresponding to minimum P/Epd
Qtotal The total consumption of UAV
Qintra/Qinter The consumption of the UAV insides/among GNCs

Since every GN has a limited communication range, two GNs can either have over-
lapped ranges or disjoint ranges. Therefore, to better model the GN relationship, we define
the concept of the ground node cluster (GNC), in which GNs with overlapped communica-
tion ranges form a connected domain, as shown in Figure 3. In addition, we also define
the coordinates of the center point for a GNC as the average of all locations of GNs within,
which can be described as Equation (3).



Drones 2022, 6, 376 6 of 17

Xi =
∑Ji

j=1 xi,j

Ji
, Yi =

∑Ji
j=1 yi,j

Ji
, i ∈ [1, I] (3)

In the GNC range, the trajectory and velocity planning need to consider the limitations
of the transmission tasks for each GN while the UAV only considers how to reduce the
energy consumption since no sensor nodes among GNCs means no transmission tasks.
Therefore, we divided the whole trajectory and velocity optimization into two parts: intra-
GNC part and inter-GNC part, representing the optimization within GNCs and among
GNCs, respectively. In the range of GNC, for two GNs with overlapping transmission
ranges (such as gi,j and gi,j+1), the UAV can communicate with either one of the two GNs
in this area. Therefore, in some cases, when the UAV begins to transfer the data of gi,j+1, it
is still in the range of gi,j. So, we define the time interval between the starting time of gi,j
and that of gi,j+1 as the actual flight time of gi,j.

2.3. Problem Formulation

To jointly optimize the UAV trajectory and velocity, with J GNs in I GNCs, the problem
is formulated as Equation (4):

min(Qtotal) = min(Qintra) + min(Qinter) (4)

The total energy can be divided into two parts. Moreover, the energy consumption
inside GNC can be calculated by Equation (5):

Qintra =


∑I

i=1(∑
Ji
j=1

∫ tsi,j+1
tsi,j

P(vi,j)dt) , fixed time;

∑I
i=1(∑

Ji
j=1

∫
li,j

Epd(vi,j)ds) , fixed distance.
(5)

In addition, the energy consumption among GNCs can be calculated by Equation (6):

Qinter =


∑I

i=0(
∫ tSi+1

TEi
P(Vi)dt) , fixed time;

∑I
i=0(

∫
Li

Epd(Vi)ds) , fixed distance.
(6)

where Qinter,0 and Qinter,I represent the energy consumption from the take-off point of the
UAV to G1 and from GI to the UAV take-off point, respectively.

In addition, the optimization problem needs to meet the following constraints:

tei,j − tsi,j ≥ τi,j, ∀i ∈ [1, I], j ∈ [1, Ji] (7)

tsi,j+1 − tei,j ≥ 0, ∀i ∈ [1, I], j ∈ [1, Ji] (8)

TSi+1 − TEi > 0, ∀i ∈ [1, I] (9)√
|xi,j − xi,j+1|2 +

√
|yi,j − yi,j+1|2 < |ri,j + ri,j+1|, ∀i ∈ [1, I], j ∈ [1, Ji − 1] (10)√

|xsi,j+1 − xsi,j|2 +
√
|ysi,j+1 − ysi,j|2 ≥

√
|xei,j − xsi,j|2 +

√
|yei,j − ysi,j|2,

∀i ∈ [1, I], j ∈ [1, Ji − 1]
(11)

√
|XSi+1 − XEi|2 +

√
|YSi+1 −YEi|2 > ri,Ji + ri+1,1, ∀i ∈ [1, I] (12)

Constraint (7) ensures that each UAV flight time with GN satisfies the minimum
transmission time requirements. Constraint (10) is the extension of the definition of GNC,
which enforces the transmission ranges of two adjacent GNs to intersect while determining
the order in which the UAV communicates with the GNs of every GNC. Constraints (8)
and (11) demand that the UAV complete one transmission task before communicating
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with the next GN. Similarly, constraints (9) and (12) demand that the UAV complete all the
transmission tasks in one GNC before starting to communicate with that of the next GNC.

The above optimization problem is a non-integer and nonlinear programming problem
with many complicated constraints, which is difficult to solve directly. Therefore, we
propose CirCo, which can provide a practically approximate optimal solution with much
less complexity.

3. CirCo Methods

In this section, we first introduce CirCo, a joint UAV trajectory and velocity opti-
mization framework, as shown in Figure 4. First, the information of all IoT ground nodes
would be collected, including location information and the sizes of the data that need to be
transferred. Then, CirCo would group these GNs based on the overlapped transmission
ranges, which means all GNs in a connected domain are considered as one cluster, called a
GNC. Moreover, a greedy strategy would be adopted to determine the visiting order on the
GNC and GN levels, respectively. Furthermore, based on the order and cluster information,
CirCo would design the trajectory of the process in each cluster by an algorithm of the
projection method and determine the corresponding speed with two-speed selection princi-
ples. Moreover, the UAV would finish all data collection tasks as scheduled and calculate
the total energy consumption and flight time.

Clustering & Visit Ordering

inter-path            

Trajectory scheduling 

intra-path            

Projection 

Algorithm

Fixed-time 

Speed selection 

Fixed-path

IoT ground 

nodes

𝑉𝑈𝐴𝑉 → 𝑉𝑃 𝑉𝑈𝐴𝑉 → 𝑉𝐸

a

c
results

Traverse
each cluster

a

b

c

b

Done

Figure 4. Illustration of the framework for the whole data collection process.

3.1. Cluster and Order Determination

As shown in Figure 4, CirCo begins with GNs clustering after the GN information
collection. Based on the overlapping transmission ranges, all GNs in a connected domain
are considered as one cluster, called a GNC. Then, CirCo adopts a greedy strategy to
determine the visiting order on the GNC and GN levels, respectively. For each time, CirCo
selects the GNC (GN) closest to the current location. First, CirCo determines the order
of GNCs to be visited based on the distance relationship between the central coordinates
of each GNC. Then the order that the UAV visits the GNs in each GNC is determined in
sequence according to the distance relationship between the GNs. In addition, CirCo selects
the GN nearest to the last GN of the previous GNC as the starting GN in this GNC. For the
initial GNC, the starting GN is the one that is nearest to the starting position of the UAV.
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3.2. Design of the Projection Method

After determining the visiting order, the next step is to find the optimal trajectory and
velocity to minimize energy consumption. Firstly, we divide the problem into two parts,
intra-GNC and inter-GNC.

The inter-GNC is a process where the UAV travels to the next GNC after completing
all tasks of the previous GNC. Due to no data collection tasks between GNCs, the UAV
only needs to fly at VE from the starting point to the endpoint between any two sequential
GNCs, accordingly, Moreover, for the inter-part between the Gi and Gi+1, the starting point
is the leaving point when the UAV comes out of Gi. Then UAV flies in the direction of the
location of the first GN in Gi+1. Moreover, the endpoint is the border point where the UAV
flies to the border of the transmission range of the first GN in Gi+1.

The intra-GNC is a process where the UAV flies across a series of transmission ranges
inside each GNC and finishes all data collection tasks from all GNs within. When planning
the trajectory and speed of the UAV, we need to ensure that the UAV could remain long
enough in each range of nodes for data collection tasks, which would be more complex.
Moreover, it is a key part of the optimization procedure of CirCo. We propose a projection
method to simplify and directly solve this problem. Before elaborating on the algorithm
details, the mathematical principles are presented in this part.

We leveraged a 3D model with three axes, x, y, and t; the x and y axes are used to
describe the location of the UAV, while the t axis represents the time of the UAV at a certain
location. The velocity of the UAV is described in Equation (13).

V =

√
(

∆x
∆t

)2 + (
∆y
∆t

)2 =

√
∆x2 + ∆y2

∆t
(13)

When the UAV collects data from a GN, it needs to satisfy two constraints: (1) within
the transmission range of this GN; (2) the transmission time between the UAV and this GN
must be greater than the minimum time requirement of this GN. In a 3D space, each GN
constraint is a cylinder, as shown in Figure 5a. The UAV needs to pass through the interior
of each cylinder from one circular surface to the other. The heights of the cylinders on the
t-axis are the values of the actual flight times of these GNs.

Ideally, the UAV should fly in a straight line from the starting point to the endpoint at
VP, always within the communication ranges of the GNs, which means that the trajectory
in a 3D space can pass through all cylinders as the minimum transmission time of these
GNs. However, in reality, due to the distribution of GNs and the time requirements of
transmission tasks, this ideal case can hardly be achieved. Therefore, in every step, CirCo
chooses to pass through as many cylinders as possible, in a straight line, to obtain an
approximate optimal solution. However, it is difficult to intuitively judge how many
cylinders CirCo can pass through all at once.

Therefore, we propose an ingenious projection method to map this 3D problem to
2D. Figure 6 illustrates the process of projection. Firstly, CirCo leverages the plane of the
first overlapped area (oi,j) as the projection plane, i.e., the plane that t = t1 in Figure 5a.
Then, CirCo projects the following overlapped area (oi,j+1) to this plane, and the result
is the overlapped area of the two green circles, as shown in Figure 6a. Then, CirCo can
directly derive the feasible crossing window, which is the common intersected region of the
first overlapped area (oi,j) and the projection area of the following overlapped area (oi,j+1),
marked in green in Figure 6b. If there are more GNs in this cluster, similarly, CirCo needs
to project as many overlapped areas as possible until the projection of the next overlapped
area has no feasible crossing window. Moreover, the final common intersection region of
the first overlapped area (oi,j) and all the projection areas are the feasible crossing window.
At this point, one projection ends. (The new projection could repeat if needed). Note that
the contraction ratio of the projection area to the original overlapped area is related to the
minimum transmission time required by each GN. As shown in Figure 5a, if CirCo projects
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oi,j+1 to the plane of oi,j based on the red starting point, then the ratio of the oi,j+1 projection
o
′
i,j+1 to oi,j+1 is t1/t2.

After the projection is finished, CirCo will find the optimal trajectory and velocity in
the feasible crossing window, which will be explained in detail in the following section.

x

y

tt1 t2 t3

gi,j+2gi,j gi,j+1
oi,j+1oi,j

(a) The 3D model

y

tt1 t2 t3

yb1

yt1

yb2

yt2
yt3

yb3

(b) View in the yot plane

t

x

t1 t2 t3
xb1

xt1
xb2

xt2

xt3

xb3

(c) View in the xot plane

y

x
yb1

yt1

yb2

yt2
yt3

yb3

xb1 xb2 xb3xt1 xt2 xt3

oi,j+1

gi,j+2gi,j+1gi,j
oi,j

(d) View in the xoy plane.

Figure 5. An illustration of the workload transmission problem in 3D (2D xoy plane + temporal
dimension). A UAV should finish data collection within every GN’s blue transmission range; each has
its own minimal time requirement, such as t2 − t1 for gi,j+1 in (b,c). [xbj, xtj] and [ybj, ytj] represent
the views of the GN transmission ranges on the x and y axes, respectively. The overlapped areas
are marked orange in (a,d). The red UAV trajectory shows a desired straight path through the
orange windows.

x x

y yoi,j+1oi,j
gi,j+2gi,j+1gi,j

(a) Projecting process

x x

y yoi,j+1oi,j
gi,j+2gi,j+1gi,j

(b) Deriving crossing window

Figure 6. The process of using the CirCo projection method to find the feasible crossing window.
The three blue circles are transmission ranges of GNs forming two orange overlapped areas oi,j and
oi,j+1. Based on the red starting point, the two green circles are the projection results that project the
two following blue circles to the plane of oi,j+1, in proportion to their minimum transmission time
requirements, as shown in Figure 5a. Then, the green part in (b) is the common region between oi,j

and the projection area of oi,j+1, which is the feasible UAV crossing window we desire.
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3.3. Algorithm of CirCo

The algorithm to find the optimal trajectory and velocity in the intra-part leverages
an iteration method. Each iteration has three steps. The first step is to find a feasible
crossing window. Specifically, project the overlapped areas behind the current overlapped
area (oi,j) until there is no common region between the initial overlapped area (oi,j) and all
the projected regions in line 2 of the algorithm, and then the final common region is the
feasible crossing window. The second step is to calculate the speed range of the UAV based
on the information on the borders of the feasible crossing window. Note that Vlow is the
low-bound ratio of the shortest trajectory and the minimal time requirement, as parameters
used to determine the speed of the UAV, which will be further explained in the following
part of choosing the speed. Moreover, it is not the minimal speed of the UAV in reality
because if the UAV flies at a lower speed than Vlow, it can still finish all of the tasks but may
consume more time and energy. The third step is to determine the speed and route of the
UAV based on the following Algorithm 1 of choosing the speed.

Algorithm 1 The CirCo algorithm in the jth intra-GNC part
Input:

Initialize the first GN (gi,0) in the ith GNC; The total number of GNs in the ith GNC Ji ; Initialize two integer
variates t = 1 and k = 1; Define the feasible crossing window as F; The speed of the UAV V; The speed
range {Vlow, Vup}.

1: while gi,j (j ∈ Ji) unvisited do
2: while Project oi,j+t to the plane of oi,j, and obtain o

′
i,j+t AND

o
′
i,j+t has no common region with all o

′
i,j+k (k ∈ [1, t]) and oi,j together do

3: Projecting terminate
4: F = oi,j∩ all o

′
i,j+k , k ∈ [1, t])

5: Obtain the border location of the window
6: Calculate the speed range {Vlow, Vup} by Equation (9)
7: Determine the optimal speed (V)
8: Determine the corresponding route of UAV
9: i← i + t

10: end while
11: end while
Output: the speed and route of the UAV in the jth GNC

The projecting principle of the feasible crossing window (the first step) is illustrated in
Section 3.2. CirCo needs to calculate the speed range and calculate the optimal velocity and
trajectory within the feasible crossing window (the second step). Due to the requirement of
the minimum transmission time, we can derive the speed range [Vlow, Vup] by calculating
the ratio of the distance between the farthest point in the boundary and the nearest point of
the feasible window to the minimum time, according to Equation (13). We need to choose
suitable speeds and trajectories for different conditions (the third step) according to the
relationship between the speed range and the minimum power consumption speed. There
are three different cases for trajectory and velocity optimization shown in Figure 7.

Case1: If Vup ≤ VP, then VUAV = Vup, and UAV follows the path corresponding to
Vup.

Case2: If Vlow ≥ VP, then (1) if Vlow > VE, then VUAV = VE, and UAV follows the
path corresponding to Vlow; (2) Vlow ≤ VE, then VUAV = Vlow and UAV follows the path
corresponding to Vlow.

Case3: If Vup > VP and Vlow < VP, VUAV = VP, and UAV follows the path correspond-
ing to VP.

In addition, for the last GN in one GNC, CirCo needs to determine the trajectory and
velocity separately. The location of the endpoint satisfies that: (1) The transmission time
must exceed the minimum transmission time. (2) The transmission time must be as close
as the minimum transmission time. (3) The speed of the UAV must be as close as the
optimal velocity.
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Figure 7. The projected conditions and corresponding trajectory and velocity.

To summarize the above procedures—CirCo firstly groups all GNs into multiple GNCs.
Then, CirCo determines the visiting order of GNCs and GNs in each GNC, respectively.
Finally, CirCo finds the optimal trajectory and velocity in the intra-GNC and inter-GNC
parts. For the intra-GNC part, CirCo leverages a projection algorithm to find the feasible
crossing window that maps a 3D problem to a 2D problem for the intra-GNC part. More-
over, CirCo classifies the specific condition and fine-planning of the optimal trajectory and
velocity of each condition. For the inter-GNC part, CirCo determines its path and speed
based on some proposed principles.

3.4. Computation Complexity Analysis

To determine the trajectory and velocity of the UAV in the range of each node, we may
use partial exhaustive research that calculates all situations by traversing all of the points
in the transmission range for each node; we then find the optimal set among them for
each GN based on the information of the current GN and the following one. However, the
computational complexity is too high. Specifically, it is assumed that n GNs in a projection
process and the average radius of the transmission range is r. Moreover, the search step
is k

100 (i.e., the default value is 5, which means the step is 0.05 m. Moreover, it can be
changed based on the actual scenario). The computational complexity of the exhaustive
search is O(nπ( 100r

k )2). However, CirCo only needs to traverse the border of an intersection
area of multiple projected circles in a projection process, so we use 2πr

a to represent the
lengths of these borders, in which 1

a << 1. Moreover, the computational complexity of
CirCo is O( 200πr

ak )). Therefore, the partial exhaustive research is 100anr
k times as complex as

CirCo, pointing out that CirCo can dramatically reduce the computing overhead. Moreover,
the result from the exhaustive research method may be inferior to that from CirCo; the
exhaustive research only considers the information from the current GN and the following
one while CirCo takes the global information into account. The simulations of the trajectory
and planning with tens of GNs only need a few seconds on our computing platform (Intel
i7-10710U CPU @ 12 cores @ 1.10 GHz).

4. Experiment Evaluation

In this section, we evaluate the performance of CirCo with real-life UAV parameters.

4.1. Experimental Settings

In our experiments, GNs were randomly distributed in an area of 3 km ∗ 3 km. The
UAV altitude was fixed at 100 m [38,39] and the speed range was [0 m/s, 30 m/s] [36].
In addition, the acquiescent communication range of GN varied from 20 to 50 m [38]. In
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addition, due to the heterogeneity of the IoT devices [39,40], we evaluated the performance
comparison when the transmission range was 50, 100, 200, 300, 400, and 500 m, separately.
Moreover, the amount of to-be-collected data of each IoT device varied from an interval of
2 to 10 Mb and the data transmission rate b was 1 Mb/s [40–42], which can be changed in
different scenarios if necessary.

We compare CirCo with the following baselines:

• OnlySpeed [31]: An algorithm of speed optimization. The UAV passes through the
location of the GNs in turn. When the UAV reaches the communication range of the
next GN, the UAV starts the next data collection task immediately. In addition, the
speed of the UAV is chosen as close as VE while ensuring the completion of the data
collection tasks.

• OnlySpeed_noE: A variant of OnlySpeed, which does not consider the relationship
between energy consumption per unit distance and velocity. Moreover, the UAV speed
is set as close as VP while ensuring the completion of the data collection tasks.

• CirCo_noE: A variant of CirCo, such as OnlySpeed_noE, CirCo_noE does not consider
the relationship between energy consumption per unit distance and velocity when
optimizing the velocity of the UAV.

• Lower-bound: A theoretical (may be infeasible) baseline with the minimum energy
consumption of the joint trajectory and speed optimization problem. The energy
consumption of its intra-GNC (inter-GNC) part is the product of the minimum trans-
mission time (distance) of the corresponding optimal speed VP (VE). The energy
consumption of the inter-GNC part is the product of the minimum distance among
GNCs times the corresponding optimal speed VE.

• Hovering [36]: A joint speed and path optimization. It leverages the UAV to fly in the
nearest line at a speed that minimizes the power of the UAV. If the UAV cannot finish
the current transmission task when out of the current transmission range, the UAV
hovers at the border until the task is finished. Moreover, Hovering does not consider
the relationship between energy consumption per unit distance and velocity when
optimizing the velocity of the UAV.

4.2. Energy Consumption and Flight Time Performance Comparison

This section evaluates the total energy consumption and flight time of the UAV of
five optimization strategies and the lower bound. Though the flight time is not the main
optimization target, our proposed method ensures that the UAV minimizes unnecessary
paths and selects the appropriate speed so that the UAV completes the mission collection
as precisely as possible while meeting the minimum transmission time requirements.
Therefore, we also evaluate the performance of the flight times of the UAV under different
parameter settings. Figure 8 shows the total energy consumption and flight time of the UAV
for different algorithms when the GNs vary from 5 to 20. It can be seen that the more GNs
deployed, the higher the energy and the longer the flight times. Moreover, CirCo always
has the closest energy consumption and flight time to the lower bounds among the different
algorithms with the change of GN quantities. On the one hand, Figure 8a shows the energy
consumption comparison among the different algorithms. Specifically, CirCo can save
19.3% and 35.4% of total energy consumption on average, compared with OnlySpeed and
Hovering. This is because CirCo optimizes the trajectory and speed while OnlySpeed
focuses on speed optimization of a certain path; Hovering considers the combination of the
optimal speed and Hovering, which is worse than adopting the superior speed series, as
CirCo does. Moreover, CirCo_noE consumes 7.2% more energy compared with CirCo and
OnlySpeed_noE consumes 15.3% more energy compared with OnlySpeed, which means
that additional consideration of the relationship between speed and energy consumption
per unit distance during speed optimization can further improve the UAV energy efficiency.
On the other hand, Figure 8b shows the total flight time comparisons among the different
algorithms. CirCo also presents a great performance of the flight times compared with
other algorithms, since the optimization of the trajectory and velocity are also beneficial
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to shortening the flight time. It shows that CirCo has the closest flight time to the lower
bound and CirCo can save 10.4% and 34.8% of the total flight time when compared with
OnlySpeed and Hovering. This is not hard to explain since CirCo_noE and CirCo attempt
to ensure that the transmission time can be minimized when jointly planning the path
and speed of the UAV. Moreover, OnlySpeed has no trajectory scheduling and the speed
scheduling of Hovering is not optimal, leading to some unnecessary time consumption.
In addition, CirCo can save 10.8% of the time compared to CirCo_noE and OnlySpeed
can save 24.6% of the time compared to OnlySpeed_noE since CirCo and OnlySpeed also
consider the relationship between energy consumption per distance and the speed of the
UAV, respectively. This illustrates that leveraging the relationship between speed and
energy consumption per unit distance is also beneficial in terms of a shorter flight time.
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Figure 8. The energy consumption and flight time of the UAV varies with the device quantity, from 5
to 20.

Figure 9 demonstrates the effect of the GNC number on both the energy consumption
and flight time of the UAV with the total number of GNs fixed at 15. All the algorithms
show an upward trend with the increase of the GNC number; more GNC means that longer
paths exist among GNCs and consume more energy and longer flight times of the UAV.
CirCo has the closest performances on both energy consumption and flight time to the
lower bound. CirCo_NoE does not have the second closest flight time to the lower bound
but it has the second-closest energy consumption. This is because the extra consideration
of the relationship between speed and energy consumption per unit distance has much
more influence on the flight time than energy consumption. Compared to other algorithms,
CirCo can save up to 32.5% of energy and 33.4% of flight time.
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Figure 9. The energy consumption and flight time comparison with different GNC quantities and a
fixed number of GNs, such as 15.

Figure 10 shows the performances of different algorithms by varying the transmission
range of each GN from 50 to 500 m when the data amount of each GN is fixed at 20 Mb. It
can be seen that the total energy and flight time of the lower bound increases slowly, the
data amount has no change, and the increase in the distance among GNCs contributes to
the increase in the total energy and flight. Moreover, CirCo has no obvious superiority
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compared to other algorithms when the transmission range is small since there is little room
for optimization when completing these tasks in small ranges. Moreover, the performances
of all algorithms expect that the lower bounds show slight decreases when the range
of IoT nodes increases from 50 to 100 m, indicating that fewer ranges do not mean less
energy consumption and flight times. Moreover, as the transmission range increases, all
algorithms would have more energy consumption and flight times. Moreover, CirCo has a
more obvious performance advantage with the increase of the transmission ranges of GNs
compared with other algorithms and has up to 54.3% energy and 62.9% flight time savings.
This is because the larger range means a larger optimization room for the trajectory and
velocity planning.
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Figure 10. The energy consumption and flight time vary with different transmission ranges of the
IoT nodes (from 50 to 500 m), with 8 GNs and 2 GNCs.

To show the robustness of the proposed algorithm, we tested eight cases with random
data (location information and data size), as shown in Figure 11. Since random tasks would
result in large variations in energy consumption and time, we used normalized metrics
(normalized to the value of the lower bound) to evaluate the performances of different
algorithms. We can see that CirCo has the best performance among these algorithms and
the range of CirCo is relatively small, showing the stability of CirCo. Therefore, considering
the results, CirCo is shown to perform great in both energy consumption and completion
time, compared with the other algorithms.

 
(a) Total energy consumption

 

(b) Total flight time

Figure 11. The performance comparison between different algorithms and lower bound. All results
are normalized to the value of lower bound. Circles denote outliers in the test.

4.3. Discussion

The trajectory and velocity optimization of the UAV for a longer work time in the
UAV-assisted IoT network has become the focus of many studies. Compared with other
studies, the most significant difference in our work is that an original algorithm based on
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the principle of projection in space is proposed, which can greatly reduce the complexity
of the joint trajectory and velocity optimization problem with the time requirements of
transmission tasks. Specifically, through the projection of the time dimension and the two-
dimensional space, the time requirement can be skillfully transformed into the boundary
restriction condition on the two-dimensional space, so as to transform the whole opti-
mization problem into the optimization problem with the restriction condition on the
two-dimensional space. However, there are two limitations for CirCo. First, CirCo is based
on a simplified transmission model, where the transmission rate is fixed in each range of
the IoT device. Due to the complex situation of different environments, the transmission
range is not a changeless constant. The communication performance would degrade with
distance due to many types of waste. Therefore, we believe that considering attenuation
in the communication process will be necessary for future work. Moreover, due to the
limited energy supply of the UAV, and the transmission tasks that a UAV can accomplish
in a single flight, it is difficult for a UAV to complete the corresponding data collection
work for a large-scale network containing many IoT nodes. In this case, the UAV swarm
would be a more reasonable choice to complete the data collection efficiently [43,44]. In
this scenario, our proposed algorithm can be the basis for trajectory and velocity planning
for each UAV in the area where the UAV is assigned.

5. Conclusions

Leveraging UAVs to collect data from the ground nodes can be used in many large-
scale and long-term IoT application scenarios, such as smart cities, air quality sensing,
intelligent agriculture, fire/flood monitoring, and so on. Compared with traditional data
collection in wireless sensor networks, where each ground node needs to relay data for the
others while transmitting its own data, UAVs can collect data directly and periodically. In
this case, energy optimization is crucial due to the limited energy supply of the UAV. In this
paper, we proposed CirCo, a power optimization strategy to minimize energy consumption
by jointly planning the trajectory and velocity of the UAV. CirCo firstly identifies and adopts
two relationships (speed vs. power and speed vs. energy per unit distance) to regulate
the speed in the different scenarios for improved energy efficiency. Then, an ingenious
projection method to find the feasible UAV crossing window directly was applied, which
can reduce the optimization complexity significantly by mapping a 3D problem (GN
location and transmission ranges on the 2D plane, plus the minimum transmission time on
the temporal dimension) to a 2D problem. Then, based on the feasible crossing window
derived from the projection algorithm, CirCo can classify the specific conditions and fine-
planning of the optimal trajectory and velocity of each condition. Finally, the experiment
demonstrates that CirCo can save as much as 54.3% in energy consumption and 62.9% in
flight time for the UAV.
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