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Abstract: Given the accelerated advancement of drones in an array of application domains, the
imperative of effective path planning has emerged as a quintessential research focus. Particularly in
intricate three-dimensional (3D) environments, formulating the optimal flight path for drones poses a
substantial challenge. Nonetheless, prevalent path-planning algorithms exhibit issues encompassing
diminished accuracy and inadequate stability. To solve this problem, a hybrid improved symbiotic
organisms search (ISOS) and sine–cosine particle swarm optimization (SCPSO) method for drone 3D
path planning named HISOS-SCPSO is proposed. In the proposed method, chaotic logistic mapping
is first used to improve the diversity of the initial population. Then, the difference strategy, the
novel attenuation functions, and the population regeneration strategy are introduced to improve
the performance of the algorithm. Finally, in order to ensure that the planned path is available for
drone flight, a novel cost function is designed, and a cubic B-spline curve is employed to effectively
refine and smoothen the flight path. To assess performance, the simulation is carried out in the
mountainous and urban areas. An extensive body of research attests to the exceptional performance
of our proposed HISOS-SCPSO.

Keywords: drone; 3D path planning; improved symbiotic organisms search; sine–cosine particle
swarm optimization; disaster relief

1. Introduction

Catastrophic incidents like flash floods and earthquakes frequently result in substan-
tial damage and casualties within the impacted regions. During such occurrences, the need
for prompt disaster relief operations becomes paramount, as any delay could amplify the
toll on human lives and property. In the face of such an emergency, how to quickly and
efficiently carry out emergency rescue [1] has ascended to a paramount concern. However,
owing to the disrupted traffic flow and deteriorated road conditions after a disaster, it is
difficult for rescue teams to promptly access disaster regions. In recent times, the swift ad-
vancement of drone technology has significantly contributed to various domains, including
the military [2], agriculture [3], meteorology [4], and transportation [5]. Simultaneously,
it has also presented novel avenues for addressing disaster relief challenges [6]. Drones
exhibit attributes of flexibility, speed, and efficiency, enabling them to swiftly traverse over
afflicted regions, conduct assessments of the extent of damage [7], and furnish precise data
to inform rescue-related decisions. Furthermore, they facilitate the expeditious delivery of
relief provisions to disaster areas [8], effectively addressing the immediate necessities of
those affected. Therefore, drone-based disaster rescue aligns with the exigency of emer-
gency response and can greatly reduce the losses caused by disasters [9]. As a key part
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of drone disaster relief, path planning is crucial at this moment [10,11]. The drone’s path
planning entails formulating a flight path that incurs minimal costs while adhering to a
spectrum of constraints. Numerous factors exert influence on drone path planning [12],
including terrain, obstacle considerations, and body performance limitations (such as the
maximum turning angle). Therefore, within the context of disaster rescue operations, the
central research focus pertains to devising an optimal path for the drone, ensuring its secure
navigation to the designated mission point.

Currently, a multitude of methodologies have emerged to solve the path-planning
problem [13,14], which are mainly classified into five categories. Table 1 shows the summary
of path-planning algorithms. The mathematical model-based method [15,16] abstracts the
path-planning problem into a mathematical expression and uses the mathematical solution
method to find the optimal path through the objective function and constraints. The
sampling-based search method [17,18] gradually explores and optimizes the path to obtain
the optimal path by generating sampling points in continuous space, fully considering
environmental constraints, and using tree-like structures or optimization techniques. The
node-based search method [19–21] abstracts the problem into graphs, networks, or state
spaces, leveraging graph theory to plan the optimal path; sometimes, combined with
the heuristic evaluation function, the path length and the estimated target distance are
comprehensively considered for path search. The artificial potential field method [22,23] is
a path-planning approach grounded in the concept of potential energy. It achieves obstacle
avoidance and target reaching by defining attractive and repulsive potential energies. The
evolutionary algorithm [24–26] is a method of simulating natural biological clusters and
evolution. It continuously optimizes the solution through fitness evaluation and evolution
to achieve the optimal path.

Table 1. The summary of path-planning algorithms.

Algorithm Category Representative Approach

Mathematical Model-Based Method Dynamic programming (DP) [15], mixed-integer linear programming (MILP) [16], etc.

Sampling-Based Search Method Probabilistic roadmap (PRM) [17], rapidly-exploring random tree (RRT) [18], etc.

Node-Based Search Method Dijkstra algorithm [19], A-star (A*) [20], harmony search (HS) [21], etc.

Artificial Potential Field Method Artificial potential field (APF) [22], improved artificial potential field (IAPF) [23], etc.

Evolutionary Method Symbiotic organisms search (SOS) [24], particle swarm optimization (PSO) [25],
differential evolution (DE) [26], etc.

Due to the inherent nondeterministic polynomial (NP) completeness of path-planning
problems, population-based heuristic algorithms have been extensively employed to tackle
such issues. Currently, researchers have employed various heuristic algorithms to address
path-planning problems and have achieved remarkable advancements. In [27], the iterative
process of the global optimal solution of PSO was combined with the annealing simulation
(SA) algorithm to reduce the particle oscillation phenomenon in the iterative process.
In [28], the adaptive transformation acceleration coefficients and mutation strategies were
introduced into PSO to realize the path planning of drone formation. In [29], a hybrid
algorithm termed HSGWO-MSOS combining simplified grey wolf optimizer and modified
SOS was designed to achieve the optimal path planning of drones in field environments.
In [30], a modified SOS based on the simplex method (SMSOS) was proposed to address the
challenge of finding the shortest path for unmanned combat aircraft vehicles in a random
battlefield environment. In [31], an adaptive selection mutation constrained DE considering
flight distance and risk was developed, which was suitable for the path planning of drones
in disaster scenarios. In [32], a fuzzy adaptive DE for drone path planning was created
that aims to minimize energy consumption and threat factors. In [33], a path-planning
method based on an improved genetic algorithm (IGA) was devised. The strategy of multi-
domain inversion to increase the number of offspring was employed in IGA to overcome
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the defects of premature and slow convergence speed of the original genetic algorithm.
In [34], four adaptive adjustment factors were introduced into the ant colony algorithm,
and an improved adaptive ant colony algorithm (IAACO) with high real-time stability
was proposed.

Nevertheless, despite the widespread application of population-based heuristic al-
gorithms, these algorithms still suffer from drawbacks such as diminished accuracy and
inadequate stability. Although various variants of heuristic algorithms have been designed
in existing research and have shown promising progress in the field of path planning, there
are still some shortcomings that need to be addressed: First, striking a balance between
the global exploration and local exploitation capabilities of heuristic algorithms poses a
challenge, and these two capabilities are crucial factors in evaluating the effectiveness of
heuristic algorithms [35]. Second, although the fusion variant can obtain better optimiza-
tion ability, it overlooks the significant rise in computational time, severely compromising
the real-time performance of the algorithm. Third, the majority of existing research has
been conducted in custom simple 2D scenarios without considering complex real-world
3D environments, which makes it difficult to apply the research to the path planning of
drones in real 3D scenes.

In this paper, a novel method called HISOS-SCPSO is presented for 3D path planning
of drones in disaster relief scenarios. First, the B-spline curve is described and employed
to represent the flight path of the drone. Second, two common disaster rescue scenarios
are constructed, including mountainous terrain and urban settings. Third, a cost function
considering the drone’s flight distance, flight altitude, flight environment, turning cost, and
its own performance characteristics is constructed. Finally, the proposed HISOS-SCPSO is
employed to address the issue of drone 3D path planning. The algorithm first employs a
chaotic logistics mapping to optimize the quality of the initial solution. Subsequently, the
mutualism phase of SOS is improved and merged with SCPSO. It preserves the SOS’s strong
local exploitation capability while enhancing its global exploration capability. Moreover,
the difference strategy is introduced to replace the individual cognitive part in SCPSO to
improve the convergence ability and improve the accuracy of the algorithm. To balance the
algorithm’s global and local optimization abilities, new attenuation functions are proposed.
Additionally, a strategy of population regeneration is designed to ensure algorithm stability.

The main contributions of this paper include (1) the development of a novel model
for drone path planning in disaster rescue scenarios. The representation method for
the flight path is defined, along with the characterization of mountainous terrain and
urban environments. A cost function considering various costs and drone performance is
established. (2) A new path-planning method, HISOS-SCPSO, is proposed. The method
integrates two improved algorithms, incorporating multiple optimization strategies to
enhance its optimization capabilities while ensuring computational efficiency. (3) The
proposed HISOS-SCPSO is applied to 3D real terrain simulation, successfully achieving
drone path planning within intricate and authentic 3D environments.

In the following sections, first, the modeling approach for drone path planning will be
designed in Section 2. Second, a comprehensive exploration of the population initialization
method based on chaotic logistics mapping is introduced in Section 3, as well as the
fundamental principles of PSO, SOS, and HISOS-SCPSO. Third, a series of comparative
experiments are conducted in Section 4. Finally, the conclusion is given in Section 5.

2. Drone Path Planning Modeling
2.1. Path Representation Method

Generally, the optimization results of evolutionary algorithms consist of a series of
path points. Directly connecting these path points with straight lines will not be suitable
for drone flight. B-spline curves, evolved from Bezier curves, are a common curve repre-
sentation method [36]. They define the curve shape through control points, node vectors,
and basis functions and have the characteristics of smoothness, flexibility, and local control.
Defined with just a few parameters, B-spline curves are well-suited for smoothing the
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results of evolutionary algorithm optimization into feasible flight paths [37]. Therefore, in
order to obtain a smooth and flyable path, B-spline curves are introduced for drone path
planning in this paper.

Suppose that the drone flies from the starting point P0 = (X0, Y0, Z0) to the target point
Pn = (Xn, Yn, Zn), where P1, n-1 = [(X1, Y1, Z1), (X2, Y2, Z2), . . ., (Xn−1, Yn−1, Zn−1)] means
the control point of the output of the evolutionary algorithm. Then, the coordinates of the
B-spline curve generated by n + 1 control points are B0, s = [(x0, y0, z0), (x1, y1, z1), . . ., (xs, ys, zs)],
that is, the drone path point, and the calculation can be formulated as shown in Equation (1).

xj =
n
∑

i=0
Xi · Bi,k

(
tj
)

yj =
n
∑

i=0
Yi · Bi,k

(
tj
)

zj =
n
∑

i=0
Zi · Bi,k

(
tj
) j = 0, 1, 2, . . . , s (1)

where (xj, yj, zj) represents the coordinates of the jth path point, and (Xi, Yi, Zi) is the
coordinates of the control points; k signifies the degree of the B-spline curve, reflecting
its smoothness. A higher k value generates a smoother B-spline curve. The symbol t is a
discrete sequence with a constant step length ranging from 0 to n + k + 1, and tj represents
the jth discrete value in this sequence. The symbol Bi,k denotes the ith k-degree B-spline
basis function, defined recursively by Cox–deBoor, as depicted in Equations (2) and (3).

Bi,1
(
tj
)
=

{
1, ui ≤ tj < ui+1
0, otherwise

(2)

Bi,k
(
tj
)
=

tj − ui

ui+k−1 − ui
Bi,k−1

(
tj
)
+

ui+k − tj

ui+k − ui+1
Bi+1,k−1

(
tj
)

(3)

where (u0, u1, u2, . . ., un+k) represents the knot vector formed by a non-decreasing sequence.
Uniform non-periodic knot vectors are the most commonly used, and their calculation is
depicted in Equation (4).

ui =


0, i ≤ k
i− k, k < i ≤ s− 1
s− k, s ≤ i

(4)

In this paper, the degree of the B-spline curve is set to k = 3. Figure 1 is the result of
smoothing the five control points through the B-spline curve, and the generated curve is a
flyable path.

2.2. The Modeling Methods of Flight Environment

Due to the frequent occurrence of disaster events in mountainous and urban regions,
drone flights are often influenced by topographical features such as mountains and ar-
chitectural structures. Without accurate models of these mountains and buildings, the
survivability of drones could be significantly compromised. Therefore, modeling these two
types of environments is of utmost importance.

2.2.1. The Mountain Environment

The 3D simulation of mountain terrain consists of the original terrain and mountain
obstacles, and the model of the original terrain is constructed by Equation (5) [38].

z1(x, y) = sin(y + a)+b sin(x) + c cos(y)+d cos(e
√

x2 + y2) + f sin( f
√

x2 + y2) (5)

where (x, y) denotes the coordinates of a point on the horizontal plane, and z1(x, y) rep-
resents the corresponding terrain height. The parameters a, b, c, d, e, and f are terrain
coefficients. These parameters influence the degree of terrain undulation, and different
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combinations can simulate various terrain features. In this paper, the terrain parameters
are set to a = 3 π, b = 5, c = 2, d = 4, e = 3, and f = 1.
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Figure 1. Sketch map of B-spline curve generated by five control points (k = 3). The red curve is
a cubic B-spline curve generated by five control points, the five green points represent the control
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with straight lines.

The mathematical model for mountain obstacles is presented by Equation (6).

z2(x, y) =
Nm

∑
im=1

hm(im) · exp

[
−
(

x− x0(im)

xsl(im)

)2
−
(

y− y0(im)
ysl(im)

)2
]

(6)

where z2(x, y) represents the height of point (x, y) corresponding to the mountain obstacles,
Nm is the total number of mountain obstacles, and hm(im) denotes the height of the imth
mountain obstacle. The symbol (x0(im), y0(im)) is the central coordinate of the imth mountain
obstacle on the horizontal plane, and xsl(im) and ysl(im) are the slope parameters along the x
and y axes for the imth mountain obstacle. By adjusting hm(im), xsl(im), and ysl(im), various
profiles of mountain obstacles can be constructed.

Finally, the original terrain and mountain obstacles are merged to form a 3D simulated
mountain terrain according to Equation (7).

zm(x, y) = max[z1(x, y), kmz2(x, y)] (7)

where zm(x, y) represents the height of the 3D simulated mountain terrain corresponding
to point (x, y). The symbol max means the maximum value function, and km is the terrain
adjustment coefficient, which is set to km = 10 in this study.

2.2.2. The Urban Environment

The three-dimensional simulated urban terrain primarily consists of high-rise build-
ings. We approximate the obstacles in the 3D urban simulation as various prisms. Assuming
that the urban environment ground is completely horizontal, the elevation model for the
entire city can be represented using Equation (8).

zu(x, y) =

{
hu(iu), i f (x, y) ∈ Ou(iu)

0, otherwise
(8)
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where zu(x, y) represents the height of the 3D simulated urban terrain corresponding to the
point (x, y), and hu(iu) is the height of the iuth urban obstacle. The symbol Ou(iu) denotes
the base of the iuth urban obstacle, formed by connecting the vertices of the iuth urban
obstacle’s base [(xu,1(iu), yu,1(iu)), (xu,2(iu), yu,2(iu)), . . ., (xu, Niu(iu), yu, Niu(iu))] sequentially;
Niu is the number of vertices of the base of the iuth urban obstacle.

2.3. The Cost Function of Optimization Method

The cost function is a mathematical model in path planning, which is utilized to
balance various factors and quantify the quality of paths. In this paper, the design of the
cost function takes into account several factors, including flight distance, flight altitude,
and the cost of path smoothness, as well as constraints related to collision avoidance,
minimum and maximum flight altitudes, maximum horizontal turn angles, and maximum
climb slopes.

2.3.1. Flight Distance Cost

Due to the urgency of disaster relief operations, it is crucial for drones to reach the
disaster area as quickly as possible. In such scenarios, the planned path should be as short
as possible. The drone’s path is composed of multiple path points, and the cost of flight
distance can be represented as shown in Equation (9).

Cdistance =
s−1

∑
j=0

√(
xj+1 − xj

)2
+
(
yj+1 − yj

)2
+
(
zj+1 − zj

)2 (9)

where Cdistance represents the cost of flight distance, and (xj, yj, zj) denotes the coordinates
of the jth path point.

2.3.2. Flight Altitude Cost

In disaster relief scenarios, energy consumption is a crucial factor that must be taken
into account. Besides the necessity of minimizing the flight distance, minimizing altitude
variations during drone flight also contributes to reducing energy consumption. The cost
of drone flight altitude is represented by Equation (10).

Cheight =
s−1

∑
j=0

∣∣zj+1 − zj
∣∣ (10)

where Cheight represents the cost of flight altitude, and zj is the altitude of the jth path point.

2.3.3. Path Smoothness Cost

The smoother the path of the drone during flight, which means reducing the total
turning angles of the drone, the more advantageous it is for reducing energy consumption.
The cost of path smoothness is represented by the sum of angles between flight segments,
as shown in Equation (11).

Csmooth =
s−2

∑
j=0

arccos
ϕj+1 ϕj∣∣ϕj+1
∣∣ · ∣∣ϕj

∣∣ (11)

where Csmooth represents the cost of path smoothness, and ϕj denotes the vector of the flight
segment (xj+1 − xj, yj+1 − yj, zj+1 − zj).

2.3.4. Collision Avoidance Constraint

During the drone flight, the foremost consideration is to ensure that it does not collide
with the terrain or obstacles. The constraints for collision avoidance are represented by
Equations (12) and (13).
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Ccollision =
s−1

∑
j=1

Qcol,j (12)

Qcol,j =

{
kcol , i f

(
xj, yj, zj

)
is in obstacles

0, otherwise
(13)

where Ccollision represents the cost of path collision, Qcol,j is the violation of collision con-
straints for the jth path point (xj, yj, zj), and kcol is the coefficient for collision constraint
violation, which is set to kcol = 20 in this paper.

2.3.5. Minimum Flight Altitude Constraint

During drone flight, it is essential to maintain a safe distance above the ground to
avoid collisions with pedestrians, vehicles, trees, and other obstacles. The constraints for
minimum flight altitude are represented by Equations (14) and (15).

Cmin f =
s−1

∑
j=1

Qmin f ,j (14)

Qmin f ,j =

{
kmin f , i f zj − zm

(
xj, yj

)
< zmin or zj − zu

(
xj, yj

)
< zmin

0, otherwise
(15)

where Cminf represents the cost of minimum flight altitude, Qminf,j is the violation of mini-
mum flight altitude constraints for the jth path point (xj, yj, zj), and kminf is the coefficient of
minimum flight altitude constraint violation, which is set to kminf = 20 in this paper. The
symbols zm(xj, yj) and zu(xj, yj) represent the elevation of mountainous terrain and urban
terrain at the coordinates (xj, yj), respectively. The symbol zmin denotes the minimum safe
flight distance, which is set to zmin = 10 in this paper.

2.3.6. Maximum Flight Altitude Constraint

During drone flight, ensuring safety and compliance with airspace regulations, in-
cluding air traffic control in the planning area, requires the drone to maintain its altitude
below a certain threshold. The constraints for maximum flight altitude are represented by
Equations (16) and (17).

Cmax f =
s−1

∑
j=1

Qmax f ,j (16)

Qmax f ,j =

{
kmax f , i f zj > zmax

0, otherwise
(17)

where Cmaxf represents the cost of maximum flight altitude, Qmaxf,j is the violation of
maximum flight altitude constraints for the jth path point (xj, yj, zj), and kmaxf is the
coefficient for violation of maximum flight altitude constraints, which is set to kmaxf = 20 in
this paper. The symbol zmax denotes the maximum flight altitude, which is set to zmax = 800
in this paper.

2.3.7. Maximum Horizontal Turn Angles Constraint

Constrained by its inherent maneuvering capabilities, a drone can only perform turns
within a certain angle range in the horizontal direction. The constraints for the maximum
horizontal turning angle are represented by Equations (18) and (19).

Chor =
s−1

∑
j=1

Qhor,j (18)



Drones 2023, 7, 633 8 of 25

Qhor,j =

{
khor, otherwise
0, i f 0 ≤ αj ≤ αmax

(19)

where Chor represents the cost of maximum horizontal turning angle, Qhor,j denotes the
violation of the maximum horizontal turning angle constraint for the jth horizontal turning
angle, and khor is the coefficient for violation of the maximum horizontal turning angle
constraint, which is set to khor = 20 in this study. The symbol αj indicates the jth horizontal
turning angle, and its calculation is determined by Equation (20); αmax is the maximum
allowable horizontal turning angle and is set to αmax = 45◦ in this paper.

αj = arccos

(
xj − xj−1

)
·
(
xj+1 − xj

)
+
(
yj − yj−1

)
·
(
yj+1 − yj

)√(
xj − xj−1

)2
+
(
yj − yj−1

)2 ·
√(

xj+1 − xj
)2

+
(
yj+1 − yj

)2
(20)

2.3.8. Maximum Climbing Slopes Constraint

Similarly, analogous to the constraint on the maximum horizontal turning angle, the
drone is limited to a certain angle range for climbing in the vertical direction. The maximum
climbing slopes constraint is expressed as shown in Equations (21) and (22).

Cver =
s

∑
j=1

Qver,j (21)

Qver,j =

{
kver, otherwise
0, i f 0 ≤ β j ≤ βmax

(22)

where Cver represents the cost of the maximum climbing slope, Qver,j denotes the violation
of the maximum climbing slope constraint for the jth climbing slope, and kver is the violation
coefficient for the maximum climbing slope constraint, which is set to kver = 20 in this study.
The symbol βj means the jth climbing slope, calculated as shown in Equation (23); βmax
indicates the maximum climbing slope, which is set to βmax = 45◦ in this study.

β j = arctan

∣∣zj − zj−1
∣∣√(

xj − xj−1
)2

+
(
yj − yj−1

)2
(23)

Finally, the cost function is defined as shown in Equations (24) and (25).

Call = k1 · Cdistance + k2 · Cheight + k3 · Csmooth + Cconstraint (24)

Cconstraint = Ccollision + Cmin f + Cmax f + Chor + Cver (25)

where Call represents the total cost of the path planning, Cconstraint is the constraint cost, k1
is the weight for flight distance cost, k2 denotes the weight for flight height cost, and k3
indicates the weight for path smoothness cost. In this study, the values are set to k1 = 1/20,
k2 = 1/15, and k3 = 1.

3. Optimization Method
3.1. The Basic PSO

The PSO is a heuristic optimization algorithm inspired by natural phenomena like
bird flocking. In PSO, candidate solutions are represented as particles, each having a
position, velocity, and fitness value, representing a solution, search direction, and value
of the solution, respectively. These particles move through the solution space, leveraging
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individual and collective experiences to find the optimal solution. The basic computation
of particle velocity and position in PSO is illustrated by Equations (26) and (27).

vip,tp+1 = wp · vip,tp + c1p · r1p ·
(

Pbestp,ip − xip,tp

)
+ c2p · r2p ·

(
Gbestp − xip,tp

)
(26)

xip,tp+1 = xip,tp + vip,tp+1 (27)

where vip,tp and xip,tp denote the velocity and position of the ipth particle in the tpth
generation, respectively; wp, c1p, and c2p represent the inertia weight coefficient, individual
acceleration coefficient, and group acceleration coefficient, respectively; and r1p and r2p are
random values within the range [0, 1]. The symbol Pbestp,ip signifies the best position of the
ipth particle; Gbestp is the global best position of the particles.

Each particle adjusts its own position and velocity based on its own historical best
performance and the overall best performance of the entire group, gradually approaching
the optimal solution. Through continuous iterations, PSO can search for better solutions to
complex problems.

3.2. The Basic SOS Algorithm

SOS is a heuristic optimization algorithm that seeks the optimal solution to a problem
by simulating the symbiotic relationships among organisms in the natural world. In SOS,
each solution is treated as an individual organism, and the quality of the solution reflects
the fitness of that organism. In each iteration of the algorithm, every organism attempts
to change its state (i.e., the value of the solution) in order to improve its fitness through
simulated interactions resembling symbiotic relationships. SOS consists of three stages:
mutualism, commensalism, and parasitism.

In the mutualism stage, each individual Sp in the population randomly selects another
individual Sq and engages in mutual interaction to generate two new individuals, following
Equations (28)–(30).

Spnew = Sp + r1s · (Sbest −MV · BF1) (28)

Sqnew = Sq + r2s · (Sbest −MV · BF2) (29)

MF =
Sp + Sq

2
(30)

where Spnew and Sqnew denote the generated new individuals; r1s and r2s are random values
in the range [0, 1]. The symbol Sbest indicates the current best individual. The symbol MV
represents the mutualism vector; BF1 and BF2 mean benefit factors randomly chosen as
1 or 2. Individual updates are only performed when the generated new individuals are
superior to the original individuals.

In the commensalism phase, individual Sp within the population endeavors to attain a
new state by leveraging the influence of another individual Sq, aiming to enhance its own
fitness while not affecting individual Sq. The update of individual Sp occurs only when the
fitness of the new state surpasses that of the original state. This stage can be described by
Equation (31).

Spnew = Sp + r3s ·
(
Sbest − Sq

)
(31)

where r3s is a random value within the range [−1, 1].
In the parasitism phase, a random individual Sp is selected, and then a random modi-

fication is applied to a chosen dimension. The newly generated individual is compared in
terms of fitness with another individual Sq in the population. If the newly generated indi-
vidual exhibits better fitness, the host individual Sq will be replaced by the new individual.
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3.3. The Proposed HISOS-SCPSO Method

In PSO, particles adjust their velocities and positions based on their individual best
solutions and the global best solution. This guidance from collective information allows
PSO to efficiently explore a large search space, which is helpful in finding the global optimal
solution. As a result, the PSO has a strong ability in global exploration. However, due
to limited information exchange among particles, adjustments based on individual best
solutions might lead particles to prematurely converge to local optima. Therefore, PSO
exhibits limitations in local exploitation capabilities. On the other hand, SOS leverages
interactions among individuals to excel in local exploitation, which helps avoid some of the
issues faced by PSO. Our previous research has demonstrated that SCPSO outperforms PSO
in optimization missions [39]. Consequently, in order to better solve the 3D path-planning
problem of drones, SOS is improved and combined with SCPSO, and various optimization
strategies are introduced to propose a new algorithm, HISOS-SCPSO, in this paper.

The optimization results of evolutionary algorithms are influenced by the initial
distribution of the population. A more evenly distributed population in the solution
space increases the chances of finding the optimal solution, reduces the probability of
getting stuck in local optima, and accelerates convergence. The chaotic logistic map is a
mathematical mapping function based on chaos theory, characterized by high randomness
and disorder. Its calculation method is shown in Equation (32) [40]. Compared to random
initialization, using the logistic map to initialize the population can provide better diversity
and randomness in the initial stages of the evolutionary algorithm. To enhance the diversity
of the initial population, the logistic map is employed for population initialization in
this paper.

x′n+1 = µ · x′n ·
(
1− x′n

)
(32)

where µ is the control parameter, typically chosen within the range of [3.57, 4], which
corresponds to the chaotic state of the system, and x′n represents the nth chaotic variable.
In this paper, µ is set to 4, and x′0 is initialized within the range (0, 1), leading the system to
uniformly generate chaotic signals.

Since the mutualism phase of SOS demonstrates robust optimization capabilities, it is
retained in HISOS-SCPSO. In this step, individual XSC,p interacts with another randomly
chosen individual XSC,q, generating a mutualism vector MVSC that influences XSC,p to
generate a new offspring. This procedure can be described using Equations (33) and (34).

XSC,pq_new = XSC,p + rSC · (XSC,best −MVSC · BFSC) (33)

MVSC =
XSC,p + XSC,q

2
(34)

where XSC,pq_new represents the newly generated individual; rSC is a random value within
the range [0, 1]. The symbol XSC,best is the current best individual; MVSC denotes the
mutualism vector; BFSC is the benefit factor randomly chosen as 1 or 2. The newly generated
individual is only adopted to replace the XSC,p if it exhibits better fitness. Compared to SOS,
HISOS-SCPSO generates only one new individual in this phase, resulting in a significant
reduction in computational effort.

The second part of HISOS-SCPSO involves the optimization of PSO. Sine and cosine
factors are introduced to enhance the algorithm’s optimization capability. Additionally, to
improve the convergence ability of the algorithm, we modify the cognitive part of SCPSO
from the difference between the individual best and the current individual to the difference
between two distinct individuals. The SCPSO augmented with difference strategy is
presented in Equations (35)–(38). To balance the algorithm’s global exploration and local
exploitation abilities, novel attenuation functions are proposed for the inertia coefficient
and individual acceleration coefficients, as shown in Equations (39)–(41).

VSC,pnew = w ·VSC,p + c1 · r1 ·
(
XSC,q − XSC,p

)
+ kSC (35)
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ksc =

{
R1 · sin(R2) ·

(
R3 · XSC,best − XSC,p

)
, R4 < 0.5

R1 · cos(R2) ·
(

R3 · XSC,best − XSC,p
)
, R4 ≥ 0.5

(36)

R1 = 1− t
T

(37)

XSC,pnew = XSC,p + kv ·VSC,pnew (38)

λ = exp
(

1− T
1 + T − t

)
(39)

w =

[
wmax

2
− (

wmax

2
− wmin) ·

t
T

]
· 2λ (40)

c1 = c1max − (c1max − c1min) ·
t
T

(41)

where VSC,p and XSC,p represent the velocity and position of the pth particle, and VSC,pnew
and XSC,pnew are their respective offspring. The symbol w is the inertia weight coefficient;
c1 is the individual acceleration coefficient; r1 is a random number in the range [0, 1]; kSC
demotes the sine and cosine component; and R1 signifies the amplitude control parameter,
which is adaptively adjusted through Equation (37). The parameters R2, R3, and R4 are
uniformly distributed random numbers, with R2∈(0, π/2), R3∈(0, 2), and R4∈(0, 1) in this
study; t represents the current iteration; and T is the maximum number of iterations. The
symbol kv means the velocity factor and is set to kv = 0.75; λ denotes the inertia attenuation
factor; and wmax and wmin are the maximum and minimum values of the inertia weight,
which are set to wmax = 0.9 and wmin = 0.15. The symbols c1max and c1min represent the
maximum and minimum values of the individual acceleration coefficient, which are set
as c1max = 2.5 and c1min = 0.5. The fitness of the parent XSC,p and the offspring XSC,pnew are
compared, and only if the offspring’s fitness is better than the parent’s will the offspring
replace the parent; otherwise, the parent is retained for the next generation.

The final strategy employed by HISOS-SCPSO is population regeneration. When evo-
lution stagnates for a certain number of generations Nstag, all individuals in the population
are arranged based on their fitness, and the Nworst individuals with the lowest fitness are
removed. Simultaneously, an equal number of new individuals are randomly generated to
form the new population. The calculation of a randomly generated population is defined
by Equation (42).

Xre = rre · (H − L) + L (42)

where Xre represents the reborn individual, rre is a random number within the range
[0, 1], and H and L are the upper and lower bounds of the solution space where the
individual resides.

Finally, the individual’s fitness function is represented by the cost function, as shown
in Equation (43).

fSC,p,t = Call (43)

where fSC,p,t represents the fitness function of the pth individual in the tth generation.
Based on the aforementioned principles, the pseudocode and computational flowchart

of HISOS-SCPSO are depicted in Algorithm 1 and Figure 2, respectively.
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Algorithm 1: Pseudocode of the HISOS-SCPSO

Input: Number of population NOP; dimension of population DOP; number of iterations T;
parameters of HISOS-SCPSO kv, wmax, wmin, c1max, c1min, H and L.
Output: The Optimal individual XSC,best.

1. Initialize population position XSC and velocity VSC using chaotic Logistic map.
2. for p = 1 to NOP do
3. Calculate the fitness value f (XSC,p) of individual XSC,p.
4. end for
5. Evaluate XSC,best.
6. count = 0
7. for t = 1 to T do
8. for p = 1 to NOP do
9. Randomly select individual XSC,q where q 6= p
10. Calculate the mutually beneficial vector MVSC by (34)
11. Acquire offspring XSC,pq_new by (33)
12. if f (XSC,pq_new) < f (XSC,p) then
13. Replace XSC,p with XSC,pq_new, and replace f (XSC,p) with f (XSC,pq_new)
14. end if
15. Acquire offspring XSC,pnew and VSC,pnew using (35) and (38)
16. if f (XSC,pnew) < f (XSC,p) then

17.
Replace XSC,p with XSC,pnew, replace VSC,p with VSC,pnew, and replace
f (XSC,p) with f (XSC,pnew)

18. end if
19. end for
20. Update R1, w, and c1 by (37), (40) and (41)
21. if f (XSC,best,t) − f (XSC,best,t-1) < δ then
22. count = count + 1
23. else
24. count = 0
25. end if
26. if count ≥ Nstag then
27. Select the worst Nworst individuals from the population and delete them
28. Generate Nworst individuals by (42)
29. count = 0
30. end if
31. Evaluate XSC,best.
32. end for
33. Return XSC,best as optimal solotion
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4. Simulation Results and Discussions

To demonstrate the effectiveness of the proposed HISOS-SCPSO, three evolutionary
algorithms, DE, PSO, and SOS, are employed for comparison. These three methods have
a certain relationship with our proposed HISOS-SCPSO. In this section, a total of six
experimental cases are designed, comprising two cases involving 3D simulated mountain
terrains, two cases with 3D simulated urban terrains, and two cases with 3D real mountain
terrains. To ensure a fair performance evaluation of the algorithms, all experiments are
conducted using Python programming on our computer equipped with a Windows 10
operating system, i9-13900K CPU@3.00 GHz, 64 GB RAM, and NVIDIA GeForce RTX 4090.

4.1. Evaluation Experiment of 3D Simulated Mountain Terrain

In this section, a comparative experiment is conducted among DE, PSO, SOS, and
HISOS-SCPSO for path planning in two 3D simulated mountain terrains. The initial
population size NOP is set to NOP = 50, and the population dimension DOP, i.e., the
number of path control points, is set to 3 for Case 1 and 4 for Case 2. The maximum number
of iterations is set to 100. The dimensions of the two simulated mountain terrains are both
1000 × 1000 × 1000. The drone’s starting and ending coordinates are set to (50, 50, 70) and
(800, 950, 320), respectively. Thirty independent experiments are conducted for each of the
two cases. Table 2 provides the parameters for the simulated mountain terrain.

Table 2. Parameter of mountain obstacles.

Case 1

No. Center Coordinate (x0, y0), Slope
(xsl, ysl), and Height hm

No. Center Coordinate (x0, y0), Slope
(xsl, ysl), and Height hm

1 (200, 220), (60, 90), 400 4 (700, 850), (65, 75), 700
2 (250, 750), (80, 100), 600 5 (650, 600), (100, 80), 400
3 (350, 450), (85, 70), 500 6 (650, 250), (150, 90), 500

Case 2

No. Center Coordinate (x0, y0), Slope
(xsl, ysl), and Height hm

No. Center Coordinate (x0, y0), Slope
(xsl, ysl), and Height hm

1 (200, 220), (60, 90), 400 7 (450, 770), (80, 90), 480
2 (200, 800), (80, 100), 600 8 (100, 450), (60, 65), 430
3 (350, 450), (85, 70), 500 9 (880, 720), (80, 100), 520
4 (700, 850), (65, 75), 700 10 (850, 430), (90, 100), 570
5 (650, 600), (100, 80), 400 11 (375, 180), (70, 75), 650
6 (630, 270), (105, 90), 550 12 (840, 180), (65, 60), 410

Table 3 presents the performance evaluation metrics for the four algorithms. It can
be observed that in Case 1, although SOS and DE also exhibit good performance, HISOS-
SCPSO demonstrates a significant advantage. As the number of mountain obstacles in-
creases, the superiority of HISOS-SCPSO becomes more pronounced. With the exception of
the runtime, HISOS-SCPSO outperforms the other methods in all other metrics. Among
them, stable standard deviation value (SDV) also shows its strong robustness. While PSO
has a lower best value than SOS (in Case 2), its notably elevated mean value and substantial
standard deviation value indicate weak robustness. Figure 3 displays the convergence
curves of the mean fitness for the four algorithms. It is evident that HISOS-SCPSO exhibits
the best convergence performance. Figure 4 illustrates the results of path planning for the
four methods. It can be observed that HISOS-SCPSO yields the shortest path distance with
the fewest turns in both environments, making it a suitable path for drone flight. SOS and
DE follow closely, showing similar performance in Case 1. However, as the environmental
complexity increases (in Case 2), SOS outperforms DE significantly. PSO generates the least
favorable path, characterized by long distances and unnecessary turns.
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Table 3. Performance evaluation metrics for the four algorithms in 3D simulated mountain terrains.

Fitness Function Value Mean
Runtime(s)Best Worst Mean SDV

Case 1

DE 82.1279 84.0127 82.8650 0.5083 0.7037
PSO 80.9122 96.2893 87.4288 5.4346 0.3907
SOS 80.3621 82.9940 80.9154 0.4617 1.4419

HISOS-SCPSO 79.3535 80.9505 80.0901 0.5757 0.7411

Case 2

DE 92.1415 121.3694 110.9071 7.0153 0.8338
PSO 81.2971 146.9696 120.8978 16.3509 0.4639
SOS 83.3610 91.3682 85.0827 1.9332 1.6631

HISOS-SCPSO 80.2106 83.7557 82.5933 1.0675 0.8985
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4.2. Evaluation Experiment of 3D Simulated Urban Terrain

In this section, a comparative experiment on path planning using the four methods
is conducted in two 3D simulated urban terrains. The algorithm parameters and terrain
dimensions remain the same as in the previous section. The drone’s starting and ending
coordinates are, respectively, set to (30, 30, 50) and (950, 900, 550). Thirty independent
experiments are carried out for each of the two cases. Table 4 presents the parameters for
the simulated urban environment, represented by the base vertex projection coordinates
and heights of the prisms.

Table 4. Parameter of urban obstacles.

Case 3

No. Base Vertex Projection Coordinates
(xu, yu) and Height hu

No. Base Vertex Projection Coordinates
(xu, yu) and Height hu

1 (150, 120), (165, 235), (300, 235),
(285, 120), 600 4 (520, 240), (390, 370), (520, 500),

(650, 370), 400

2 (210, 500), (210, 600), (270, 680), (270,
835), (330, 835), (330, 500), 550 5 (480, 610), (480, 780), (680, 780),

(680, 610), 750

3 (750, 265), (750, 425), (900, 425), (900,
345), (850, 345), (850, 260), 464 6 (800, 700), (800, 850), (896, 850),

(896, 700), 700

Case 4

No. Base vertex projection coordinates
(xu, yu) and Height hu

No. Base vertex projection coordinates
(xu, yu) and Height hu

1 (150, 120), (165, 235), (300, 235),
(285, 120), 600 7 (80, 750), (80, 960), (200, 855), 650

2 (210, 500), (210, 600), (270, 600), (270,
750), (330, 750), (330, 500), 550 8 (450, 50), (450, 130), (550, 130),

(550, 50), 380

3 (750, 265), (750, 425), (900, 425), (900,
345), (850, 345), (850, 260), 464 9 (450, 960), (450, 850), (550, 850),

(550, 960), 480

4 (520, 240), (390, 370), (520, 500),
(650, 370), 400 10 (700, 50), (700, 120), (870, 120), (870,

170), (930, 170), (930, 50), 530

5 (480, 610), (480, 780), (680, 780),
(680, 610), 750 11 (120, 350), (120, 450), (250, 450),

(250, 350), 610

6 (800, 700), (800, 850), (896, 850),
(896, 700), 700 12 (780, 500), (920, 500), (920, 590),

(780, 590), 600

Table 5 presents a comparison of performance evaluation metrics for DE, PSO, SOS,
and HISOS-SCPSO in the experiments involving two simulated urban environments. It can
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be observed that the mean runtime of the urban environment experiments is significantly
higher compared to the mountain terrain experiments. This is due to the discontinuities
between the edges of prisms and the ground, which prevent the creation of a continuous
elevation model. While SOS also achieves good fitness values, its excessively high time
consumption does not align with the urgency of disaster relief scenarios. In contrast,
HISOS-SCPSO achieves the best optimization results in only half the time of SOS, and its
remarkably low standard deviation values further substantiate its exceptional robustness.
Although DE’s runtime is close to that of HISOS-SCPSO, its larger worst and mean values
are unsatisfactory, particularly when the complexity of the environment increases. Al-
though PSO has the shortest runtime and the best value is only worse than HISOS-SCPSO
in scenarios with increased obstacles, the highest worst, mean, and standard deviation val-
ues among the four algorithms indicate its lowest level of robustness. Figure 5 displays the
mean fitness convergence curves for the four algorithms. It can be observed that although
SOS initially achieves the smallest fitness values, it is quickly surpassed by HISOS-SCPSO.
HISOS-SCPSO demonstrates the best convergence speed and optimal fitness. Figure 6
illustrates the path planning results for the four methods. In Case 3, all paths are feasible
and smooth; however, HISOS-SCPSO yields the shortest path length and minimal turns.
Even as urban obstacles increase in Case 4, HISOS-SCPSO still produces the optimal path.
SOS’s path is second, while DE fails to generate a path in the urban center and exhibits
longer distances. PSO’s path is the least favorable, with high ascent heights and large
turning angles.

Table 5. Performance evaluation metrics for the four algorithms in 3D simulated urban terrains.

Fitness Function Value Mean
Runtime(s)Best Worst Mean SDV

Case 3

DE 106.8336 116.5442 111.4591 3.2049 12.5984
PSO 107.1219 123.9882 115.0130 4.3659 7.0010
SOS 105.6032 114.7277 107.3764 1.6444 29.4895

HISOS-SCPSO 105.5132 107.2462 105.9946 0.4795 16.0002

Case 4

DE 115.8751 149.7513 133.0243 10.1384 32.2909
PSO 109.9397 204.0947 162.3170 27.3219 15.8544
SOS 110.8745 122.7170 114.0504 3.1358 62.9520

HISOS-SCPSO 106.1866 112.7962 110.5901 2.0190 32.6177
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4.3. Discussion

After a disaster occurs, every minute, or even every second, of delay can lead to loss
of life and further property damage. Therefore, an effective and rapid disaster response
mechanism is crucial for minimizing the impact of disasters. Drones play a vital role in dis-
aster response. Drone path planning can guide drones in searching for stranded or missing
individuals [41], swiftly reaching disaster zones for preliminary damage assessment [42],
and delivering essential supplies like medical supplies and food to disaster areas [43].
It significantly enhances the efficiency of rescue operations. Therefore, drone path plan-
ning for disaster response is a crucial field of research. In light of this, a path-planning
approach that takes into account drone performance and flight costs is presented in this
paper. This method can provide theoretical support for drone path planning in real disaster
rescue scenarios.

Since disasters often occur in mountainous and urban areas, two types of simulated
3D terrains are considered in this paper, including mountain and urban. In the future, the
terrain feature-aware superresolution model (TfaSR) can be employed to model the disaster
area environment [44], making the model more closely resemble real-world conditions. In
this paper, a cost function considering flight cost and drone performance is designed as the
objective function of the heuristic algorithm. Requirements such as minimizing distance,
reducing turns, and minimizing altitude changes are fundamental in drone path planning.
In subsequent research, additional factors influencing drone flight could be considered,
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such as hazard-related costs, which include the threats of emission of electromagnetic waves
from collapsed power lines in disaster areas, adverse weather conditions, and variations
in airflow.

Currently, there is limited consideration of real 3D environments in existing research.
To further validate the effectiveness of the proposed HISOS-SCPSO approach, we conducted
additional path-planning experiments using two real 3D mountainous terrains. Given that
the southwestern region of China features complex geological conditions due to tectonic
plate convergence and is prone to natural disasters, and the karst landform is one of the
main terrains in this area [45], two karst terrains in southwestern China are selected as
experimental scenarios. The details of the two real terrain datasets are presented in Table 6.
These terrains are integrated into a 1000 × 1000 scene, resulting in spatial resolutions of
1m and 2m, respectively. In Case 5, the starting and ending coordinates are set to (20, 20,
240) and (950, 930, 405), respectively. In Case 6, the starting and ending coordinates are
(150, 35, 340) and (880, 950, 410), respectively. The population dimension DOP is set to
4, while other algorithm parameters remain consistent with the previous sections. Thirty
independent repetitions are conducted for each scenario.

Table 6. The details of the two real terrain datasets.

Longitude
Range

Latitude Range Approximate
Horizontal Size

Approximate
Altitude Range

Case 5 (110.40758 ◦E,
110.41832 ◦E)

(25.002104 ◦N,
25.010851 ◦N)

1000 m × 1000 m (219.5 m, 511.43 m)

Case 6 (110.39329 ◦E,
110.41675 ◦E)

(25.041794 ◦N,
25.062988 ◦N) 2000 m × 2000 m (277.93 m, 547.93 m)

Table 7 presents a comparative analysis of performance evaluation metrics for the
four methods in real mountainous terrains. It is evident that, except for the mean runtime,
HISOS-SCPSO outperforms the other algorithms in all metrics. In Case 5, while SOS’s
best and mean values are competitive with those of HISOS-SCPSO, its mean runtime is
nearly twice as long. DE also delivers satisfactory results in this environment. Although
PSO has the shortest runtime and better best value than DE, its other metrics are the least
favorable among the four methods, although still acceptable for this scenario. As the
complexity of the environment increases in Case 6, the performance gaps between the
algorithms become more prominent. HISOS-SCPSO remains superior, with its worst value
closely approaching the best value achieved by SOS and its lowest standard deviation,
highlighting the algorithm’s strong robustness, which means that the optimal result is
relatively stable. Figure 7 illustrates the mean fitness convergence curves of the four
algorithms in real mountainous terrains. HISOS-SCPSO exhibits the best convergence
performance, particularly noticeable as the terrain complexity grows (in Case 6). Figure 8
displays the path planning results of the four methods. In Case 5, although all four methods
generated feasible flight paths, HISOS-SCPSO’s path is the most satisfactory: PSO and
DE paths lack smoothness; SOS and HISOS-SCPSO paths are smoother, with the latter
featuring lower flight altitudes. In the more challenging disaster scenario (in Case 6), HISOS-
SCPSO continues to produce the least costly paths; SOS’s path is generally satisfactory;
and DE and PSO struggle to plan paths through mountains, resulting in flight paths above
the mountains. While this might be safer, it significantly increases the distance traveled,
contradicting the urgency of disaster relief efforts. Due to the lower accuracy of existing
mapping software in urban areas, comparative experiments on real 3D urban terrains have
not been conducted.
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Table 7. Performance evaluation metrics for the four algorithms in 3D real mountain terrains.

Fitness Function Value Mean
Runtime(s)Best Worst Mean SDV

Case 5

DE 89.5573 92.5589 90.3620 0.7807 0.8723
PSO 88.3561 103.4429 95.7157 4.5199 0.4924
SOS 87.1556 91.1553 87.5514 0.7445 1.7136

HISOS-SCPSO 86.8542 87.1995 87.0527 0.0963 0.9508

Case 6

DE 134.5873 142.2764 138.0679 1.7252 0.8624
PSO 133.3932 156.3994 145.3721 6.0941 0.4879
SOS 130.7048 136.3455 133.1975 1.6763 1.7055

HISOS-SCPSO 128.1872 130.8253 129.3975 0.7641 0.9442
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In the aforementioned six cases, the mean fitness convergence curve of DE mostly
sustains a steep negative slope, indicating a challenge in reaching the optimal value within
100 iterations. Therefore, it is worth studying whether the optimal result of DE is close to
HISOS-SCPSO by increasing the maximum number of iterations. The maximum number of
iterations for DE and HISOS-SCPSO in Case 2 has been extended to 300 (Case 2’), while the
remaining cases have been set to 200 (Case 1’, Case 3’, Case 4’, Case 5’, and Case 6’), with all
other algorithm parameters and scenario settings remaining unchanged. Table 8 displays
the performance evaluation metrics of DE and HISOS-SCPSO in six scenarios, with their
respective running times nearly the same across all six scenarios. Even when the maximum
number of iterations is extended to enable DE to converge towards the optimum, the results
still do not match the strong performance exhibited by HISOS-SCPSO. In contrast to the
previous six cases, DE outperforms SOS in all metrics while maintaining the same runtime.
Figure 9 shows the mean fitness convergence curves of DE and HISOS-SCPSO in six cases.
HISOS-SCPSO exhibits a significantly swifter convergence rate compared to DE, attaining
superior optimal values. Generally, HISOS-SCPSO achieves the optimal value within
100 generations, whereas DE often requires nearly 200 or even 300 generations to achieve
the same level of optimization. When considering the time required to reach the optimal
value, disregarding the maximum number of iterations, it becomes evident that HISOS-
SCPSO accomplishes this objective in less time.

Table 8. Performance evaluation metrics for DE and HISOS-SCPSO in six cases.

Fitness Function Value

Best Worst Mean SDV

Case 1’ DE 79.3573 81.4145 79.9616 0.7025
HISOS-SCPSO 79.2017 79.4372 79.3451 0.0549

Case 2’
DE 80.3101 88.2632 82.8565 2.0621

HISOS-SCPSO 79.7006 82.9885 81.5449 1.0538

Case 3’
DE 105.6835 113.6417 106.4429 1.4856

HISOS-SCPSO 105.4441 106.7621 105.8085 0.2671

Case 4’
DE 108.7765 118.4722 113.2985 2.5803

HISOS-SCPSO 106.1029 112.1629 109.4320 2.0709

Case 5’
DE 86.9648 87.5806 87.2246 0.1510

HISOS-SCPSO 86.6914 87.3818 86.9389 0.1346

Case 6’
DE 129.3128 134.8471 132.3557 1.1669

HISOS-SCPSO 127.8550 129.0246 128.4205 0.2861



Drones 2023, 7, 633 22 of 25

Drones 2023, 7, x FOR PEER REVIEW 23 of 26 
 

 

  

(a) (b) 

  
(c) (d) 

  
(e) (f) 

Figure 9. The convergence curves of the mean fitness for DE and HISOS-SCPSO in six cases: (a) The 

convergence curves of the mean fitness of Case 1’; (b) the convergence curves of the mean fitness of 

Case 2’; (c) the convergence curves of the mean fitness of Case 3’; (d) the convergence curves of the 

mean fitness of Case 4’; (e) the convergence curves of the mean fitness of Case 5’; (f) the convergence 

curves of the mean fitness of Case 6’. 

The proposed method in this paper offers at least three notable advantages. First, the 

practical performance characteristics of drones are considered in our model, ensuring that 

the generated paths are well-suited for drone flight. Second, considering the urgency of 

Figure 9. The convergence curves of the mean fitness for DE and HISOS-SCPSO in six cases: (a) The
convergence curves of the mean fitness of Case 1’; (b) the convergence curves of the mean fitness of
Case 2’; (c) the convergence curves of the mean fitness of Case 3’; (d) the convergence curves of the
mean fitness of Case 4’; (e) the convergence curves of the mean fitness of Case 5’; (f) the convergence
curves of the mean fitness of Case 6’.

The proposed method in this paper offers at least three notable advantages. First,
the practical performance characteristics of drones are considered in our model, ensuring
that the generated paths are well-suited for drone flight. Second, considering the urgency
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of disaster relief, an optimization approach that maintains higher precision and stability
while avoiding excessive runtime is proposed. This method is particularly more suitable
for path-planning problems with high environmental complexity than other common
algorithms. Third, our model exhibits strong adaptability. With elevation information of
the task area, our model can rapidly devise optimal paths without requiring additional
adjustments. However, our approach also has limitations. For instance, it relies on having
complete obstacle information in advance, and any undetected obstacles or sudden events
may impact the drones’ survival rate. Moreover, the model does not currently take into
account the speed and inertia of the drone, which could affect the drone’s trajectory tracking.
Addressing these issues will be a focus of our future work.

5. Conclusions

This paper studies the problem of drone 3D path planning in disaster relief scenarios.
Two common disaster scenarios, simulated mountainous terrain and urban environments,
are constructed. Flight cost, drone performance, and safety constraints are considered
when designing the cost function to ensure that the planned path is flyable. A novel hybrid
method named HISOS-SCPSO is proposed to solve the path-planning problem. First, the
chaotic logistic map is employed to initialize the population and improve the quality of
the initial solution. Then, to achieve rapid computation, the mutualism phase of SOS is
improved, followed by integration with SCPSO to enhance the optimization capability.
In order to enhance convergence performance, a differential strategy is introduced to
the individual cognition part of SCPSO. The novel attenuation functions are proposed,
and the global and local optimization capabilities of the algorithm are also improved.
Additionally, a population regeneration strategy is designed to enhance algorithm stability.
Finally, triple B-spline curves are employed to smooth the flight paths. Experimental results
demonstrate that the proposed HISOS-SCPSO achieves superior optimization capabilities
within acceptable time consumption. It can plan an available smooth path with the lowest
cost for the drone, which has strong competitiveness.
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